Twentieth-Century Global-Mean Sea Level Rise: Is the Whole Greater than the Sum of the Parts?
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ABSTRACT

Confidence in projections of global-mean sea level rise (GMSLR) depends on an ability to account for GMSLR during the twentieth century. There are contributions from ocean thermal expansion, mass loss from glaciers and ice sheets, groundwater extraction, and reservoir impoundment. Progress has been made toward solving the “enigma” of twentieth-century GMSLR, which is that the observed GMSLR has previously been found to exceed the sum of estimated contributions, especially for the earlier decades. The authors propose the following: thermal expansion simulated by climate models may previously have been underestimated because of their not including volcanic forcing in their control state; the rate of glacier mass loss was larger than previously estimated and was not smaller in the first half than in the second half of the century; the Greenland ice sheet could have made a positive contribution throughout the century; and groundwater depletion and reservoir impoundment, which are of opposite sign, may have been approximately equal in magnitude. It is possible to reconstruct the time series of GMSLR from the quantified contributions, apart from a constant residual term, which is small enough to be explained as a long-term contribution from the Antarctic ice sheet. The reconstructions account for the observation that the rate of GMSLR was not much larger during the last 50 years than during the twentieth century as a whole, despite the increasing anthropogenic forcing. Semiempirical methods for projecting GMSLR depend on the existence of a relationship between global climate change and the rate of GMSLR, but the implication of the authors’ closure of the budget is that such a relationship is weak or absent during the twentieth century.

1. Introduction

Confidence in projections of global-mean sea level rise (GMSLR) for the twenty-first century and beyond depends on an understanding of the contributory effects, verified by a demonstrable ability to account for sea level rise during the twentieth century. The relevant
effects on multidecadal time scales are thermal expansion due to heat uptake by the global ocean, mass loss from the Greenland and Antarctic ice sheets, mass loss from glaciers, and changes in water storage on land due principally to groundwater depletion and reservoir construction. Improved observational estimates of all these terms have helped to clarify the budget of GMSLR in recent decades. In the analysis of Church et al. (2011) for 1972–2008, the linear trend in GMSLR from tide gauge data of $1.8 \pm 0.2 \text{ mm yr}^{-1}$ is compared with a linear trend from the sum of the contributions of $1.8 \pm 0.4 \text{ mm yr}^{-1}$, among which thermal expansion and glaciers are the largest.

Considering the twentieth century as a whole, Munk (2002) described GMSLR as an “enigma”: it began too early, it had too linear a trend, and it was too large. The first two problems relate to an expectation, based on a general understanding of the processes concerned, that in a warmer climate the rates of thermal expansion and of glacier mass loss will tend to increase. Therefore, we might suppose that these climate-related contributions to GMSLR increased during the twentieth century. However, the trend of GMSLR during recent decades was actually not very much larger than during the twentieth century as a whole. For instance, Church and White (2011) find $1.9 \pm 0.4 \text{ mm yr}^{-1}$ for 1961–2009 and $1.7 \pm 0.2 \text{ mm yr}^{-1}$ for 1900–2009. The third problem, of GMSLR being too large, is shown by the model-derived estimates of contributions reported by Church et al. (2001), which could explain only 50% of twentieth-century GMSLR; likewise, Moore et al. (2011) identify a substantial residual for 1850–1950.

To balance the budget and explain the form of the time series requires time-dependent information about the contributions to GMSLR throughout the century. We are enabled to make progress by new work summarized in this paper regarding the contributions from thermal expansion, glaciers, the Greenland ice sheet, groundwater depletion, and reservoir impoundment, which we address in turn in sections 2–5. Significant uncertainty remains regarding the twentieth-century contribution from the Antarctic ice sheet, for which there are no observational time series or models based on observational input. Some of the time series we use for contributions have stated uncertainties, but instead of using these we have regarded the spread of different estimates for a given quantity as an informal indication of systematic uncertainty. This is partly for simplicity, since the analysis is already complicated by the number of datasets involved, and partly because the uncertainties stated in some cases do not reflect all possible sources of systematic error. We do not have space in this paper to examine in detail the assumptions involved and the basis of the uncertainty estimates for all the datasets.

In section 6 we compare several recent observational time series of GMSLR, and in section 7 we examine whether these can be accounted for by various combinations of the contributions. This approach has an analogous aim to but differs from the detection and attribution of climate change (e.g., Stott et al. 2010). Studies of that kind seek to attribute the observed changes in the climate system to the agents that forced those changes to occur (e.g., anthropogenic greenhouse gases and tropospheric aerosols, volcanic stratospheric aerosol, and changes in solar irradiance), whereas we attempt to attribute the observed GMSLR to changes in the climate system (in the ocean, land-ice, and land-water storage). Our approach also differs from that of Mitrovica et al. (2001) and subsequent authors, who have compared the spatial pattern of observed sea level change with the patterns expected for different contributions in order to apportion the global mean among those contributions. That method uses spatial information about sea level but not temporal information, whereas we use temporal information but not spatial information.

Before going further, we would like to clarify our terminology. By “thermal expansion,” we mean the contribution to GMSLR from change in seawater density due to change in temperature. We propose a new word “barystatic” for the contribution to GMSLR from the change in the mass of the ocean. A new term would be helpful because the word “eustatic” is now used with various different meanings and has consequently become confusing. The barystatic effect on sea level change is the mass of freshwater added or removed, converted to a volume using a reference density of $1000 \text{ kg m}^{-3}$, and divided by the ocean surface area. It does not include the effects on regional sea level associated with changes in the gravity field and the solid earth (discussed in section 7d) or in salinity. Although salinity change is important to regional sea level change, in the global mean the halosteric effect of adding freshwater to the ocean is practically zero (Munk 2003; Lowe and Gregory 2006, appendix A).

2. Thermal expansion

The contribution to GMSLR due to thermal expansion is calculated from the change in ocean interior temperatures as $-1/A \int \Delta \rho/\rho_0 \, dV$, where $A$ is the ocean surface area, $\Delta \rho$ is the change in in situ density due to temperature change, $\rho_0$ is a reference density, and the integral is over ocean volume. Ocean observations
before about 1960 are too sparse to allow a useful estimate of the global ocean integral; therefore, we rely on models to make an estimate for the whole twentieth century.

There is a large difference in thermal expansion between models with anthropogenic forcing only (greenhouse gases and aerosols) and those that also include natural forcing (volcanic aerosol and variability in solar irradiance). Volcanic aerosol reflects sunlight and tends to cool the climate. In the atmosphere–ocean general circulation models (AOGCMs) of phase 3 of the Coupled Model Intercomparison Project (CMIP3; http://www-pcmdi.llnl.gov/ipcc/about_ipcc.php), GMSLR due to thermal expansion from 1860 to 2000 is 50 mm for the ensemble mean of the seven without natural forcing (referred to as the “non-V” models; black line in Fig. 1), but only half as large, at 27 mm, for the ensemble mean of the nine with natural forcing (“V” models; green line in Fig. 1). [The non-V models are CGCM3.1(T47), CNRM-CM3, CSIRO Mk3.0, ECHAM5/MPI-OM, GISS-AOM, INM-CM3.0, and HadCM3. The V models are CCSM3, ECHO-G, GFDL CM2.0, GFDL CM2.1, GISS-EH, GISS-ER, MIROC3.2(medres), MRI CGCM2.3.2, and PCM. See Table 1 for model names.]

Rapid negative excursions in thermal expansion due to cooling of the ocean are evident in the V models following large volcanic eruptions, and it has been proposed that the smaller time-mean thermal expansion in the V models over the twentieth century could be due to a long persistence of the influence of eruptions in the

FIG. 1. Time series of the contribution of thermal expansion to global-mean sea level rise. Solid lines and left-hand axis (mm): contribution to global-mean sea level relative to zero in 1860 according to the ensemble means of CMIP3 V and non-V models (i.e., with and without volcanic forcing, respectively), of V models adjusted to have the same time-mean rate of rise as non-V models in order to correct for the spinup effect of time-mean volcanic forcing (as explained in section 2), and of the observational estimate for thermal expansion by Church et al. (2011) (vertically positioned to have the same time mean for 1986–2005 as the ensemble mean of corrected V models). The red shaded area is the 5%–95% range of the ensemble of corrected V models. Dotted line and right-hand axis (mm yr\(^{-1}\)): contribution to the rate of global-mean sea level rise according to the ensemble mean of CMIP3 V models after the correction, calculated as a trend in overlapping 10-yr periods. The vertical lines indicate the years in which major volcanic eruptions occurred. The negative excursion in the rate of rise begins before the year of each volcanic eruption because the rate is plotted at the center of the 10-yr period from which it is calculated.

<table>
<thead>
<tr>
<th>Model</th>
<th>Expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-V models</td>
<td></td>
</tr>
<tr>
<td>CGCM3.1(T47)</td>
<td>Canadian Centre for Climate Modelling and Analysis (CCCma) Coupled General Circulation Model version 3.1</td>
</tr>
<tr>
<td>CNRM-CM3</td>
<td>Centre National de Recherches Météorologiques Coupled Global Climate Model version 3</td>
</tr>
<tr>
<td>CSIRO Mk3.0</td>
<td>Commonwealth Scientific and Industrial Research Organisation Mark version 3.0</td>
</tr>
<tr>
<td>ECHAM5/MPI-OM</td>
<td>ECHAM5/Max Planck Institute Ocean Model</td>
</tr>
<tr>
<td>GISS-AOM</td>
<td>Goddard Institute for Space Studies Atmosphere–Ocean Model</td>
</tr>
<tr>
<td>INM-CM3.0</td>
<td>Institute of Numerical Mathematics Coupled Model version 3.0</td>
</tr>
<tr>
<td>HadCM3</td>
<td>Third climate configuration of the Met Office Unified Model</td>
</tr>
<tr>
<td>V models</td>
<td></td>
</tr>
<tr>
<td>CCSM3</td>
<td>National Center for Atmospheric Research Community Climate System Model, version 3</td>
</tr>
<tr>
<td>ECHO-G</td>
<td>ECHAM and the global Hamburg Ocean Primitive Equation</td>
</tr>
<tr>
<td>GFDL CM2.0</td>
<td>Geophysical Fluid Dynamics Laboratory Climate Model version 2.0</td>
</tr>
<tr>
<td>GFDL CM2.1</td>
<td>Geophysical Fluid Dynamics Laboratory Climate Model version 2.1</td>
</tr>
<tr>
<td>GISS-EH</td>
<td>Goddard Institute for Space Studies Model E-H</td>
</tr>
<tr>
<td>GISS-ER</td>
<td>Goddard Institute for Space Studies Model E-R</td>
</tr>
<tr>
<td>MIROC3.2(medres)</td>
<td>Model for Interdisciplinary Research on Climate 3.2, medium-resolution version</td>
</tr>
<tr>
<td>MRI CGCM2.3.2</td>
<td>Meteorological Research Institute Coupled General Circulation Model version 2.3.2</td>
</tr>
<tr>
<td>PCM</td>
<td>National Center for Atmospheric Research Parallel Climate Model</td>
</tr>
</tbody>
</table>

TABLE 1. Expanded names of the non-V and V models.
late nineteenth century, especially Krakatau (Delworth et al. 2005; Gleckler et al. 2006a,b). Alternatively, Gregory (2010) and Gregory et al. (2013) suggested that the difference is an artifact of the experimental design of CMIP3. Because the models have been spun up without volcanic forcing, its imposition during the “historical” simulation (i.e., the experiment starting in the late nineteenth century) gives a time-mean negative forcing and a spurious cooling trend. In reality episodic volcanic eruptions are a normal part of the climate system; therefore its long-term mean state includes their influence.

As an illustration of this idea, let us consider another forcing agent. Methane is also a natural component of atmospheric composition. If an AOGCM were spun up to obtain a control steady state without atmospheric methane and then the nonzero time-dependent historical methane concentration were imposed in a simulation that began from the control state, it is obvious that a spurious warming tendency would be present throughout the historical simulation while the climate system adjusted to the sudden introduction of positive radiative forcing due to methane.

According to this argument, if the V models were run with volcanic forcing through previous millennia, so that by the late nineteenth century they had adjusted to its time-mean influence, they would then give the same model-mean time-mean thermal expansion during the CMIP3 historical simulation (from 1860 to 2000) as the non-V models, provided the following: first, there is no systematic difference between the two groups of AOGCMs in thermal expansion caused by a given radiative forcing; second, the frequency and magnitude of volcanic eruptions in the period of the historical simulations is typical of the preceding centuries. Regarding the first proviso, we find that the model-mean GMSLR due to thermal expansion during the twenty-first century is statistically indistinguishable between the two groups of AOGCMs, under the A1B scenario of the Special Report on Emissions Scenarios used in CMIP3 for projections. The second proviso cannot be verified with the model results from CMIP3 and requires further investigation. However, it is more realistic to assume that 1860–2000 is typical of the long term with respect to volcanic activity than to assume that there are typically no volcanic eruptions, with the latter being the assumption implicit in the CMIP3 design.

Following this argument, in order to correct approximately for the spurious cooling, we add a constant 0.16 mm yr\(^{-1}\) to the ensemble-mean time series of historical thermal expansion from V models. This constant is the difference between the V and non-V models in the time-mean rate of thermal expansion for 1860–2000 (thus the red solid line of corrected V models in Fig. 1 meets the black line of the non-V models at 2000). Solar forcing, also included in the V models, is estimated to have increased over this period (Forster et al. 2007), which will have reduced the size of the correction. Making the correction constant in time is a further approximation. In reality the cooling tendency will diminish with time, as the ocean adjusts to the time-mean negative volcanic forcing (Gregory 2010), but the time profile of the adjustment is unknown and very likely to be model dependent.

As a consequence of the correction, we estimate a greater rate of thermal expansion in the early part of the twentieth century than indicated by the CMIP3 historical simulations, because there were no large volcanic eruptions during these decades, so in effect the radiative forcing was positive with respect to the long-term mean (Gregory 2010). There is a clear increase in the corrected V ensemble-mean rate of thermal expansion after 1960 (dotted red line in Fig. 1), consistent with increasing positive anthropogenic forcing and global warming (e.g., Church et al. 2011). During these decades, negative volcanic forcing had a short-term negative effect on the rate of ocean heat uptake, and consequently the non-V ensemble-mean rate of thermal expansion is even larger than the corrected V ensemble mean (cf. the black and red solid lines). Because natural volcanic forcing was weak in the first half of the century and stronger in the second half, it tended to make the rate of thermal expansion more constant during the century than it would have been with anthropogenic forcing alone (cf. Gregory et al. 2006); if our adjustment included a time dependence, it would reinforce this tendency, by increasing the estimated rate of thermal expansion early in the record and reducing it later.

Historical simulations with CMIP3 AOGCMs mostly end in 2000. We append the mean thermal expansion time series from 2000 to 2010 of non-V models under the A1B scenario of the Special Report on Emissions Scenarios used in CMIP3 for projections. The second proviso cannot be verified with the model results from CMIP3 and requires further investigation. However, it is more realistic to assume that 1860–2000 is typical of the long term with respect to volcanic activity than to assume that there are typically no volcanic eruptions, with the latter being the assumption implicit in the CMIP3 design.

Following this argument, in order to correct approximately for the spurious cooling, we add a constant 0.16 mm yr\(^{-1}\) to the ensemble-mean time series of historical thermal expansion from V models. This constant is the difference between the V and non-V models in the time-mean rate of thermal expansion for 1860–2000
AOGCMs with an observational estimate including recent corrections for instrumental biases. They noted that the mean trend of the non-V models is greater than observed, and the mean of the V models is closer to but slightly less than observed. We would not expect the volcanic spinup to cause a large discrepancy in the upper ocean, because the long-term adjustment takes place mainly in the deeper layers.

In the ensemble-mean CMIP3 corrected and extended time series, the rate of thermal expansion is 0.87 mm yr$^{-1}$ for 1972–2008, which is consistent with the observational estimate of 0.80 ± 0.15 mm yr$^{-1}$ for the full ocean depth by Church et al. (2011) (both rates are from linear regression against time). There is a remarkably good agreement in time profile between the observational and model estimates (blue and red solid lines in Fig. 1); in particular, both show dips following Agung, El Chichón, and Pinatubo.

The ratio of the ensemble standard deviation to the ensemble mean of GMSLR due to thermal expansion during the twentieth century in corrected CMIP3 V models is about 20%, and the standard error given by Church et al. (2011) for thermal expansion during 1972–2008 is a similar fraction of their central estimate. On this basis, we assume that 20% is a reasonable estimate of the fractional uncertainty in the thermal expansion contribution. Assuming further that the error distribution is normal, we calculate time series for the 5th, 50th, and 95th percentiles (red line and shading in Fig. 1), which we refer to as expansion L for “low,” expansion M for “mid,” and expansion H for “high.” We regard these as alternative possibilities for the budget of sea level change. Time series expansion L has an expansion of 31 mm during the twentieth century, which is close to the ensemble mean of CMIP3 V models without correction (in Fig. 1, the upper limit of the red envelope, which indicates the time profile of least expansion, is roughly parallel to the green line).

3. Glaciers

Records of glacier length from all regions of the world show retreat during the last century (e.g., Fig. 2 of Leclercq et al. 2011), indicating net mass loss, which is consistent with a warming climate worldwide (Oerlemans 2005; Leclercq and Oerlemans 2012). Increased melting can be outweighed by increased snowfall, as in Scandinavia from the mid-1970s to the mid-1990s (Andraassen et al. 2005; Chinn et al. 2005; Kaser et al. 2006; Imhof et al. 2011) and probably in the Karakoram since the late 1990s or earlier (Hewitt 2011; Gardelle et al. 2012), but such episodes of mass gain are short lived and localized.

Mass gain is not expected globally because the increase in snowfall required to balance the increased ablation is 20–50% K$^{-1}$ (Oerlemans et al. 1998; Braithwaite et al. 2002), an order of magnitude more than the expected increase of global-mean precipitation with global-mean near-surface air temperature. We compare four reconstructions of glacier mass change (Fig. 2), denoted as “glacier C,” “glacier L,” “glacier A,” and “glacier M.” All glaciers and ice caps in the world are taken into account, including those on Greenland and Antarctica, which are marginal to, distinct from, and much smaller than the ice sheets but nonetheless make a substantial contribution to GMSLR (Hock et al. 2009).
a. Glacier C

The most direct method to estimate glacier mass change is from surveys of surface topography change (Cogley 2009; this is referred to as the “geodetic” method), but these have low temporal resolution. An alternative method is measurement of surface mass balance (SMB) \[ S = P - R \] (Kaser et al. 2006), where \( P \) is mass gain (mainly snowfall) and \( R \) is mass loss (mainly liquid runoff arising from melting; sublimation is very small for most glaciers). Some glaciers lose ice by discharge (calving) into the sea or lakes; as a separate contribution to mass balance, this is not well measured, but it is included in the geodetic method. Because data are available from each method for only 300–350 of the world’s ~200,000 glaciers, they have to be interpolated, and there are too few measurements for a global estimate before 1950. Glacier C is obtained by polynomial interpolation and summation, with appropriate area weighting, to give the rate of change \( dM_g/\text{dt} \) of global glacier mass as a function of time in 5-yr periods (Cogley 2009, subsequently updated). Hence the change in global glacier mass \( \Delta M_g(t) \) is obtained by time integration.

b. Glacier L

Glacier length measurements are available from earlier times than mass change measurements. Based on about 375 glaciers, including 42 calving glaciers, 13 regional time series of fractional glacier length change beginning in the early nineteenth century were constructed by Leclercq et al. (2011, subsequently updated by inclusion of more records, especially for Alaska and Greenland). The unweighted mean of the regional time series was calculated, and this global-mean fractional length time series was converted to a time series of global glacier mass \( \Delta M_p \) using scaling relations (Bahr et al. 1997; Oerlemans et al. 2007) and calibration against the dataset of Cogley (2009) for 1950 onward.

There is an uncertainty of about 25% (standard error divided by mean) in the results, coming mainly from the limited data coverage of some regions in the datasets of glacier length and mass change; the results are hardly sensitive to uncertainty in the scaling relations (see Leclercq et al. 2011). Considering sea level change with respect to the present day, the uncertainty accumulates and is therefore larger at earlier times (Fig. 6 of Leclercq et al. 2011). Both because glacier length is an integrator of glacier mass balance and because the measurements of terminus position for a given glacier can be widely separated in time, especially earlier in the record, the temporal resolution of glacier L is limited and hard to evaluate; the e-folding time scale of glacier length adjustment to volume change is typically decades. Therefore, we obtained \( dM_p/\text{dt} \) from glacier L by linear regression against time in overlapping 30-yr periods. (This is why glacier L ends in 1990 in Fig. 2a, 15 yr before the end of the dataset.)

c. Glacier A

The earliest measurements of mass balance are from the Alps (in Europe) and are derived by the geodetic method from maps made in the 1850s and onward. To the extent that global climate variability and change produce a common response in glaciers worldwide, the rate of change of mass \( dM_{\text{Alp}}/\text{dt} \) of (European) Alpine glaciers might be a proxy for \( dM_g/\text{dt} \). The correlation between \( dM_g/\text{dt} \) and \( dM_{\text{Alp}}/\text{dt} \) in 5-yr periods since 1960 is 0.62. For glacier A, we use the coefficients from a linear regression to estimate \( dM_{\text{Alp}}/\text{dt} \) from \( dM_g/\text{dt} \) since 1850. There is obviously an unquantified, probably very large systematic uncertainty in this method, but we regard its results as useful corroboration of glacier L.

Glacier A exhibits little variability until the end of the twentieth century. This is because the estimates of \( dM_{\text{Alp}}/\text{dt} \) are less variable than those of \( dM_g/\text{dt} \) in the dataset of Cogley (2009) and because most of the Alpine measurements before 1950 are geodetic measurements that span many years and so themselves contain little information about short-period variability.

d. Glacier M

Global coverage of climate information is much more complete than the global observational glacier dataset. This motivates the use of models based on climate input (Zuo and Oerlemans 1997; Gregory and Oerlemans 1998; Raper and Braithwaite 2006; Radić and Hock 2011). Marzeion et al. (2012b) calculated glacier mass change throughout the twentieth century from monthly observed near-surface air temperature and precipitation gridded at 0.5° resolution (Mitchell and Jones 2005; New et al. 2002) for every glacier in the Randolph Glacier Inventory (Arendt et al. 2012). Thus, they obtain a time series of global SMB \( dM_g/\text{dt} \), which is integrated in time to obtain \( \Delta M_g(t) \).

Their method is a refinement of the SMB balance model of Marzeion et al. (2012a), which was originally developed for the Alps, with a new scheme for spatial interpolation of parameters that substantially reduces the potential bias of the original method. The method does not distinguish calving from SMB, but the data used for calibration include some calving glaciers, permitting evaluation of the inaccuracy that arises from assuming the mass changes of these glaciers to have been explained entirely by SMB. The accuracy of the
method is evaluated from a cross-validation procedure. The uncertainty on the time series for glacier M appears to be much smaller than that of glacier L (Fig. 2). In principle this is because of the better coverage of the world’s glaciers by meteorological data than by glacier length measurements. However, there are unquantified uncertainties relating to the accuracy of the meteorological data; precipitation in particular is sparsely measured and spatially variable in mountainous regions. In view of this, the uncertainty may be underestimated, particularly in the first half of the twentieth century, for which fewer meteorological observations exist.

e. Comparison

Glaciers A and L were calibrated to match C since 1950, and the model of M was calibrated using some of the same glacier mass balance records as used in C, so the approximate agreement of time-mean rate in recent decades is not unexpected (Table 2). In the last 15 yr, glacier mass has been lost much more rapidly, according to C and M. The effect is less pronounced in A because the mass loss has been smaller in the Alps (although it certainly has been notable; Zemp et al. 2006; Dyurgerov 2010) and in L because of the lower temporal resolution and because glacier length changes typically lag mass changes.

In the first half of the twentieth century, L and A are similar, while M indicates much greater mass loss, especially in the 1920s and 1930s. Consequently, L and A yield twentieth-century glacier contributions to GMSLR of ~60 mm, but M gives ~100 mm (Fig. 2b and Table 2). The difference between L and M, which both use data from glaciers worldwide, has two probable causes. First, they differ in respect of the upscaling procedure used to obtain a global estimate from the sparse observational dataset. Although they are based on different glacier inventories, the world glacier area in L and M is very similar; the difference comes from sensitivity to their assumptions about how the geographical variation in mass balance for the vast majority of unmeasured glaciers is represented by the small sample of measured glaciers. L depends on the interpolation and area weighting of C, against which it is calibrated. M models
each glacier individually, using an implicit assumption that glacier dynamical relaxation time and the time history of regional climate are characteristics that can be geographically interpolated.

Second, there was a warm period in the Arctic and Greenland in the 1920s and 1930s (Box 2002; Johannessen et al. 2004; Kobashi et al. 2011) at a time when anthropogenic global warming was relatively small (see, e.g., Fig. 9.5 of Hegerl et al. 2007). This promoted glacier mass loss at high latitudes in the Northern Hemisphere (e.g., Oerlemans et al. 2011) at a greater rate than the global mean. Although in L the difference is not striking in general (not shown; L includes 79 glaciers north of 60°N and 24 north of 70°N), it is pronounced in Greenland. Length records included in L indicate a greater rate of glacier retreat in the first than in the second half of the twentieth century in Greenland (Leclercq et al. 2012), while in M the warm conditions in the decades concerned produce strongly negative SMB of Greenland glaciers. However, the magnitude of the resulting contribution to GMSLR is larger in M than in L. This discrepancy could be due to deficiencies in the observational climate data, in the sampling of glacier length changes, or in both.

Regardless of these differences, which require further investigation to resolve, all the time series agree that the glacier contribution to GMSLR was substantial throughout the century. Moreover, in both L and M the rate of glacier mass loss was no greater in the second than in the first half of the century. Given the independence of their data sources and method, this is likely to be a robust conclusion, but it is the opposite of the expectation from global warming (cf., e.g., Zuo and Oerlemans 1997).

Apart from the effect of early-century warming in high northern latitudes, as already discussed, a possible explanation is that, as glacier mass is lost, glacier area is reduced, especially the low-altitude ablation area, opposing the tendency to an increasing rate of mass loss (Leclercq et al. 2010). Evidence of this effect can be seen in A, which shows that $dM_{\text{Alp}}/dt$ per unit area for Alpine glaciers, from which it is derived, was fairly constant until the last two decades, despite the warming climate. However, Alpine glaciers have lost large areas at low altitudes since the nineteenth century (their area has halved since 1850; Zemp et al. 2006). If the glaciers today had their extent of the late nineteenth century, $dM_{\text{Alp}}/dt$ per unit area would not be the same as it was then but far more negative. [SMB per unit area is also affected, but less strongly, by surface lowering (Paul 2010; Huss et al. 2012).] The model of Slangen and van de Wal (2011), which uses power-law scaling of the volume for evolution of the area, gives results that favor a roughly constant rate of global glacier mass loss during the twentieth century. Further indirect support for this explanation is that a similar balance of opposing tendencies (more intense mass loss per unit area, accompanied by declining area) leads to a fairly constant rate of glacier mass loss, despite a warming global climate, throughout the twenty-first century in the projections of Radić and Hock (2011, their Fig. 2b) and Marzeion et al. (2012b, their Fig. 22).

4. Greenland ice sheet

Observational estimation of change in the mass $M_G$ of the Greenland ice sheet depends on methods that have become possible only in the last two decades: namely, remotely sensed measurement of surface altitude change from aircraft and satellite (Krabill et al. 2004; Thomas et al. 2006; Zwally et al. 2011), measurement of marginal ice velocity by interferometric synthetic-aperture radar combined with mass budget analysis (Rignot et al. 2008, 2011), and satellite measurement of change in the earth’s gravity field (Velicogna et al. 2005; Velicogna 2009; Rignot et al. 2011). For the majority of the twentieth century, we estimate instead the rate of change according to $dM_G/dt = S - D$, where $D$ is ice outflow into the sea and $S = P - R$ is the surface mass balance (as for glaciers). We compare four reconstructions of $S$ (Fig. 3) as described below, denoted as “Greenland F,” “Greenland W,” “Greenland H,” and “Greenland B.”

To obtain $dM_G/dt$ requires consideration of $D$. Following, for example, Hanna et al. (2005), let us assume that over the reference period of 1961–90 there was no net change in the mass of the ice sheet (noting that this does not exclude local changes in ice thickness), so that $dM_G/dt = 0 = S - D = 0$, where the overbar denotes a time mean over this period. To support this assumption, we note that $S \simeq D = dM_G/dt \simeq 0$ in 1990 (Rignot et al. 2011) and in the mid-1970s (Rignot et al. 2008). Considering differences $\Delta X = X - \overline{X}$ with respect to the reference period, $dM_G/dt = S - D = \overline{S} + \Delta S - \overline{D} - \Delta D = \Delta S - \Delta D$. Although the observational reconstructions do not show $D$ to be constant during the reference period, we take it to be so as a further assumption, which implies that $\Delta D = 0$ always, and hence $dM_G/dt = \Delta S$, where $\overline{S}$ is calculated for 1961–90. Thus we can treat time series for $\Delta S$ as an estimate of $dM_G/dt$. In section 4d we consider an alternative treatment with time-dependent $D$.

a. Greenland F

Fettweis et al. (2008, subsequently updated) used annual-mean $S$ for 1970–99 simulated at 25-km resolution by Modèle Atmosphérique Régional (MAR), which is a Greenland regional climate model incorporating...
a surface energy-balance model, with input from the 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40; Uppala et al. 2005). They calculated a multiple linear regression of simulated $S$ against observed near-surface air temperature and precipitation data from the Climatic Research Unit (CRU) gridded dataset (Mitchell and Jones 2005; they obtain similar results from other datasets). They selected regions of the ice sheet that gave the best correlation with $S$ for the whole ice sheet; these were the west coast for temperature and the summit for precipitation. They used the regression relationships for these regions to estimate $S$ for 1900–2009 from the CRU dataset (version TS3.10).

b. Greenland W

Wake et al. (2009) computed annual-mean $S$ for 1866–2005 at 5-km resolution using a positive-degree-day model (Janssens and Huybrechts 2000). A reference climate, assumed to be representative of 1961–90 conditions, was perturbed with temperature and precipitation anomalies. For 1958–2002 the anomalies were taken from ERA-40 meteorological reanalyses; after 2002 they were from operational analyses by the ECMWF; and before 1958 they were from correlations between the output of the polar version of the fifth-generation Pennsylvania State University–National Center for Atmospheric Research Mesoscale Model (Polar MM5), which is a Greenland regional climate model, and data from coastal meteorological stations and ice cores (Box et al. 2006, 2009).

c. Greenland H

Hanna et al. (2011) used the same positive-degree-day model and resolution as W for 1870–2010, with climate input from the Twentieth-Century Reanalysis project (Compo et al. 2011) before 1958 and ERA-40 and ECMWF operational analyses thereafter. They made an adjustment to the geographical patterns of precipitation by calibration against the dataset of Bales et al. (2009), which is derived from shallow ice-core data and records of coastal meteorological stations.

d. Greenland B

Box et al. (2013) and Box (2013) used a combination of two Greenland regional climate models, Polar MM5 at 24-km resolution and the Regional Atmospheric Climate Model version 2 (RACMO2) at 11-km resolution, both resampled to 5 km, to simulate the surface climate of the Greenland ice sheet for 1958–2008 with ERA-40 and ECMWF operational analyses as input. They derived empirical relationships between simulated near-surface air temperatures and measurements in order to correct biases in the simulation and to reconstruct temperatures for earlier years. Similarly, they obtained relationships between simulated accumulation and shallow ice-core records (Burgess et al. 2010, supplemented by 25 more records). Thus, they reconstructed accumulation and near-surface air temperature back to 1840, when continuous records of the latter begin, and from these they computed annual-mean $S$ using a positive-degree-day model with coefficients obtained by calibration against in situ observations from 1991 to 2010 of SMB on a transect across the western margin of the ice sheet at 67°N (Van de Wal et al. 2005).

Box and Colgan (2013) took further steps to estimate $dM_G/dt$. For 1958–2009, they found an empirical
quadratic relationship between the runoff $R$ simulated by Polar MM5 and the solid ice discharge $D$ estimated from ice outflow velocities and ice thickness (Rignot et al. 2008, 2011). During these recent years, $D$ has increased because of the acceleration of many outlet glaciers, probably associated with rise in coastal water temperature (Holland et al. 2008; Hanna et al. 2009; Straneo et al. 2010). Box and Colgan used this relationship to estimate $D$ at earlier times, depending on the idea that climate variability affects runoff and discharge in a correlated way. While this is possible, it has alternatively been argued that runoff could be a negative feedback on coastal water temperature and ice discharge (Murray et al. 2010). After calculating a time series of $\frac{dM_G}{dt} = S - D$, Box and Colgan made a linear adjustment to it by comparison with data from the Gravity Recovery and Climate Experiment (Wahr et al. 2006).

**e. Comparison**

Greenland F, H, and W all have a similar form for $\Delta S$ during 1961–90, as well as zero time mean by construction. The SMB component of B (dotted black line in Fig. 3) has a different time profile and B (including $D$: solid black line in Fig. 3) has $\frac{dM_G}{dt} = 0.14$ mm yr$^{-1}$ during this period; it is not zero, which is an assumption made by the SMB-only method described above. B increases more rapidly than the other time series after 1990 because of the accelerated outflow $D$, which is not included in the others.

Throughout the twentieth century, B is almost always positive, with particularly large contributions to sea level during the warm period of the 1920s and 1930s in the Arctic and Greenland, which may have been connected with the North Atlantic Oscillation (Chylek et al. 2004). During this period, B has both large runoff and increased ice discharge. The latter is consistent with evidence showing retreat of many Greenland outlet glaciers (Bjørk et al. 2012), and underlines the influence of $D$; although we assumed above that $D$ was constant, it is quite possible that during the twentieth century there could have been substantial fluctuations in $D$ for which we have little observational information. In contrast to B, H almost always gives a negative contribution to GMSLR before 1960 and particularly so in the 1920s; in this reconstruction, SMB in the warm period is dominated by a strong increase in accumulation. Since then, accumulation in H has been decreasing, while it has been increasing in B. F and W are intermediate and markedly different from H before 1960.

All the reconstruction methods depend on ERA-40 and records from coastal meteorological stations, which are the sole or main source of instrumental data for most of the twentieth century and are used in the reanalyses. Instrumental estimates of precipitation over the ice sheet are particularly limited and subject to uncertainty, which motivates the efforts made to incorporate information from ice cores in B, H, and W. Despite their common inputs, the reconstructions differ substantially, because of their different assumptions and methods. The spread indicates the systematic uncertainty in the estimate of the Greenland ice sheet contribution.

5. **Groundwater depletion and reservoir impoundment**

Groundwater extraction for agriculture and other uses tends to cause groundwater depletion (i.e., a reduction in the volume of water stored in the subsurface), although the magnitude of depletion arising from extraction is tempered by compensating changes in other water fluxes, such as groundwater recharge and discharge. Groundwater depletion transfers water from the land to the ocean and thus makes a positive contribution to GMSLR. This contribution has been estimated by Konikow (2011) (groundwater K) and Wada et al. (2012) (groundwater W, which is a revised version of Wada et al. 2010). Konikow collected reported volume-based estimates from regional groundwater depletion studies and extrapolated them to make a global estimate of groundwater depletion by assuming the ratio of extraction to depletion to be everywhere the same as evaluated in the United States. Wada et al. (2012) estimated the groundwater depletion flux as the difference between reported spatially downscaled country-based extraction rates and groundwater recharge calculated with a global hydrological model (Van Beek et al. 2011), including both natural recharge and recharge from irrigation. In both time series, the rate increases with time. The contribution accumulated during the twentieth century is 9 mm in K and 17 mm in W (Fig. 4 and Table 2). Each of these time series has an uncertainty estimate, but their ranges of uncertainty overlap only slightly.

Reservoir impoundment is of the opposite sign in its sea level contribution. The volume of water accumulated in reservoirs up to 2010 is about 23 mm sea level equivalent (Chao et al. 2008; Lettenmaier and Milly 2009), neglecting silting up and requiring an assumption, which is a source of uncertainty, about how full the reservoirs are on the time mean. An additional negative contribution to GMSLR is caused by seepage from reservoirs into the surrounding land in arid regions; this amounts to 7 mm according to Chao et al. (2008), but information is scarce about this effect and its size is very uncertain.

Silt that is trapped behind the dam reduces the storage capacity of the reservoir (e.g., Sahagian 2000). Chao
et al. (2008) argue that this is neutral for GMSLR, because silt trapped by dams reduces water storage on land, whereas silt discharged into the ocean raises sea level. An order-of-magnitude calculation casts doubt on this argument. River loads and deposited sediment in the ocean indicate that global solid discharge by rivers is $10^{-20}$ Gt yr$^{-1}$ (Syvitski et al. 2003; Wilkinson and McElroy 2007; Syvitski and Kettner 2012), or $5\times10^{-5}$–$10 \text{ km}^3 \text{ yr}^{-1}$ assuming a density of 2000 kg m$^{-3}$. One estimate of the volume of silt accumulated in reservoirs up to 2010 is about 4 mm sea level equivalent (Lettenmaier and Milly 2009) or $1400 \text{ km}^3$. This accumulation has taken place over a few decades in those rivers that have been dammed, but it amounts to more than 100 times the global annual solid discharge from all rivers, dammed or not. This comparison suggests that most of the silt trapped by dams would not have reached the ocean; instead, it would have been deposited in alluvial fans and on floodplains. Hence, we argue that silting up has reduced the negative GMSLR contribution of reservoirs. Indeed, silting up of existing reservoirs may already be—or in coming decades may become—a larger effect on impoundment than construction of new capacity (Lettenmaier and Milly 2009; Schleiss et al. 2010), leading to a net positive contribution to the rate of GMSLR from reservoirs.

In view of these uncertainties, as two alternatives we consider the time series of Chao et al. (2008) (reservoir C), which includes seepage but not silting up, and that of Lettenmaier and Milly (2009) (reservoir L), which includes silting up at 1% of volume per year but not seepage. The former gives $-29$ mm of GMSLR during the twentieth century; the latter gives $-18$ mm (Fig. 4 and Table 2).

The net contribution to GMSLR during the twentieth century from groundwater depletion and reservoir impoundment, which can collectively be regarded as contributions from water resource engineering, lies between zero (with groundwater W and reservoir L) and $-0.2$ mm yr$^{-1}$ (with groundwater K and reservoir C). With the former combination, the net rate would be slightly negative until the 1990s and thereafter a growing net positive contribution, because of accelerating groundwater extraction and decreasing reservoir impoundment. In section 7 we consider all the combinations.

6. Global-mean sea level rise from tide gauge records

a. Comparison and consistency of analyses

We consider four observational time series of GMSLR, all obtained by analysis of the worldwide dataset of tide gauge (TG) records collated by the Permanent Service for Mean Sea Level (http://www.psmsl.org). The four time series differ (Fig. 5a) because of the different methods of analysis and selection of records, but they all give a time-mean rate of GMSLR during the twentieth century in the range of 1.5–1.7 mm yr$^{-1}$ (Table 2).

Tide gauges measure “relative sea level,” the height of the sea surface with respect to the adjacent land. Hence, for estimates of GMSLR due to change in ocean volume, tide gauge records are corrected for land movement and changes in the gravitational field due to glacial isostatic adjustment (GIA; e.g., Tamisiea and Mitrovica 2011), which is a process with multimillennial time scales causing uplift of regions that were occupied during the last glacial period by ice sheets that have vanished, or by thicker ice sheets than at present, and subsidence of the adjacent regions and of the ocean floor. The corrections to be applied are obtained from GIA models, whose results can locally have large systematic uncertainties, due to assumptions about solid-earth dynamics and the space and time dependence of past changes in ice sheets. These uncertainties tend to cancel out when averaged over many tide gauges because GIA does not change the volume of the global ocean or the solid earth, but the cancellation is not perfect, because the tide gauge network is sparse. Therefore, inaccurate GIA correction could cause a bias in the rate of GMSLR estimated from the tide gauges. By comparing results using various GIA models, Church et al. (2004) and Ray and Douglas (2011) found the
consequent systematic uncertainty in the rate of GMSLR to be about 0.1 mm yr$^{-2}$. Although we cannot formally quantify it, we consider that this uncertainty is adequately reflected by the spread of tide gauge time series that we use, since they employed different GIA models.

Jevrejeva et al. (2008) (time series TG J) use the “virtual station” method of Jevrejeva et al. (2006), which makes an optimal estimate of GMSLR by first averaging the tide gauge records within large regions using weights that attempt to compensate for the inhomogeneous geographical distribution of tide gauges, and then averaging the regions together. Church and White (2011) (time series TG C), Ray and Douglas (2011) (time series TG R), and Wenzel and Schröter (2010) (time series TG W) all combine information about the geographical patterns of variability from the satellite altimeter dataset with information about temporal variations on multidecadal time series from the tide gauge network. The advantage of using the satellite record is its near-global coverage with high spatial resolution, whereas the tide gauge network is sparse and coastal. The weakness is that the spatial patterns of variability exhibited in the last 20 yr might not be representative of longer time scales.

To combine the tide gauge and satellite datasets, Wenzel and Schröter (2010) train a neural network to relate them, while Church and White (2011) and Ray and Douglas (2011) use empirical orthogonal functions of the satellite data with principal components derived from the tide gauge records. Church and White analyze changes in sea level over time, enabling them to use many tide gauges, some with short records, without needing to relate the absolute level of different tide gauges. Ray and Douglas analyze absolute sea level, with the vertical reference datum of each tide gauge being part of their solution; this approach means they use only the fewer long records, but they do not need to integrate in time.

Each of the TG time series has uncertainty estimates for its annual values (Fig. 5b). We have compared the annual differences between each pair of TG time series (not shown) with a 5%–95% confidence interval for consistency with zero, computed from the combination in quadrature of their time series of uncertainties, meaning that $\sigma(x - y)$, the standard error of the difference between two quantities $x$ and $y$, is taken to be $\sqrt{\sigma(x)^2 + \sigma(y)^2}$, as is appropriate if the errors in $x$ and $y$ are independent and normally distributed. We judge the two TG time series to be inconsistent if their difference is inconsistent with zero in more than 10% of years. By this criterion, C, R, and W are consistent but J differs from the other three.

b. Acceleration and decadal variability

Wenzel and Schröter (2010) and Ray and Douglas (2011) report that there is no significant acceleration of GMSLR in their time series. On the other hand, Jevrejeva et al. (2008) evaluate the acceleration of GMSLR as about 0.01 mm yr$^{-2}$ for 1700–2003, while Church and White (2011) find 0.009 $\pm$ 0.004 mm yr$^{-2}$ for 1900–2009. Church and White (2006) report an acceleration of 0.013 $\pm$ 0.006 mm yr$^{-2}$ for 1870–2001 in an earlier version of the dataset of Church and White (2011). In this paper, we do not show results for the earlier version, but we have analyzed it in the same way as the other four tide gauge time series and the results are close to those we obtain for the later version.
To examine further the question of acceleration, we plot the rate of GMSLR, evaluated as the trend from linear regression against time in overlapping 20-yr periods, in each of the four time series (Fig. 6). It is obvious that the time series contain large decadal variability, which would tend to obscure acceleration and other responses to forcing. This variability is not strongly correlated among them. There is a large negative excursion in the rate of GMSLR in C, R, and J around the time of the Agung eruption, but in J its minimum is later (if the same feature) and in W it is absent (in fact opposite). All the time series but W show a marked negative deviation in the early 1920s, when there is no known large volcanic eruption. None of the time series shows a significant reduction in rate due to Pinatubo.

Sea level has large spatial and temporal variability, which is poorly sampled by the tide gauge network; it is very likely that this leads to unrealistically large interannual and decadal variability in the global-mean estimates, depending on the analysis method. The root-mean-square (RMS) residual of annual-mean global-mean sea level about the trend line for linear regression against time during 1993–2008 is shown in the last column of Table 2 for each of the four time series; it is most in J and least in W. The same statistic is 2.1 mm evaluated from the altimeter dataset. W and R have less variability than this; C and J have more. However, except for W in the last three decades, this magnitude of variability is much smaller than the stated observational uncertainties on the annual values (Fig. 5b), implying that the tide gauge datasets do not have sufficient precision to measure annual variations of global-mean sea level.

7. Sea level budget

In this section we consider whether the quantified contributions to GMSLR (sections 2–5) add up to explain the observed GMSLR (section 6). The budget will be incomplete unless we include the contribution from the Antarctic ice sheet. Unfortunately, there are no reliable observational estimates of the trend in the mass or in the mass fluxes of this ice sheet before the satellite era or any model studies for the whole twentieth century with input from meteorological observations. We therefore omit the Antarctic contribution and expect it to contribute a residual to the budget (section 7e).

a. Comparison of synthetic and observed GMSLR

We construct $3 \times 3 \times 4 \times 2 \times 2 = 144$ synthetic time series of GMSLR, with each being the sum of one of the distinct combinations of time series of contributions from thermal expansion (three alternatives), glaciers (three alternatives; glacier C is excluded because it does not span the entire twentieth century), the Greenland ice sheet (four alternatives), groundwater (two alternatives), and reservoirs (two alternatives). We compare the range of the synthetic time series with the TG time series (Fig. 5a), after adjusting all of them to have zero time mean during 1986–2005. The greatest twentieth-century GMSLR in the synthetic time series is about 180 mm, at the upper limit of the observations, and the least is about 40 mm. It is thus evident that the GMSLR in the synthetic time series is generally smaller than observed.
Figure 7 shows the difference between time series TG C, as an example, and each of the 144 synthetic time series individually. Qualitatively similar results are found for the other TG time series (not shown). The time series of differences are all adjusted to have zero time mean during 1901–90 (i.e., the twentieth century, except for its last decade), making them negative at the start of the century and positive at the end because the synthetic time series have less GMSLR than TG C. Up to about 1950 the size of the discrepancy is most strongly dependent on which Greenland estimate is used, with Greenland B giving the smallest residual and Greenland H giving the largest. After this date, the Greenland time series are more similar (Fig. 3a).

We can make a more formal assessment of consistency between a TG time series and a synthetic time series by comparing their difference with zero, allowing for uncertainties. We would expect the synthetic time series to have less variability than GMSLR in the real world on time scales of a few years because the thermal expansion contribution, having been obtained from the ensemble mean of AOGCMs, lacks unforced variability. We therefore attribute a constant standard error of 2.1 mm to the synthetic time series, which is the magnitude of interannual variability that we estimated from the altimeter record. We combine this in quadrature with the time-dependent standard error of annual values for the TG time series, which is typically much larger (Fig. 5b). From the combined time-dependent standard error we construct a 5%–95% envelope for confidence that the difference is consistent with zero (gray shading in Fig. 7). We would judge that a given synthetic time series gave a satisfactory account of observed GMSLR if it lay within the uncertainty envelope for 90% of the time. Very few of the synthetic time series pass this test.

b. Balancing the budget

An additional contribution having a time series that matches the residual (Fig. 7 for the example of TG C) would close the budget. It appears that this would be a fairly constant positive additional trend (i.e., a straight line in Fig. 7); because of the large variability, we do not consider that any curvature could be robustly quantified. For each of the $4 \times 144 = 576$ combinations of TG and synthetic time series, we quantify the required trend by linear regression of the residual against time for 1901–90 and summarize the results graphically (Fig. 8a). In this section, we do not consider the source of the residual; possibilities are discussed in sections 7c–7e.

The 1990s are omitted from the time means used in Fig. 7 and the calculation of the residual trend because of possible recent increases in the ice sheet contributions due to acceleration of ice outflow from the Antarctic and Greenland ice sheets (Cazenave and Llovel 2010; Church et al. 2011; section 7e). An accelerating contribution could not be represented by a constant residual trend, and these effects are also not included in our contributory time series, except for the empirical estimate of Greenland B (section 4d). The continuous
altimeter record beginning in 1993 (e.g., Nerem et al. 2010) indicates GMSLR at about 3 mm yr$^{-1}$ during 1993–2005, about twice the mean rate for the twentieth century (Table 2). TG reconstructions agree that the rate is higher during the altimeter period than in earlier decades (Church et al. 2011), meaning that the change in rate is not an artifact of the change in observing technology.

The most negative residual trends (plotted as the abscissa in Fig. 8a) are from cases with expansion H (large symbols) and Greenland B (plus symbols), which has a more positive rate of contribution due to the inclusion of ice discharge. The most positive residual trends are from expansion L (small symbols) and Greenland H (diamonds), which has a negative contribution in the early decades of the twentieth century. These differences arise because the residual is smaller if the identified contributions are larger. For the same reason, smaller residual trends tend to be found for glacier M than for glacier L, for groundwater W than for groundwater K, and for reservoir L than for reservoir C. A notable feature of Fig. 8a is that TG J gives larger residual trends than the other three TG time series, even though the time-mean rate of GMSLR during 1901–90 is no larger in TG J than in the others (Table 2). This is because of the particular time profile of TG J, which is discussed below.

We introduce the phrase “retrended synthetic time series” to refer to a synthetic time series plus a constant residual trend line. The reasoning is that

\[
\text{TG - synthetic} = \text{residual} = \text{trend} + \text{deviation}
\]

so

\[
\text{TG} = \text{synthetic} + \text{trend} + \text{deviation} = \text{retrended} + \text{deviation}.
\]

That is, a retrended synthetic time series should be similar to the TG time series for which it was constructed; the difference between them is the deviation of the residual from its fitted trend line.

Since

\[
\text{TG - retrended} = \text{deviation} = \text{residual} - \text{trend}
\]

we can judge how well the retrended synthetic time series matches the TG time series by examining the residual deviation. To do this, we subtract the fitted trend line from the residual time series, giving a detrended residual time series with zero time mean during 1901–90 (shown for TG C in Fig. 9 as an example), whose RMS we calculate (plotted as the ordinate in Fig. 8a). The size of the RMS depends mostly on the choice of TG time series, because of their different magnitude of variability (Table 2); it is smallest for TG W and largest for TG J.

Comparing each detrended residual time series with the uncertainty envelope of its corresponding TG time series (Fig. 9 for the example of TG C), using the same criterion as before, we find that many of the retrended synthetic time series are consistent with TG C, TG R, or TG W (symbols drawn with thick lines in Fig. 8a). They are therefore possible alternative explanations of observed GMSLR. As an example, we show the time series for TG C, expansion H, glacier L, Greenland B, groundwater W, and reservoir L (Fig. 10a). The residual trend in this case is 0.11 mm yr$^{-1}$. The retrended synthetic time series matches the TG time series quite well. Because the TG time series have a relatively constant rate, consistent solutions tend to require glacier M with Greenland H, so that the large rate of glacier mass loss in the early century is compensated by the gain in Greenland ice sheet mass at the same time.

No synthetic time series is consistent with TG J. TG J has smaller uncertainty than the other time series in the first half of the twentieth century (Fig. 5b) but, if we replace the stated errors of TG J by those of TG C whenever the latter are larger, we still find no consistent solution for TG J. This is because of its much larger interannual and decadal variability, which is reflected in its greater RMS (Table 2 and Fig. 8a). Inspection of the TG time series (Fig. 5a) reveals that TG J departs furthest from a straight line. It has little GMSLR from 1900 to 1930 and then a relatively rapid rise until 1960. These features cannot be well explained by any combination of...
might make the trend in coastal sea level rise exceed the global-mean trend, so that the observational reconstructions overestimate GMSLR. While there are differences associated with climate variability, no such persistent bias is apparent on multidecadal time scales (White et al. 2005; Prandi et al. 2009); on the other hand, model studies of the response to buoyancy forcing indicate that the consequent signal of sea level rise would propagate rapidly around coastlines and radiate more slowly into the ocean far offshore (Hsieh and Bryan 1996; Johnson and Marshall 2002). This is not seen in historical AOGCM simulations (Gregory et al. 2001; White et al. 2005), but these might not adequately resolve coastal ocean dynamics. We have no evidence for such an effect but cannot rule it out.

d. Contemporary changes in the gravity field and the solid earth

Transfer of mass from land to ocean or vice versa changes the geoid (the surface of constant geopotential that would define sea level if the ocean were at rest) because it affects the gravitational field and the earth's rotation, and it causes an elastic deformation of the lithosphere (subsidence in places where the load increases and uplift where it decreases). These responses are rapid, unlike the glacial isostatic adjustment for which tide gauge records are corrected (section 6). Subsidence and gravitational attraction due to an increased mass on land cause relative sea level nearby to rise; in compensation, relative sea level falls elsewhere. Note that this phenomenon is distinct from and locally opposed to the effect on global-mean sea level due to the change of ocean volume. Changes in relative sea level due to these effects could bias the estimates of GMSLR from tide gauge datasets.

Fiedler and Conrad (2010) point out that the water impounded in reservoirs raises relative sea level at nearby tide gauges. They estimate that this effect leads to an overestimate of GMSLR by an amount equal to 40% of the reservoir contribution to GMSLR. However, it depends strongly on the selection of tide gauges and is estimated to be only 0.035 mm yr$^{-1}$ (2%) of GMSLR during the twentieth century in the tide gauge dataset used by Church and White (2011) and Church et al. (2011).

Changes in mass of ice on land likewise affect relative sea level (Mitrovica et al. 2001; Tamisiea et al. 2003) and could bias GMSLR computed from tide gauge datasets. We compute the effect on the GMSLR estimate of Church and White (2011) using the “fingerprints” on relative sea level of changes in mass of the Antarctic ice sheet (assuming this to be the source of our residual trend), the Greenland ice sheet, and glaciers worldwide.
(Mitrovica et al. 2011; Cogley 2009). Mass loss from the Antarctic ice sheet causes relative sea level rise larger than the global mean around the coastlines of all the other continents and therefore gives a positive bias to tide gauge estimates of GMSLR, while mass loss from glaciers and the Greenland ice sheet give a negative bias because they are nearer the majority of tide gauges. The net bias is different for each retrended synthetic time series, because they all have different combinations of land-ice contributions. GMSLR for the twentieth century is overestimated by 0.001 ± 0.037 mm yr⁻¹ (0% ± 2%) for those solutions that are consistent within uncertainties. A more accurate calculation would use the time dependence of the contributions and of the distribution of tide gauges, but we expect that the results would be of a similar size.

If thermal expansion were a purely local effect, it would cause greater sea level rise where the ocean is deeper, because the same fractional expansion, when integrated over the water column, would cause a larger absolute expansion in a thicker layer. This does not happen because ocean dynamics adjusts to compensate for changes in sea surface slope, as can be seen by recalling that the gradient of sea surface dynamic topography is unchanged if the density change is horizontally uniform, regardless of the ocean depth [Lowe and Gregory 2006, Eq. (8)]. Consequently, thermal expansion causes a redistribution of ocean mass toward shallower regions (Landerer et al. 2007b,a; Yin et al. 2010; cf. Bingham and Hughes 2012). This in turn causes changes in the geoid due to gravitational self-attraction of the water, and deformation of the lithosphere due to the greater load on the continental shelves, resulting in relative sea level change at the coast.

We have calculated this effect as an example from the HadGEM1 AOGCM (Johns et al. 2006) under a standard idealized scenario of atmospheric CO₂ increasing at 1% yr⁻¹, reaching double its initial concentration at year 70. Changes in local ocean density are caused by redistribution of salinity as well as temperature change. In the time mean of years 61–80, GMSLR due to thermal expansion is 95 mm relative to the control state. Its effect on relative sea level (not shown) has a generally similar distribution to that of tide gauge estimates of GMSLR, but it exaggerates the contrast between shallow and deep areas and the mean over coastal grid boxes is about twice as large.

The distribution of m shares the main qualitative features of the one predicted from our example of HadGEM1. Its effect on relative sea level (not shown) has a generally similar distribution to m from HadGEM1, but it exaggerates the contrast between shallow and deep areas and the mean over coastal grid boxes is about twice as large.

We believe that the HadGEM1 case is more realistic, because we expect warming to be relatively small in the deep ocean, so the simplifying assumption of uniform density change probably overestimates the movement of mass away from deep regions. This bias can be predicted by comparing the predictions of Landerer et al. (2007a, Eq. (3)) for the cases of uniform density change in all levels and in upper levels only.

In summary, it appears that gravitational and solid-earth effects could lead to a small overestimate of
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GMSLR by tide gauges. Together they could amount to 3% ± 2% of GMSLR, or ~0.05 mm yr⁻¹ (to one significant figure).

e. Constraints on the budget

To allow approximately for the effects of mass redistribution, we reduce the rate of GMSLR from each tide gauge time series by a constant 0.05 mm yr⁻¹ (section 7d) and recalculate the residuals from the synthetic time series (section 7b). Thus, we obtain residual trends that are correspondingly reduced (Fig. 8b).

If there is a residual contribution to GMSLR, its source must be one we have not already included, and a likely candidate is the Antarctic ice sheet. Surface melting is negligible in Antarctica, and in the models whose temporal variability is deemed most reliable no significant trend is present in accumulation over recent decades (Monaghan et al. 2006; Lenaerts et al. 2012). As in the case of Greenland (section 4d), satellite observations during the last couple of decades reveal increasing Antarctic ice loss (e.g., Rignot et al. 2011), caused by accelerating ice discharge, which is likely to be a dynamical response to the thinning of ice shelves, especially in the Amundsen Sea. Possibly this could be a consequence of a long-term process (Jenkins et al. 2010), or it might be due to recent incursion of warmer water onto the Antarctic shelf caused by regional wind stress changes (Thoma et al. 2008; Hellmer et al. 2009). At present we do not have any information about the magnitude of decadal variation in Antarctic discharge or SMB earlier in the twentieth century or about its longer-term variability or trends. A constant rate of Antarctic mass loss during 1901–90 is therefore a parsimonious assumption, consistent with the limited information available.

The Antarctic ice sheet could have been losing mass during recent millennia in response to long-term climate change since the Last Glacial Maximum. In an ice sheet model integrated through the last four glacial cycles and from 1500 onward with a constant climate (i.e., excluding recent climate change), Antarctica contributes 0.2 mm yr⁻¹ to GMSLR during the twentieth century as a result of ongoing adjustment to previous climate change (Huybrechts et al. 2011). It is thus a possible source of a small positive residual trend, which would be fairly constant during a single century if it relates to the adjustment of the topography of the majority of the ice sheet area where ice flows slowly [see results shown in Fig. 11.3 of Church et al. (2001), from Huybrechts et al. (1998)].

If the twentieth-century residual trend comes from contributions that are fairly constant on a millennial time scale, its magnitude is constrained to within 0.0–0.2 mm yr⁻¹ by geological evidence for sea levels during the last 2 ka (Bindoff et al. 2007). A constant rate of GMSLR of about 0.1 mm yr⁻¹ until the mid-nineteenth century would lie within the uncertainties of the reconstruction of Kemp et al. (2011) from salt-marsh sediments.

The Antarctic ice sheet could make a long-term contribution outside these limits if there had also been other long-term contributions in previous centuries. There are few model studies of thermal expansion during the last millennium (e.g., Gregory et al. 2006; von Storch et al. 2008), and we should be cautious about long-term trends from these experiments because they may be affected by slow adjustment to volcanic forcing (Gregory 2010). There are no published studies of global glacier mass balance on this time scale. Results from Greenland ice sheet models integrated through previous glacial cycles indicate a small long-term imbalance [+0.02 mm yr⁻¹ from the results of Huybrechts et al. (2004); −0.02 mm yr⁻¹ from Huybrechts et al. (2011)]. New proxy records indicate a reduction circa 1600 in the regional rate of relative sea level rise in West Greenland from +3 mm yr⁻¹ to 0.0 ± 0.5 mm yr⁻¹ (Long et al. 2012; Wake et al. 2012). It is likely that this inflexion was mainly caused by changes in the mass balance of the Greenland ice sheet in the sense of increasing mass loss (toward a more positive contribution to GMSLR). Thus, the proxy evidence would favor an explanation in which the Greenland contribution was negligible on the long term and increased to a small positive value before the twentieth century, consistent with Greenland B.

However, there is clearly a great deal of uncertainty in such analyses. Our Greenland time series indicate nineteenth-century contributions to GMSLR of between roughly −0.3 and +0.2 mm yr⁻¹ (Fig. 3a). Taking this as a broad uncertainty range for the long-term Greenland rate and combining it with the long-term GMSLR uncertainty range of 0.0–0.2 mm yr⁻¹ constrains the long-term Antarctic contribution—and hence the twentieth-century residual trend—to lie within −0.2 and +0.5 mm yr⁻¹ (e.g., a long-term trend from Antarctica of +0.3 mm yr⁻¹ and from Greenland of −0.1 mm yr⁻¹ would give long-term GMSLR of +0.2 mm yr⁻¹).

Excluding thermal expansion from each retrended synthetic time series leaves its barystatic component (i.e., from addition of mass to the ocean, assuming the residual derives from the Antarctic ice sheet). The earth’s rotation data (length of day and true polar wander) constrain the time-mean barystatic contribution to a maximum of ~1.0 mm yr⁻¹ [this is a relaxation due to Mitrovica et al. (2006) of the constraint discussed by Munk (2002)]. If we simultaneously apply this constraint, the residual trend constraint, and the
requirement of consistency with GMSLR observations (after reducing them by 0.05 mm yr$^{-1}$, as mentioned at the start of this section, in order to allow for the effects described in section 7d), there are 86 possible solutions (Fig. 8b); none of them includes expansion L or TG J, but all the other possible contributions appear. This is still the case if we use the tighter residual trend constraint of $0.0-0.2$ mm yr$^{-1}$, which permits 20 solutions.

8. Discussion and conclusions

The title of this paper refers to the difficulty of accounting for the magnitude of twentieth-century global-mean sea level rise (GMSLR) estimated from the tide gauge records. Previous authors have found observed GMSLR to exceed the sum of the quantified contributions, especially in the early decades of the century, when the influence of anthropogenic climate change was small (Hegerl et al. 2007). Consolidating recent advances in various areas, we show that it is possible to reconstruct the time series of GMSLR, within the uncertainties of the observational estimates, in terms of contributions from thermal expansion, glaciers, the Greenland ice sheet, groundwater extraction, reservoir impoundment, and a constant residual rate. The estimates of these terms come from various methods involving both observations and modeling.

Because ocean observations are lacking for the first half of the twentieth century, we use thermal expansion simulated by AOGCMs. Our central estimate of this contribution is somewhat larger than previous authors’, because we make an adjustment for the long-term effect of volcanic forcing on ocean heat content. After this adjustment, the ensemble-mean simulation of thermal expansion by AOGCMs including both natural and anthropogenic forcing agrees remarkably well with an observational estimate for the last four decades in both the trend and the transient effect of volcanic eruptions. The larger estimate of thermal expansion helps to account for observed GMSLR without the barystatic contribution needing to exceed the limit derived from the earth’s rotation data (Mitrovica et al. 2006).

The largest contribution to GMSLR during the twentieth century was from glaciers, and its rate was no greater in the second half than in the first half of the century, despite the climatic warming during the century. We argue that this could be due to two influences. First, the warm period in high northern latitudes early in the century probably stimulated glacier mass loss in those decades; our global glacier reconstructions disagree on the magnitude of this effect. Second, progressive loss of low-altitude glacier area, which is most prone to ablation, would counteract the tendency to increasing mass loss per unit area.

The twentieth-century contribution from the Greenland ice sheet is more uncertain, especially its rate of ice discharge into the sea. One reconstruction indicates that the ice sheet was losing mass at a time-mean rate equivalent to about 0.2 mm yr$^{-1}$ of GMSLR during the century; another indicates that it was gaining mass equivalent to $-0.3$ mm yr$^{-1}$ of GMSLR.

A constant residual trend of $0.0-0.2$ mm yr$^{-1}$ during the twentieth century could be explained as a long-term contribution, which would be consistent with geological and proxy evidence of sea level change on multimillennial time scales. The size of the constant residual rate depends on which estimates are used for the other terms, and many choices yield residuals within this range. If we interpret the residual trend as a long-term Antarctic contribution, an ongoing response to climate change over previous millennia, we may conclude that the budget can be satisfactorily closed, provided that the other contributions were small on the long term. The Antarctic long-term contribution could be outside this range if the Greenland ice sheet made a compensating long-term contribution, although this is harder to reconcile with the limited available evidence. In any case, it is clear that the ice sheet contributions remain the greatest source of uncertainty, on all time scales, regarding both surface mass balance and dynamics, and especially the Antarctic contribution, for which there are no observationally based estimates before the satellite era.

Of the contributions to our budget of GMSLR, only thermal expansion shows a tendency for increasing rate as the magnitude of anthropogenic global climate change increases, and this tendency has been weakened by natural volcanic forcing. Groundwater depletion and reservoir impoundment are direct human interventions rather than under climatic control; the Greenland ice sheet contribution relates more to regional climate variability than to global climate change; and the residual, attributed to the Antarctic ice sheet, has no significant time dependence. The implication of our closure of the budget is that a relationship between global climate change and the rate of GMSLR is weak or absent in the twentieth century. The lack of a strong relationship is consistent with the evidence from the tide gauge datasets, whose authors find acceleration of GMSLR during the twentieth century to be either insignificant or small. It also calls into question the basis of the semiempirical methods for projecting GMSLR, which depend on calibrating a relationship between global climate change or radiative forcing and the rate of GMSLR from observational data.
The relatively constant rate of twentieth-century GMSLR requires an explanation for the apparent onset of GMSLR during the nineteenth or early twentieth century (e.g., Jevrejeva et al. 2008; Gehrels and Woodworth 2013), before substantial anthropogenic climate change had occurred. We think it is most likely that, in the latter half of the nineteenth century, sea level was recovering from radiative forcing because of large volcanic eruptions and reduced solar irradiance earlier in that century (Crowley 2000; Gregory et al. 2006). If this was a global climate phenomenon, it could explain the nineteenth-century onset of glacier mass loss indicated by glacier length records. In the early twentieth century, the warming in northern high latitudes probably increased the rate of GMSLR because of mass loss by glaciers and/or the Greenland ice sheet. These natural upward fluctuations of sea level happened to lead into the start of pronounced anthropogenic warming, and the relative constancy of the rate for most of the century was partly due to greater negative volcanic forcing since the 1960s. Further studies of the variability in and contributions to GMSLR during previous centuries would be helpful.

In the last two decades, the rate of GMSLR has been larger than the twentieth-century time mean, because of increased rates of thermal expansion, glacier mass loss, and ice discharge from both ice sheets (Church et al. 2011). There may also be increasing contributions to GMSLR from the effects of water resource engineering: groundwater depletion is a positive and increasing term; the contribution from reservoir impoundment was negative in the twentieth century but may now be positive, as existing reservoirs become silted up.

Although we think that progress has been made toward accounting for twentieth-century GMSLR, it is evident that there are still substantial uncertainties in the contributions and in how they relate to global or regional climate change. A complete explanation remains to be achieved. This is an important goal, because it would put us in a better position to judge the reliability of models of the contributions, to attribute past GMSLR to climate forcings (anthropogenic or natural), and thus to increase our confidence in projecting future sea level rise.
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