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Abstract

Electrical load profiles of a particular region are usually required in order to study the performance of renewable energy technologies and the impact of different operational strategies on the power grid. Load profiles are generally constructed based on measurements and load research surveys which are capital and labour-intensive. In the absence of true load profiles, synthetically generated load profiles can be a viable alternative to be used as benchmarks for research or renewable energy investment planning. In this paper, the feasibility of using publicly available load and weather data to generate synthetic load profiles is investigated. An Artificial Neural Network (ANN) based method is proposed to synthesize load profiles for a target region using its Typical Meteorological Year 2 (TMY2) weather data as the input. To achieve this, the proposed ANN models are first trained using TMY2 weather data and load profile data of neighbouring regions as the input and targeted output. The limited number of data points in the load profile dataset and the consequent averaging of TMY2 weather data to match its period resulted in limited data availability for training. This challenge was tackled by incorporating generalization using Bayesian regularization into training. The other major challenge was facilitating ANN extrapolation and this was accomplished by the incorporation of domain knowledge into the input weather data for training. The performance of the proposed technique has been evaluated by simulation studies and tested on three real datasets. Results indicate that the generated synthetic load profiles closely resemble the real ones and therefore can be used as benchmarks.
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1. Introduction

Power utilities across the world are proceeding with deregulation in order to facilitate system expansion by attracting investment from the private sector. As a consequence, in several countries (e.g. UK, India) the electricity sector has been unbundled into generation, transmission, distribution and supply companies. An electric load profile gives the dynamic variability of the energy demand with respect to time for the consumer category considered. The use of load profiles simplifies the arrangement between distribution companies and electricity suppliers, as the total energy record available in conventional energy meters can be distributed through different interval periods [1]. Having load profile information will lower the uncertainty in network management decision making for distribution companies [2]. It will also aid them in pricing competitive electricity options and devising risk hedging strategies for electricity derivatives.

There has been an increase in the deployment of renewable energy systems in recent years for many reasons such as the national and the global carbon emissions targets for combating climate change, growing electricity demand, the need for national energy security and providing energy access to populations without electricity. It would be prudent for the decision makers of developing nations to devise efficient future-minded policies and carefully plan their investment in renewables within their financial constraints. Information passed on to decision makers without the proper inclusion of hourly load dynamics can lead to cost-ineffective suboptimal energy systems which might also prevent countries reaching their set target of renewable energy use [3]. Load profiles are also essential for system operators to plan conventional (dispatchable) generation, to account for the energy import from renewable energy systems and for paying customers.

The standard method of constructing an hourly load profile is by recording the energy consumption, at feeder or substation level, at regular intervals (usually one hour) and dividing this by the number of customers on that feeder to produce an average demand (After Diversity Demand). Hourly load profile measurements at state-wise (sub regional) customer category levels are undertaken in developed nations, but are highly uncommon among developing nations like India owing to the capital requirement. Therefore, load profiling is accomplished by means of load research surveys whenever they are required. Surveying is a labour intensive process and it can take a long time to complete surveying for all states of a country. In many cases the results of these kinds of measurements or surveys when undertaken are archived in internal reports that are not easily accessible [4].

In the absence of true load profiles based on measurement or load research surveys, synthetically generated load profiles, which can be used as benchmarks, can be a viable alternative for research applications or renewable
energy investment planning. In the past, predictive modelling of energy demand has been applied in a number of instances. Several studies have used ANN models for predicting energy consumption of individual and complex buildings [5, 6]. Aydinalp et al describe the modelling of the energy consumption in the Canadian residential sector using ANN models with weather and socio economic factors as inputs [5]. Magnano and Boland describe the synthetic generation of sequences of electricity demand for application in South Australia [7]. However, both these works have based their approaches on large datasets. The large data requirement makes them less easy to implement when the availability of data is limited, which is a typical characteristic of developing nations.

The load demand of a country or region depends on two major factors, the complexity of the economy and the weather of the area [8]. Studies have revealed that a large proportion of the variability in electricity demand is dependent on weather variables such as air temperature, humidity, wind speed, cloud cover and luminosity [9, 10]. The sensitivity of electricity demand in the commercial and residential sectors to meteorological variables is higher than in the industrial sector [11]. Both the weather and illumination components are very dependent on the hour of the day so they will have an impact on the daily load profile.

In the past, several artificial intelligence methods like ANNs, genetic algorithms, fuzzy logic, fuzzy expert systems, self-organising maps, wavelet transform, principal component analysis, grey system theory and support vector regression have been developed for forecasting electricity demand [8, 9, 12-14] Most of these methods are based on large datasets of historical time series of load data. In some cases, in addition to historical load data, both weather variables (temperature, relative humidity, wind velocity and cloudiness) and socio-economic factors have been used as inputs to the forecasting model [11]. Only recently, the synthetic generation of energy production or consumption using public data is starting to be recognized as a viable alternative to measurement and recording. Vladislavleva et al used genetic programming to demonstrate the feasibility of wind energy prediction by using publicly available weather and energy data for a wind farm in Australia [15].

In this paper, the feasibility of using publicly available datasets of load profile and weather data to synthetically generate load profiles using ANNs is investigated. A method is proposed to synthetically generate load profiles for the states of a developing nation like India, where measured or surveyed load profiles are not available, using only publicly available weather data of that state and the surveyed or measured load profiles of other neighbouring states. This is based on the assumption that the socio-economic tendencies of all states in that nation are similar. Bilgili et al employed a similar method for predicting a target station’s wind speed using reference stations’ data [16].
A general sketch of the proposed model is given in Figure 1. The developed ANN model is able to synthesize load profiles for a region using only TMY2 weather data. For achieving this, the model is first trained using load profile data of a region neighbouring the target region, with the targeted output and TMY2 weather data of this region as the input. The limited number of data points in the load profile dataset and the consequent averaging of TMY2 weather data to match its period resulted in limited data availability for training. This challenge was tackled by incorporating generalization using Bayesian regularization into training. The other major challenge was facilitating ANN extrapolation and was accomplished by the incorporation of domain knowledge into input weather data for training. It is to be noted that the validity of the benchmark load profiles generated synthetically are conditional and they are meant only to be used as a substitute for load profiling when the necessary load profile data is not available.

This synthetic load profile generation also shares a common base with load forecasting in terms of the use of weather and economic factors; however, it does not make use of any mathematical load models or historical time series of load or weather datasets. There are three differences between the proposed method and forecasting: (1) typical meteorological year weather data is used as the input, (2) the load profile generated is for a region different from the training region (where measured data are available), (3) the load profile generated is in the same time frame as the training load profile rather than for the future.

The accuracy of the proposed technique has been evaluated by simulation case studies carried out on three real datasets. The first two case studies provide analysis and validation. In the third case study a modified version of the method is developed for application to a dataset based on research surveys. Results indicate that the synthetic load profiles generated closely resemble real ones and therefore can be used as benchmarks. A comparison of load profiles synthesised by ANN and regression demonstrate the superiority of ANN over regression for synthetic generation of load profiles.

Figure 1: Proposed synthetic load profile generation method
The remainder of the paper is organized as follows: the datasets used in this study are described in section 2. In section 3, the formulation of the proposed synthetic load profile generation model is described. The feasibility of the method is investigated and validated by case studies in section 4. Finally, conclusions from this work are presented in section 5.

2. Data Description

2.1. Load profile data

Aggregate load profiles for Norway and Finland are taken from the Energy EFFiciency and LOad curve impacts of COMmercial development in competitive markets (EFFLCOM) project [17]. These load profiles represent the electrical energy consumption pattern at the national level and are based on system level measurements. The UK Energy Research Centre (UKERC) has developed UK load profile models for all seasons (separately), weekdays and weekends [18]. The load profile used in this study is Profile Class 1, which is based on hi-resolution metering at selected customer premises and applies to residential customers (unrestricted by usage timings). In Ireland, a customer smart meter electricity trial was undertaken in 2010 by the Commission for Energy Regulation (CER). Over 5,000 residential and commercial customers participated. The resulting data set which gives anonymised usage and behavioural patterns are available from the Irish Social Sciences Data Archive (ISSDA) [19]. A load profile was derived from the Irish data set for residential customers (which correspond to the UKERC’s high summer residential load profile) by segregating the commercial customers’ data. In India, the only load profile data available in the public domain are for the state of Gujarat, where a survey of about 400 residences was conducted to estimate the residential load profiles [20]. The survey covered all big and small cities/towns and the number of houses surveyed in any particular city was based on its share to the total population of the state.

Normalized values provide a useful mean to compare systems of different sizes. Therefore, normalized load profiles (as used in this paper) provide adequate information about the load values and profile information which allow comparison between countries of different sizes. Normalized load profiles are also valuable in understanding consumption behaviour of individual and group consumers. It can be the basis of interpreting occupancy and energy consumption during the hours of the day [21]. Normalizing the load profiles in per unit (p.u.) for all the case studies considered is based on dividing the actual value by the base power consumption.

The base power consumption for the UK, Ireland and Gujarat is taken as 1 kW whilst load profiles available for Norway and Finland are normalized based on the average load of the day. For Norway and Finland, the average summer loads are 16.8 GW and 10.2 GW, respectively whilst the average winter loads are 11.8 GW and 8.2 GW, respectively.
2.2. Weather data

The US Department of Energy’s (DOE) EnergyPlus software for Heating Ventilation Air Conditioning design uses meteorological data for energy flow calculations of residential and commercial buildings. Weather data for more than 2100 locations arranged by World Meteorological Organization region and country for a typical meteorological year are available from the DOE website [22]. The data are representative of the range of weather phenomena for the target location and result in annual averages that are consistent with the long term averages (from a data bank for a number of years) for that location. Norway, Finland, Ireland, United Kingdom and India were used as case study locations in this investigation. For India data, a set of 58 locations is available and is developed by ISHRAE (Indian Society of Heating, Refrigerating and Air Conditioning Engineers), an associate of ASHRAE (American Society of Heating, Refrigerating and Air Conditioning Engineers). For the European countries, data is available from IWEC (International Weather for Energy Calculation), which is an ASHRAE research project for 227 locations outside the US. The EnergyPlus TMY2 weather data files contain a number of data fields including hourly temperature, relative humidity, wind speed and cloud cover for all the months of a typical year. A complete list of the weather data fields and the weather data can be accessed from the DOE website [22].

All the load profiles and weather data described above have hourly time resolution. Typically there would be 2 load profiles or 1 load profile corresponding to the season (summer/winter) and there will be 12 sets of weather data corresponding to each month of a typical year. The weather data would then have to be averaged corresponding to the period covered by the load profile. This results in the amount of training data becoming limited. This is a major challenge as the synthetic generation model would have to learn from limited data, while maintaining its generalization and extrapolation capability.

3. Formulation of the Proposed Model

The most important component in the proposed model (see Figure 1) is the synthetic load profile generator which should be capable of learning from the training data and be able, based on the learning, to predict the output when new input data are presented. There are many such prediction mechanisms commonly used for engineering applications and, in this study, ANNs are used for predictive modelling.

ANNs are universal function approximators capable of mapping any nonlinear function. They are immune to error term assumptions and can tolerate noise, chaotic components, and extremities better than most other methods [23]. ANNs, like conventional regression analysis, attempt to minimize the sum of squared errors [24].
The recent abundance of literatures focusing on the application of ANNs for predicting energy consumption of individual and complex buildings and their applications in load forecasting indicates the superior capability of ANNs for predictive modelling [25].

3.1. Choosing the input variables of the ANN predictor: Sensitivity Analysis

The selection of input variables is a key issue in the design of ANN architectures and has been discussed in several studies [26-28]. It is determined ultimately by data availability [11]. The Energyplus dataset has many weather variables, any or all of which could be considered for inclusion in the ANN input vector. For \( N \) variables, there are \( 2^N - 1 \) possible subsets to choose from and it is not usually practical to evaluate all subsets. It is desirable to rate input variables in terms of their importance in prediction within the context of a particular model. This is known as sensitivity analysis [29].

Several methods have been applied for sensitivity analysis of the input variables. Sousaa et al [1] used partial derivatives of each individual output with respect to each individual input, while Santos et al [28] employed the concepts of memory range (through block entropies estimation) and consumption tendency to define input vectors. Li et al observes that, in the field of building energy forecasting for buildings, Bayesian estimation, principle of maximum likelihood, statistical test for nonlinear correlation, etc. have been employed to detect relevant input variables [30]. Simplicity and easy data access aids the repeatability of the proposed synthetic load profile generation method. Most of the sensitivity analysis methods mentioned above require complicated analysis and are therefore not preferred.

In this work the \( R^2 \) statistic [31] is used for sensitivity analysis because it easily highlights an evident relation between the variables and the model. The \( R^2 \) statistic is determined for each weather data field (data set of a single variable) by generating a linear regression model with the load profile as the output and that particular data field as input. A low \( R^2 \) statistic does not indicate that there is no relationship between the weather data field and the load profile. It means that the ANN model has to be made more complex to capture the relationship. By eliminating such data fields in the input vector, the ANN model can be kept much more simple. Therefore, those weather data fields that satisfy \( R^2 => 0.1 \) for either or both summer and winter load profiles (the same predictor is used for both summer and winter load) are used in the ANN input vector.

3.2. Data Pre-processing

Data pre-processing is the process of analysing and transforming the input and output variables to minimize noise, highlight important relationships and detect trends [23]. In order to assist ANN learning, data pre-
processing is usually performed by means of standardisation before ANN training. The standardisation of inputs and outputs that is required to run ANNs results in the minimum and maximum extremes in the training data set being scaled to the zero–one interval. Even if the use of a linear activation function in the output layer appears to offer a degree of extrapolation beyond fixed bounds, the confidence of predictions naturally deteriorates and confidence intervals become wider [15]. In practice the amount of extrapolation is limited by the saturation of the nodes in the hidden layer. Thus a problem arises in extrapolation; if the largest values in the testing data set exceed those in the training set, then the model may not provide good results.

Incorporating domain knowledge greatly enhances the confidence in the ANN model; prior transformation of the input data improves its generalisation capabilities without disrupting the training process or compromising its architecture [32]. Domain knowledge is added by scaling, using the formula

\[ X_i = \frac{X_i - X_{\text{global min}}}{X_{\text{global max}} - X_{\text{global min}}} \]  

where \( X_i \) is the \( i_{th} \) data point in the weather data field \( X \) of the region under consideration and \( X_{\text{global max}} \) and \( X_{\text{global min}} \) are respectively the largest and the smallest values in the global dataset of all regions considered for the weather data field \( X \). The global set includes at least the weather data for the training region and the region for which the load profile is to be generated. Including weather data of more regions near to the training and required regions will facilitate better learning. The load data is unitised before using for training and therefore normally lies in the interval \([0, 1]\).

3.3. ANN Architecture

The ANN model complexity, the amount of data required and the difficulty in training the model increase as the number of elements in the ANN increases. An optimum design adequately models the problem with minimum network size [29]. For designing the ANN structure an approach similar to that described by Ochoa-Rivera et al was followed [33]. The target was to develop an optimum design with a simple architecture. A single hidden layer was considered between the input and output layers. Initially the ANN was trained with the same number of hidden nodes as output nodes. The ANN was then re-trained after reducing the number of hidden nodes to see if there was a significant improvement in ANN prediction performance. If there is a sufficient improvement, the new structure is chosen and the process of retraining and checking is repeated; otherwise the original architecture is maintained.
3.4. ANN training

Often, real world decisions are made with limited information. Despite the multitude of approaches researched in the field of artificial intelligence, most decisions rely on large amounts of data [34]. In the case of forecasting, reduction of training data limits the effectiveness of ANN-based forecasters as they become susceptible to overfitting, where the model memorises the training data but fails to generalise well to new data [35]. When training data is limited, Chan et al describe five methods for improving generalization of ANN predictors [35]. They are the use of hyper parameters to each input variable, pruning and structural evolution, regularisation, cross validation and early stopping, and scaled conjugated gradient algorithm. Regularization was the method selected for this study owing to its ease of use and reproducibility. Generalisation using Bayesian regularization was incorporated into the Levenberg–Marquardt algorithm used to train the proposed ANN model [36, 37].

In the study of Sailor, state-wide monthly values of weather variables and consumer energy consumption data were used for energy demand forecasting [4]. The weather variables (temperature, humidity, and wind speed) were generated by population-weighting the regional climate data within each state. In a similar way, the data available for cities of a region was weighted by sample size from the load research survey to create average weather data for the state. In the case of measured load profiles, since they are not based on surveys, the weather data of the most populated city was taken as the average state data.

Once the ANN was trained, it was fed with weather data of the target region (pre-processed to incorporate domain knowledge), to synthetically generate the region’s load profile. The entire synthetic generation procedure can be summarized as shown in Figure 2.

![Figure 2: Proposed synthetic load profile generation procedure using ANN](image-url)
4. Results and Discussion

In this section, the feasibility of the proposed method for synthetic load profile generation is investigated through three case studies. The results of the proposed ANN based technique are compared with the Multiple Linear Regression (MLR) based technique, as the latter is one of most popular prediction techniques. Statistical metrics are used to evaluate the learning ability of the ANN model and to measure the closeness of the synthetic benchmark load profile to the true load profile. The learning ability is evaluated by comparing the synthetic load profile generated when the training region’s weather data is fed into the trained model to the training region’s load profile. The closeness of synthetic load profile to the true load profile is evaluated by comparing the synthetic load profile generated by the ANN model against the actual surveyed or measured load profile of the particular region.

The statistical metrics examined used for examining the prediction accuracy are: the root mean square error (RMSE), the mean absolute error (MAE) and the mean absolute percentage error (MAPE). Their definitions are as follows:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(P_i - A_i)^2}{n}} \tag{2}
\]

\[
MAE = \frac{\sum_{i=1}^{n}|P_i - A_i|}{n} \tag{3}
\]

\[
MAPE = \frac{\sum_{i=1}^{n}|P_i - A_i|}{\sum_{i=1}^{n}A_i} \times 100 \tag{4}
\]

Where \(P_i\) and \(A_i\) are the synthetic load profile data and actual load profile data at the \(i^{th}\) point respectively, and \(n\) is the total number of data points (i.e. 24 per load profile for hourly resolution).

4.1. Model Validation

4.1.1. Case study 1: Aggregate load profiles

In this case study, Finland is considered as the region for which aggregate synthetic load profiles for summer and winter are to be generated and Norway is considered as the training region. Both countries are in the NORDIC region and have similar social and economic patterns and follow similar climatic regimes. Therefore, they are macro-social units that can be compared in socio-economic and meteorological terms. Energyplus weather data files are available for the major cities of Helsinki and Oslo.
4.1.1.1. Input preparation

The global weather data set for the study included weather variables common to Norway and Finland. A sensitivity analysis was performed on Norway’s global weather variables to its summer and winter aggregate load profile (the total load at the system level normalized by the average hourly load) [17]. The results of the sensitivity analysis are shown in Table 1. The weather variables that meet the criterion for sensitivity (as mentioned in section 3) were selected and normalized using eq.1 to form the ANN input vector. The summer and winter weather datasets were the input vectors for the ANN model training, while the corresponding summer and winter load profiles were the targeted training outputs.

<table>
<thead>
<tr>
<th>R2 Coefficient for:</th>
<th>Norway</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Winter</td>
<td>Summer</td>
<td>Combined</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.51</td>
<td>0.62</td>
<td>0.08</td>
</tr>
<tr>
<td>Direct Normal</td>
<td>0.27</td>
<td>0.64</td>
<td>0.35</td>
</tr>
<tr>
<td>Humidity</td>
<td>0.50</td>
<td>0.64</td>
<td>0.26</td>
</tr>
<tr>
<td>Wind speed</td>
<td>0.59</td>
<td>0.55</td>
<td>0.43</td>
</tr>
<tr>
<td>Opaque Sky cover</td>
<td>0.05</td>
<td>0.21</td>
<td>0.01</td>
</tr>
</tbody>
</table>

4.1.1.2. ANN design and training

The ANN architecture used in this case study is shown in Figure 3. Initially, training was performed using the Levenberg–Marquardt training algorithm. Later the Levenberg–Marquardt training algorithm was modified to include Bayesian Regularization [37] targeting maximum learning from the same datasets.

4.1.1.3. Synthetic load profile generation

Finland's normalized weather data was fed to the trained ANN to generate its synthetic aggregate summer and winter load profiles. In Figure 4, Norway’s actual load profile is compared with the synthetic load profile generated from the proposed ANN model (using the training weather data). It can be seen from the prediction...
metrics which are embedded in the figure that the ANN technique outperforms the MLR (regression) method. The ANN learning enhancement when Bayesian regularization is included in the training algorithm can also be seen. Figure 5 shows the synthetic load profiles generated for Finland together with the real measured load profiles. It can be seen from the prediction metrics that the synthetically generated load profiles closely resemble the real load profiles.

Figure 4: Norway aggregate load profiles and prediction metrics
4.1.2. Case study 2: Residential load profiles

In this case study, the UK is considered as the region for which residential synthetic load profiles for ‘high summer’ are to be generated and Ireland is considered as the training region. According to UKERC, the ‘high summer’ is defined as the period of six weeks and two days from the sixth Saturday before August Bank Holiday up to and including the Sunday following August Bank Holiday [18]. As in the previous case, both countries have similar social and economic patterns and follow similar climatic regimes which make them
comparable in socio-economic and meteorological terms. Energyplus weather data files are available for the major cities of London and Dublin.

4.1.2.1. Input preparation

A high summer residential load profile for Ireland was derived from the Irish dataset [19]. The global weather data set for the study included weather variables common to Ireland and the UK. A sensitivity analysis was performed on Ireland’s global weather variables in relation to its high summer load profile and the results are shown in Table 2. The ANN input vector is formed as described previously. For ANN training, the high summer weather data set was the input and the corresponding load profile was the targeted training output.

Table 2: Ireland weather variable sensitivity

<table>
<thead>
<tr>
<th>R2 Coefficient for:</th>
<th>Ireland HSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>0.68</td>
</tr>
<tr>
<td>Direct Normal Irradiance</td>
<td>0.32</td>
</tr>
<tr>
<td>Humidity</td>
<td>0.69</td>
</tr>
<tr>
<td>Opaque Sky cover</td>
<td>0.00</td>
</tr>
</tbody>
</table>

4.1.2.2. ANN design and training

The ANN training followed the same sequence as in the first case study. The ANN architecture used is as shown in Figure 6.

Figure 6: ANN architecture for Ireland-UK case study

4.1.2.3. Synthetic load profile generation

Once the ANN model was trained, the UK’s normalized high summer weather data was fed to the ANN to generate its synthetic residential high summer load profile. As in the previous case study, Figure 7 shows Ireland’s actual load profile together with the synthetic load profiles generated from the proposed ANN model (using training weather data). The results show the superiority of the ANN technique over the MLR method and the ANN learning enhancement when Bayesian regularization was included in the ANN training algorithm.
Figure 8 shows the synthetic load profiles generated for UK together with the actual load profiles of UK from UKERC. It can be seen from the prediction metrics that the synthetically generated load profile closely resembles the actual load profile.

The two case studies described earlier demonstrate that it is feasible to obtain a satisfactory prediction of synthetic benchmark load profiles, even when using limited public datasets using the proposed method. The
results obtained also show that the ANN technique, because of its advance learning capabilities, outperforms MLR (regression) in the role of predictor for the proposed model.

4.2. Application of the proposed method

4.2.1. Case study 3: Residential load profiles for Indian states

EnergyPlus weather data files are available for most major cities in developing countries. However, residential load profiles are rarely available in the public domain, e.g. literature shows data available for only one Indian state. According to Rallapalli and Ghosh, scientific estimations of electricity demand in India are not common [38]. As there are not enough real data from Indian states to test its viability, the previous two case studies were considered as necessary and sufficient validation to the proposed approach. If the states of India are considered as macro-social units (a geographic region representative of a large population), using the proposed method an ANN trained on data from one state could be used for predicting the benchmark load profiles of a neighbouring state.

The success of the proposed method depends on the learning ability of the ANN model. An ANN model was trained with the normalized average weather data and the summer and winter residential load profiles of the state of Gujarat. As in the previous cases, the actual load profile was compared with the synthetic load profile (fed with real weather data). The MAPE for Norway was 0.48% and 0.01%, while for Ireland it was 1.33%. In this case for Gujarat, the prediction metrics indicated that the fit to training data was not satisfactory (MAPE was 9.06%). Therefore, the methodology was modified based on a Gujarat Load Research survey, which gave the load usage categorized in terms of lighting, space-cooling etc. as follows:

- Gujarat’s summer and winter domestic load profiles were segregated into Lighting, Space-cooling and ‘Others’. The ‘Others’ load profile is mainly dependant on socio-economic factors. It was considered to be the same for the training region and the target region.
- The synthetic load profile generation methodology described previously was applied separately on both Lighting and Space-cooling load profiles resulting in the generation of synthetic Lighting and synthetic Space-cooling load profiles.
- The target regions load profile was then the sum of the synthetic Lighting, synthetic Space-cooling and the original ‘Others’ load profiles.
Input preparation and ANN design and training were conducted as described in the previous case studies. Table 3 shows the sensitivities of the Lighting and Space-cooling load profiles to weather variables. Inputs to the corresponding ANN models were chosen based on the sensitivities.

Table 3: Gujarat weather variable sensitivity

<table>
<thead>
<tr>
<th>R² Coefficient for:</th>
<th>Lighting Load</th>
<th>Space Cooling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Winter</td>
<td>Summer</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.13</td>
<td>0.07</td>
</tr>
<tr>
<td>Direct Normal Irradiance</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>Humidity</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>Opaque Sky cover</td>
<td>0.02</td>
<td>0.00</td>
</tr>
</tbody>
</table>

As can be noticed from Tables 1-3, there is quite a variation in the results of R² coefficient for different variables and different regions. This can be best explained by taking a closer look at Table 3. It can be seen that the Space-cooling load has a higher R² coefficient for Summer time temperature and Direct Normal Irradiance (DNI). During summer, there is a higher solar input in Gujarat and consequently a higher air-conditioning demand. It is evident from the literature [8-11] that the relation between the weather variables and the load profile is location and season specific. The R² coefficients have different values, which depend on the relation of that weather variable to the load profile. As explained in Section 3.1, an R² coefficient < 0.1 does not indicate that there is no relationship between the weather data field and the load profile. The ANN model can be simplified by eliminating such data fields, else the ANN model becomes too complex to enable capturing the relationship.

Table 4 provides a summary of weather variables selected and data sample size. At an hourly resolution, the number of data points per data field (M) is 24.

Table 4: Summary of weather variables selected and data sample size

<table>
<thead>
<tr>
<th>Case study</th>
<th>Training Region</th>
<th>Load Profile data fields</th>
<th>Selected weather variable data fields</th>
<th>Sample size per data field</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Norway</td>
<td>Summer and Winter aggregate load profiles</td>
<td>Temperature, DNI, Humidity, Windspeed</td>
<td>2M</td>
</tr>
<tr>
<td>2</td>
<td>Ireland</td>
<td>High summer residential load profiles</td>
<td>Temperature, DNI, Humidity</td>
<td>M</td>
</tr>
<tr>
<td>3.a</td>
<td>Gujarat</td>
<td>Summer and Winter residential load profiles</td>
<td>Temperature, DNI, Humidity</td>
<td>2M</td>
</tr>
<tr>
<td>3.b</td>
<td>Gujarat</td>
<td>Summer and Winter residential lighting/space-cooling load profiles</td>
<td>Temperature, DNI, Humidity</td>
<td>2M</td>
</tr>
</tbody>
</table>
Figure 9 and 10 shows the residential load profiles generated synthetically using the original methodology and the modified methodology respectively. The prediction metrics depict that a satisfactory fit was obtained to the training load profile using this modified method. A better fit to input training data was obtained when category load profiles were used because the ANN develops better relations in this case. Load profiles for other neighbouring Indian states could be generated by inputting the weather data to the Lighting and Space-cooling ANN synthetic load profile predictors and summing the outputs with the original ‘Others’ load profile.

Figure 9: Gujarat summer load profile results and prediction metrics using the original approach.

Figure 10: Gujarat summer load profile results and prediction metrics using the modified approach.
From the above case studies the comparison of the results from the ANN model trained with Levenberg–Marquardt, with and without the inclusion of Bayesian Regularization, demonstrates the simultaneous error reduction and achievement of greater generalization when Bayesian Regularization is included in the training algorithm. Note that regression results are presented only for training regions. For target regions they tended to generate negative load profiles and are therefore not shown.

5. Conclusions

A simple ANN based technique for generating synthetic load profiles using limited publicly available load profiles and weather data has been developed. The synthetically generated load profiles have the same diurnal characteristics as actual load profiles and also show the same correlation to weather and other parameters that affect energy consumption. Both a direct validation through comparison of synthetically generated load profiles to actual load profiles, as well as an indirect validation through synthetic load predictor trainability, show that the proposed method of synthetic generation is simple, reproducible and robust in learning from limited real data. The limitations of practically available load profile data and how the proposed method can be adapted to address these limitations were identified in case study 3. The most important feature of the proposed method is functionality, as it allows realistic benchmark load profiles to be generated for locations which would otherwise rely on other inaccurate methods, such as a constant load assumption. The only limitation is the availability of weather and load data for certain locations, which is required for model training.

This research work is continuing to investigate the potential of extending this method to create daily regional synthetic load profiles based on daily regional weather data. The incorporation of socio-economic factors to the synthetic load profile generation technique is also an area that merit further investigation. Probability distributions of socio-economic factors which affect the load, such as the regional GDP figures or schedule of working hours, could be used to scale the load model.
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