Application of Wavelets and Artificial Neural Network for Indoor Optical Wireless Communication Systems

Sujan Rajbhandari

Ph. D. 2009
Application of Wavelets and Artificial Neural Network for Indoor Optical Wireless Communication Systems

Sujan Rajbhandari

A thesis submitted in partial fulfilment of the requirements of the University of Northumbria at Newcastle for the degree of Doctor of Philosophy

Research undertaken in the School of Computing, Engineering and Information Sciences

October 2009
Abstract

This study investigates the use of error control code, discrete wavelet transform (DWT) and artificial neural network (ANN) to improve the link performance of an indoor optical wireless communication in a physical channel. The key constraints that barricade the realization of unlimited bandwidth in optical wavelengths are the eye-safety issue, the ambient light interference and the multipath induced intersymbol interference (ISI). Eye-safety limits the maximum average transmitted optical power. The rational solution is to use power efficient modulation techniques. Further reduction in transmitted power can be achieved using error control coding. A mathematical analysis of retransmission scheme is investigated for variable length modulation techniques and verified using computer simulations. Though the retransmission scheme is simple to implement, the shortfall in terms of reduced throughput will limit higher code gain. Due to practical limitation, the block code cannot be applied to the variable length modulation techniques and hence the convolutional code is the only possible option. The upper bound for slot error probability of the convolutional coded dual header pulse interval modulation (DH-PIM) and digital pulse interval modulation (DPIM) schemes are calculated and verified using simulations.

The power penalty due to fluorescent light interference (FLI) is very high in indoor optical channel making the optical link practically infeasible. A denoising method based on a DWT to remove the FLI from the received signal is devised. The received signal is first decomposed into different DWT levels; the FLI is then removed from the signal before reconstructing the signal. A significant reduction in the power penalty is observed using DWT. Comparative study of DWT based denoising scheme with that of the high pass filter (HPF) show that DWT not only can match the best performance obtain using a HPF, but also offers a reduced complexity and design simplicity.

The high power penalty due to multipath induced ISI makes a diffuse optical link practically infeasible at higher data rates. An ANN based linear and DF architectures are investigated to compensation the ISI. Unlike the unequaled cases, the equalized schemes don’t show infinite power penalty and a significant performance improvement is observed for all modulation schemes. The comparative studies substantiate that ANN based equalizers match the performance of the traditional equalizers for all channel conditions with a reduced training data sequence. The study of the combined effect of the FLI and ISI shows that DWT-ANN based receiver perform equally well in the present of both interference.

Adaptive decoding of error control code can offer flexibility of selecting the best possible encoder in a given environment. A suboptimal ‘soft’ sliding block convolutional decoder based on the ANN and a ½ rate convolutional code with a constraint length is investigated. Results show that the ANN decoder can match the performance of optimal Viterbi decoder for hard decision decoding but with slightly inferior performance compared to soft decision decoding. This provides a foundation for further investigation of the ANN decoder for convolutional code with higher constraint length values.

Finally, the proposed DWT-ANN receiver is practically realized in digital signal processing (DSP) board. The output from the DSP board is compared with the computer simulations and found that the difference is marginal. However, the difference in results doesn’t affect the overall error probability and identical error probability is obtained for DSP output and computer simulations.
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</tr>
<tr>
<td>FEC</td>
<td>Forward error control</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier transform</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite impulse response</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>FLI</td>
<td>Fluorescent light interference</td>
</tr>
<tr>
<td>FOV</td>
<td>Field of view</td>
</tr>
<tr>
<td>FSO</td>
<td>Free space optics</td>
</tr>
<tr>
<td>FSP</td>
<td>Free space photonics</td>
</tr>
<tr>
<td>FT</td>
<td>Fourier transform</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width half maximum</td>
</tr>
<tr>
<td>GB</td>
<td>Guard band</td>
</tr>
<tr>
<td>GDA</td>
<td>Gradient descent algorithm</td>
</tr>
<tr>
<td>GS</td>
<td>Guard slot</td>
</tr>
<tr>
<td>HPF</td>
<td>High pass filter</td>
</tr>
<tr>
<td>IDWT</td>
<td>Inverse discrete wavelet transform</td>
</tr>
<tr>
<td>IEC</td>
<td>International electrotechnical commission</td>
</tr>
<tr>
<td>IID</td>
<td>Independent, identically distributed</td>
</tr>
<tr>
<td>IM</td>
<td>Intensity modulation</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>ISI</td>
<td>Intersymbol interference</td>
</tr>
<tr>
<td>LAN</td>
<td>Local area network</td>
</tr>
<tr>
<td>LD</td>
<td>Laser diodes</td>
</tr>
<tr>
<td>LDPC</td>
<td>Low parity density code</td>
</tr>
<tr>
<td>LED</td>
<td>Light emitting diode</td>
</tr>
<tr>
<td>LOS</td>
<td>Line-of-sight</td>
</tr>
<tr>
<td>LPF</td>
<td>Low pass filter</td>
</tr>
<tr>
<td>MAN</td>
<td>Metropolitan-area network</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum a posteriori</td>
</tr>
<tr>
<td>MDPIM</td>
<td>Multilevel digital pulse interval modulation</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum likelihood</td>
</tr>
<tr>
<td>MLP</td>
<td>Multilayer perceptron</td>
</tr>
<tr>
<td>MLSD</td>
<td>Maximum likelihood sequence detection</td>
</tr>
<tr>
<td>MLSE</td>
<td>Maximum likelihood sequence estimator</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum mean-square error</td>
</tr>
<tr>
<td>MRA</td>
<td>Multiresolutional analysis</td>
</tr>
<tr>
<td>MSB</td>
<td>Significant bit</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean square error</td>
</tr>
<tr>
<td>NEF</td>
<td>Noise energy function</td>
</tr>
<tr>
<td>NLOS</td>
<td>Non-line-of-sight</td>
</tr>
<tr>
<td>NOPR</td>
<td>Normalized optical power requirement</td>
</tr>
</tbody>
</table>
NRZ  Non-return-to-zero
OFDM  Orthogonal frequency division multiplexing
OOK  On-off keying
OPP  Optical power penalty
OW  Optical wireless
OWC  Optical wireless communication
PAPR  Peak-to-average power ratio
pdf  Probability density function
PER  Packet error rate
PIM  Pulse interval modulation
PIN  Positive-intrinsic-negative
PPM  pulse position modulation
PPM+  Pulse-position modulation plus
PSD  Power spectral density
PSK  Phase shift keying
PWT  Packet wavelet transform
QAM  Quadrature amplitude modulation
RF  Radio frequency
RMS  Root mean square
RNN  Recurrent neural network
RTDX  Real-time data exchange
RZ  Return-to-zero
SER  Slot error rate
SIM  Subcarrier intensity modulation
SNR  Signal-to-noise ratio
STFT  Short time Fourier transform
sym  Symlet
TDL  Tapped delay line
TI  Texas instrument
WAN  Wide area network
WPT  Wavelet packet transform
WT  Wavelet transform
ZFE  Zero forcing equalizer
List of Symbols

⊗ Convolution
δ( ) Dirac delta function
Φi Amplitudes of odd harmonics of 50 Hz
Ψi Amplitudes of even harmonics of 50 Hz
Γj Amplitude of switching frequency harmonics
θj Phase of switching frequency harmonics
\( \bar{E}_{bit} \) Average energy per bit.
\( T_{DPIM} \) Average symbol length of DPIM
\( |\cdot| \) Floor function
\( h_i \) Discrete-time impulse response of channel
\( CM_j \) Correlation metric
\( E_p \) Energy of the transmitted pulse
\( E_{pulse} \) Energy per infrared pulse
\( F_c \) Centre frequency
\( H_{LOS}(0) \) Transfer function of LOS link
\( I_p \) Average photocurrent
\( \bar{T} \) Average symbol length
\( P_{avg} \) Average transmitted power
\( P_{avg,OOK} \) Average optical power requirement for OOK
\( P_{avg,PPM,hard} \) Average optical power requirement for PPM hard decoding
\( P_{avg,PPM,soft} \) Average optical power requirement for PPM soft decoding
\( P_{e_{bit,OOK}} \) Probability of bit error for OOK-NRZ
\( P_p \) Incident optical power
\( P_{se,DPIM} \) Probability of slot error for DPIM
\( P_{se,PPM,hard} \) Probability of slot error for PPM hard decoding
\( P_{se-CC} \) Bit error probably of convolutional code
\( T_{symb} \) Symbol interval
\( b_i \) Noise free channel output
\( m_{high}(t) \) High frequency component of fluorescent lamp
\( m_{fl}(t) \) Interference photocurrent from fluorescent lamp
\( m_k \) Fluorescent light interference signal sample
\( m_{low}(t) \) Low frequency component of fluorescent lamp
\( w_{ij} \) Weight from the hidden node \( i \) to the node \( j \)
\( y_{nh} \) \( n^{th} \) level detail coefficient
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_B )</td>
<td>Bandwidth efficiency</td>
</tr>
<tr>
<td>( \eta_i )</td>
<td>Quantum efficiency</td>
</tr>
<tr>
<td>( \sigma_n )</td>
<td>Standard deviation of the Gaussian, non-white, zero mean</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>Sample period</td>
</tr>
<tr>
<td>( a )</td>
<td>Constant related to RMS delay spread</td>
</tr>
<tr>
<td>( \cos(\psi) )</td>
<td>Effective photodetector area</td>
</tr>
<tr>
<td>( a_i )</td>
<td>Input data bits</td>
</tr>
<tr>
<td>( B )</td>
<td>Bandwidth IR transceiver</td>
</tr>
<tr>
<td>( b_i )</td>
<td>Noise free channel output</td>
</tr>
<tr>
<td>( c )</td>
<td>Velocity of light in vacuum</td>
</tr>
<tr>
<td>( C(f) )</td>
<td>Channel impulse response</td>
</tr>
<tr>
<td>( d_{TR} )</td>
<td>Distance between the transmitter and the receiver</td>
</tr>
<tr>
<td>( d )</td>
<td>Hamming distance</td>
</tr>
<tr>
<td>( D )</td>
<td>Delay</td>
</tr>
<tr>
<td>( d_{min} )</td>
<td>Minimum Hamming distance</td>
</tr>
<tr>
<td>( D_{rms} )</td>
<td>RMS delay spread</td>
</tr>
<tr>
<td>( D_T )</td>
<td>Normalized delay spread</td>
</tr>
<tr>
<td>( E_g )</td>
<td>Band gap energy</td>
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<td>( f )</td>
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<td>( f_c )</td>
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</tr>
<tr>
<td>( h )</td>
<td>Planck’s constant</td>
</tr>
<tr>
<td>( H(0) )</td>
<td>Channel dc gain</td>
</tr>
<tr>
<td>( h(t) )</td>
<td>Channel impulse response</td>
</tr>
<tr>
<td>( H_{LOS} )</td>
<td>Impulse response of LOS channel</td>
</tr>
<tr>
<td>( I_B )</td>
<td>Average DC photocurrent</td>
</tr>
<tr>
<td>( L )</td>
<td>Symbol length</td>
</tr>
<tr>
<td>( M )</td>
<td>Bit resolution</td>
</tr>
<tr>
<td>( N )</td>
<td>Total number of bits over a 20 ms interval</td>
</tr>
<tr>
<td>( N_0 )</td>
<td>Noise spectral density</td>
</tr>
<tr>
<td>( p(t) )</td>
<td>Impulse response of transmitter filter</td>
</tr>
<tr>
<td>( P_{sym} )</td>
<td>Symbol error probability</td>
</tr>
<tr>
<td>( q )</td>
<td>Charge of an electron</td>
</tr>
<tr>
<td>( Q() )</td>
<td>Marcum function</td>
</tr>
<tr>
<td>( R )</td>
<td>Photodetector responsivity</td>
</tr>
</tbody>
</table>
\( r \) Code rate
\( r(t) \) Impulse response of matched filter
\( R_b \) Bit rate
\( R_{rt} \) Retransmission rate
\( T_b \) Bit duration
\( T_{s,DPIM} \) DPIM slot duration
\( T_{s,PPM} \) PPM slot duration
\( u(t) \) Unit step function
\( W \) Window length
\( w_0 \) Bias
\( y_{1h} \) First level detail coefficient
\( y_{1l} \) First level approximation coefficient
\( \alpha_{opt} \) Optimum threshold level
\( \gamma \) Duty cycle, Decomposition level
\( \zeta \) Channel span
\( \eta_p \) Power efficiency
\( \lambda \) Wavelength
\( M \) Memory
\( \xi \) Desired (bit or slot) error probability
\( \tau \) Bit (slot) duration
\( E(n) \) Cost function
\( F(s,\tau) \) CWT of a signal
\( d(n) \) Desired response
\( s \) Scaling
\( y(n) \) Actual response
\( \phi \) Radiant flux
\( \eta \) Learning rate
\( \tau \) Translation
\( \psi \) Mother wavelet
Chapter 1  
Introductions

Optical wireless communication (OWC), also popularly known as free space optics (FSO) or Free Space Photonics (FSP) or open-air photonics, is an optical communication technology utilizing a light propagating in free space to transmit data between two points.

The concept of light as a means of communication goes back to pre-historic time when natural light sources like sun, moon, star or artificial light sources like fire and sign languages were used for communications. The modern form of optical communications was initiated by the Alexander Graham Bell [1] in 1878. It was in fact the first form of wireless speech communication. Three decades later, wireless speech communications using the radio wave was achieved by the Reginald Fessenden [2]. The introduction of the optical fibre, improvement in semiconductor devices and discovery of laser had made modern communication possible using optical wavelength.

The first successful demonstration of a wireless local area network (LAN) by Gfeller and Bapst [3] in the IBM lab had revolutionized in-house wireless personal communications. Though their proposal made use of infrared (IR) wavelength, the present wireless LAN is dominated by radio frequency (RF) links. RF technology offer a number of unique advantages including availability of highly-sensitivity receivers, flexibility, mobility and relatively simple link set-up, that had made RF the dominating medium for communications [4]. The fact that an alternative technology was not necessary for in-house personal communication is also a cause of RF being the dominant technology until recently. However, the scenario is rapidly changing largely due to rapid growth in bandwidth demand by the end-users, the bandwidth congestion in the RF domain and licensing issue. The rapid growth of internet users, file and video sharing, audio and video broadcasting and ever increasing bandwidth demand for personal communications have placed a huge pressure on already congested bandwidth of RF systems. To satisfy the demand for higher
data rates, more complex coding, multiple antennas and higher carrier frequencies have already been introduced [4], however it is very unlikely that RF alone would be able to provide the necessary bandwidth to end-users at certain location and application within the network. For example in the last mile link the potential solution (and maybe the best option) would be to utilize the licence free optical technology. Optical systems offer what RF is lacking, the promise of theoretically unlimited bandwidth. As the advantage of optical communications in the form of optical fibre is already demonstrated, it is without a doubt that the optical wireless (OW) systems will play a significant role in personal communications. The only question is when its unfulfilled potential will be fully realized.

There has been a continuous interest from researchers and industrial sectors on application of OWC systems. The first experimental work used a full duplex IR link at a bit rate of 64 kbps [3], within a decade a higher data rate of up to 50 Mbps was reported by a number of companies including the Hitachi, IBM, Fujitsu, Hewlett-Packard, AT&T Bell, BT Labs, Motorola [5-10]. With a tracking architecture, BT Labs in 1996 reported a data rate of 1 Gbps [6, 11]. We have seen growing academic research activities as well as industrial development including the indoor OWC channel modelling [12-14], 50 Mbps diffuse links [15, 16], high speed integrated transceivers [17, 18], more power efficient modulation techniques [19-25], holographic diffusers [26-29] and a fly-eye receiver [30, 31].

The OWC is suitable for specific applications in the hospital and library environment which are sensitive to the electromagnetic interference (EMI) [32]. The IR wireless transceiver is commercially available for a number of applications including PC-PC connectivity, laptops, mobile devices, PDAs, and printers. However, the most successful application of OWC system is the IrDA for short range communications [33]. Annual shipments of IrDA transceivers are above 300 million units for two successive years and it is increasing rapidly [34]. Recently, KDDI R&D Laboratories has developed a 1 Gbit/s high-speed IR wireless data link which can replace USB connections [35]. Other specific applications of OWC include vehicle-to-vehicle wireless communications for road safety [36], passenger aircrafts [37, 38], high-speed trains [39], airports and railway stations, hospitals and medical applications [32, 40]. With such extensive applications supported by industrial and academic research, the OWC communications will have a key role in future personal communications as a complementary technology to RF.
1.1 Research Motivations and Objectives

Though fundamental concepts of RF and IR communications are similar, due to the different natures of the RF and IR signals, they possess different challenges when used for wireless applications. Spatial confinement of IR signal within a room and highly directional transmitter mean that IR systems suffer less from co-channel interference. The larger receiver area compared to the signal wavelength means the multipath fading is non-existent for IR wavelength. The adverse weather conditions in outdoor environment including solar interference, fog, rain, snow, dust particles and turbulence pose the greatest challenges to long range outdoor OWC systems. Relatively short link length in indoor environment makes indoor OWC free from such undesirable effects. However, the indoor channel poses a number of challenges; many of which are unique to the indoor environment.

One of the most sensitive apprehensions in the indoor OWC system is the eye and skin safety issue [41-45]. Due to the availability of a cheap optical transceiver, the near-IR wavelength in the range of 780-950 nm is commercially the most viable solution. The light at this wavelength behaves like visible light. The cornea and eye lens do not absorb the radiation at near-IR wavelength and it is focused into retina. The invisibility of these wavelengths to human eyes means no blinking reflex. Since retina does not have heat sensor, continuous exposure to high intensity light at these wavelengths can permanently damage retina leading to complete blindness.

The laser eye safety is classified by the International Electrotechnical Commission (IEC) [41]. The laser transmitter must be Class 1M for it to be safe when viewed by the naked eye. To be within the specifications of the maximum permissible exposure, the average optical power at 780-950 nm of radiation for pointed source should be $< 1 \text{ mW}$ [41]. This limits the link range that can be achieved. Higher permitted average optical radiation in the 1550 nm range, by almost a factor of 50, makes 1550 nm more suitable for longer link length. However, 1550 nm is not yet a practicable solution for the indoor application due to higher transciever cost. Instead of using a pointed source like laser, wide beam area devices like LEDs can transmit higher power without being unsafe. Alternatively, holographic diffusers can be used to achieve a higher transmitter power without violating the safety guidelines [26-28, 46-49].
It is clear that the indoor optical channel is power limited and the holographic diffuser is an indirect method to transmit more power. However, it is not always necessary to pump more power to achieve higher reliability. Advanced signal processing at the transmitter and the receiver, more suitable modulation techniques and error corrections at the receiver are alternative methods to improve link performance. A number of baseband modulation techniques had been studied for the indoor OWC [19-22, 25, 50-54] each having unique characteristic. Among them, pulse position modulation (PPM) provides unparallel power efficiency. Combining power efficient modulation techniques with the error control coding can provide a significant performance improvement in terms of reduced error probability or power requirement. Power efficiency is important not only to meet the safety standard but also to enhance battery life for the handheld devices.

The simplest method of achieving higher power efficiency is to add redundancy through repetitive retransmission of a bit or a symbol through the channel. If a bit or a symbol is repetitively transmitted for a predefined number of times, the receiver would select the bit or the symbol that is repeated the highest number of time. The symbol retransmission scheme for PPM is reported in [55-57]. Doubling the repetition rate provides an incremental signal-to-noise ratio (SNR) gain of ~ 3dB. Combining the repetition coding with automatic-repeat-request (ARQ) protocol [58] leads to a lower complexity transceiver design with superior performance [56]. The symbol repetition scheme can be applied to other baseband modulation techniques like digital pulse interval modulation, dual header pulse interval modulation with some modification. Due to lack of symbol boundaries in these modulation schemes, the simple decoding algorithm is not applicable and error probability analysis needs to take care of not only the variable symbol length but also the symbol error probability. To the best knowledge of the author, retransmission scheme has not been reported for variable symbol length modulation scheme and the error probability analysis for such modulation scheme was carried out and reported for the first time in [59]. The slot error rate (SER) analysis supported by computer simulation is discussed in detail in this thesis. A case study is carried out for DH-PIM. However, the analysis can be applied for any variable symbol length modulation technique without modifications.

The SNR reduction to achieve a SER of $10^{-6}$ for retransmission scheme depends on the symbol length and ~ 3 dB reduction is achieved for DH-PIM with a retransmission rate of
four. The retransmission scheme is effective, simple to implement without the need for an additional transmitter or receiver. However, the penalty is a significant reduction in the data throughput. For example, to achieve a code gain of ~ 3 dB, the retransmission rate should be four, meaning a 300% overhead burden.

A number of more efficient error correction codes exist for digital communications. The error correction code differs from the retransmission scheme in the sense that it allows error correction at the receiver. The error correction codes can broadly be classified into the linear block code and the convolutional code. The binary error correction codes can be applied to the on-off keying (OOK). With/without modification, the convolutional and block codes can be applied to PPM [60-71]. The complexity arises when these codes need to be applied to modulation techniques with no fixed symbol boundaries. Linear block codes take a fix number of bits as input, hence are not suitable for the variable symbol length modulations. A fixed-length DPIM (FDPPM) based on DPIM is suggested and the turbo code is applied to FDPPM [72]. Though symbol length is fixed for FDPPM, the average symbol length is significantly higher than that of DPIM. Hence the throughput that can be achieved using DPIM cannot be attained. In fact, the average symbol length of FDPPM is equal to PPM; however the advantage of such a system compared to PPM is questionable. Marker codes to correct insertion/deletion errors for differential PPM (DPPM) is investigated by Sethakaset and Gulliver [73] who had shown that such code offers ~ 3 dB improvement in SNR for 2 and 4-DPPM. The improvement is < 1 dB for 8 and 16-DPPM. The performance can be improved significantly by using concatenating marker and the Reed–Solomon codes [21]. However, the penalty paid is the throughput reduction and the bit overhead of 240% for 4-DPPM with a marker code and higher if concatenated.

Since the convolutional encoder takes serial input, it would be logical to apply the convolutional code instead of the block code for variable symbol length modulation schemes. Convolutional codes offer greater simplicity of implementation with high error correction capability. Convolutional codes for variable symbol length modulation techniques like DPIM and DH-PIM are first investigated by the author and the results are published in [74-76]. DH-PIM with a unique header pattern applied to the convolutional encoder results in a distinctive pattern. As a result, the state diagram and the error
probability for convolutional coded DH-PIM would be different from the general case. New analysis is necessary to determine the upper bound of the error probability for convolutional coded DH-PIM. In this thesis, the mathematical analysis is verified by the computer simulation using Matlab, details of which are given in the subsequent chapters.

The error correction code provides the SNR gain in presence of the additive white Gaussian noise (AWGN). However, non-Gaussian noise, unique to the indoor environment due to artificial light sources (ALSs) used for domestic lightening, is another source of interference for indoor OWC links. The ALSs have strong spectral content at the near-IR range. ALSs are periodic with a spectral content covering DC-to-MHz range depending on the type and manufacturers [77-81]. If not alleviated, the interference due to ALS is in fact the most dominating source of the system impairment [77-80, 82-86]. A receiver design based on the differential optical filtering to reduce the artificial light interference (ALI) is investigated by Moreira et al [87]. Photocurrents of two optical receivers, one with an optical filter and another without a filter are combined in such a way that the effect of the interference is minimized [87]. The interference cancellation differential receiver [87] is based on the assumption that the transmitted signal and the interference have different optical spectra. An alternative approach using two linear orthogonal polarisers coupled with a differential detector is suggested by Lee [88]. The polarizer method is very simple and easily applicable under the condition that the signal light is polarized. Alternatively, angle diversity techniques in which multiple sectored receivers are utilized can also be effective to combat the ambient noise [89]. All methods described above require more than one receiver with further signal processing to combine the received signal (photocurrents) from the different receivers in order to minimize the effect of ALI. The alternative approach (and the simplest method) is the combination of the optical bandpass filter and an electrical high pass filter [43, 80, 82, 90, 91] which does not require an additional photodetector. The spectral content of the florescent light drive by electronic ballast ranges to MHz and most important factor of impairment. The first-order analogue HPF is not very effective in reducing the power penalty due to florescent light interference at low data rates for OOK [51, 82]. Dickenson [92] in his study found that a digital HPF significantly improves the SNR reduction to achieve the desired error probability compared to its analogue counterpart. The limiting factor is a very high order of filter (> 5000 for a cut-off frequency of 0.5 MHz). Alternative method to remove the ALI using the discrete wavelet transform is
investigated in this research. The modulating signal and the interference are separated into different bands of frequencies using DWT; a band of signal that corresponds to the interference is removed from reconstructed signal. The study shows that DWT is not only more effective for removing ALI compared to the digital HPF, but also offers added advantage in terms of significantly reduced filter order with a simple repetitive structure for realization [93, 94].

Another key challenge that mutilates the performance of the indoor optical wireless channel is the multipath induced intersymbol interference (ISI). A diffuse indoor optical wireless channel can be modelled as a linear baseband impulse response and is completely characterised by the root mean square (RMS) delay spread and the optical path loss [95]. For a typical room, the average value of RMS delay spread for optical channel ranges from 8-12 ns. The diffuse links are more susceptible to the power penalty due to ISI, which increases exponentially with increasing the data rates. OOK is the least susceptible to ISI among the baseband modulation techniques and an irreducible bit error rate (BER) is observed at a normalized delay spread (normalized using bit duration) of > 0.6 [43, 96]. For a typical room with a delay spread of 10 ns, this leads to the highest attainable bit rate of 60 Mbps. If a compensation technique is not incorporated in the receiver, OOK reception is not feasible at this bit rate. The optimum receiver in the presence of ISI is the maximum-likelihood sequence detection (MLSD). Due to a number of complexities for practical implementation including high complexity, delay and larger memory requirement, a practical but suboptimal method using the equalization technique is often the preferred option [15, 16, 43, 67, 97-100]. The traditional equalization techniques based on the finite impulse response (FIR) filter are well studied and undoubtedly provide significant performance improvement for a number of diffuse communication channels including indoor OW channels. More recently, the adaptive equalization has been defined as a classification problem, opening new avenues for utilization of classification tools like the artificial neural network for equalizations [101-104]. ANN as an equalization tool has a number of advantages most importantly the adaptability, a nonlinear decision boundary and parallel processing capabilities. A feedforward multilayer perceptron (MLP) ANN with a supervised backpropagation training algorithm is utilized for effective channel equalization for diffuse indoor OW channels in this study. Both linear and decision feedback (DF) structures are investigated with latter offering improved performance [93, 94, 105, 106].
The performance impairment factors, the ISI and ambient light interference, are presented concurrently in diffuse indoor OWC channels. However, most researchers tend to investigate effect of these factors on the performance independently and very little study has been done on combined effects of these channel impairments [84, 86]. The performance of the equalization techniques is not well investigated in presence of the FLI with filtering. A study of the combined effect of FLI and ISI is carried out with the DWT and ANN for denoising and equalization, respectively. The results of the study are summarized in Chapter 7 and reported in [93, 94].

Adaptive decoding of error control codes can be very useful for future communication systems. The rate-adaptive error control code is a powerful technique to improve the energy efficiency of the overall system [107-109]. The rate-adaptive techniques are focused on the changing of the code-rate of the punctured convolutional code. Adaptive decoding has also had an important aspect as it will provide possibility of using different encoders at the transmitter and decoding without having detail knowledge of the encoder. In Chapter 8, it is demonstrated that an adaptive decoding of the convolutional code using ANN is possible. Though significant further study is needed to make adaptive algorithm efficient, the existence of such a scheme is verified and a number of parameters are optimized.

Finally, the DWT based denoising and ANN based equalizers are practically implemented in digital signal processing board and simulation results are verified using the output of the practical results as given in Chapter 9.

The challenges of indoor OWC systems taken into consideration in this research, the existing and the proposed solutions are summarized in Figure 1.1.
Figure 1.1: The summary of the challenges, the existing and the proposed solutions for indoor OWCs considered in this research. Chapter numbers where the proposed research is discussed are given in brackets and research carried out is given in bold.
1.2 Original Contributions

As a result of the study, the following original contributions are made:

1. Investigation of the retransmission scheme for indoor OWC schemes is carried out. Original expression for the slot error probability for the variable symbol length modulation scheme is derived and verified using computer simulation, see Chapter 3.

2. Convolutional code is applied to the variable symbol length modulation techniques of DH-PIM and DPIM. New expressions to estimate the upper limit of error probability of convolutional coded DH-PIM is derived and verified using computer simulations, see Chapter 4.

3. Investigation of ALI with the DWT based denoising is carried out for a number of modulation techniques. Comparative studies of the digital HPF and DWT are carried out showing a number of advantages of the proposed methods. The mother wavelet providing the best performance is determined, see Chapter 5.

4. Investigation of the power penalty induced due to ISI in a diffuse channel for different modulation techniques is carried out. A new soft decoding method for DPIM to reduce the effect of ISI is suggested showing improved performance, see Chapter 6.

5. Adaptive channel equalization using the ANN for a diffuse indoor OWC link is proposed and studied. Both linear and DF structures are investigated and the performance of equalizers are examined for a number of modulation techniques. The study shows the effectiveness of such equalizers to mitigate multipath induced ISI. Comparative study of the equalizer and with a traditional FIR filter based equalizer is carried out and demonstrates that the ANN based equalizer can match the performance of traditional equalizers in all channel condition with reduced training length, see Chapter 6.
A study of the combined effect of FLI and ISI is carried out with the DWT denoising and ANN based equalizer. The study shows that power penalty due to one of the factors is the dominating source of performance impairment. Power penalty at low data rates is mostly due to FLI. However, ISI induced power penalty causes significant impairment at higher data rates, see Chapter 7.

Adaptive decoding of convolutional code using the feedforward backpropagation ANN is proposed. A number of parameters including training length, decoding depth and number of neurons are optimised. Comparative studies of the decoder with optimum Viterbi decoder are examined. The performance of hard decoding using the ANN and Viterbi decoder show almost identical performance. The soft decoding of Viterbi decoder outperforms the soft decoding using ANN, however the difference is less than 0.6 dB, see Chapter 8.

For practical realization, the DWT based receiver and ANN based equalizer are implemented using a DSP board. Rapid prototyping of the proposed system is carried out using TMS320C6713 DSP board and Matlab/Simulink. The practical results verified the computer simulations, see Chapter 9.
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1.4 Organization of the Thesis

The thesis is divided into ten chapters. The first chapter provides the summary of the research undertaken with motivation and objectives. The literature review of indoor OWC systems is summarised in Chapter 2. The building blocks of indoor OWC systems, the transmitter, the receiver devices and the optical channel are described in details along with some of the key challenges. The synopsis of baseband modulation techniques is given which provides the platform for discussion in subsequent chapters. The retransmission scheme to improve the performance of indoor OWC systems is given Chapter 3. The decoding algorithm using the majority decision scheme for retransmission system is outlined and the slot error probability for a variable symbol length modulation scheme is derived for retransmission rates of 3, 4 and 5. The mathematical analysis of error probability is verified using computer simulation, details of which are given in the chapter.

Convolutional codes for variable symbol length modulation schemes like DPIM and DH-PIM are subject of study of Chapter 4. The derivation of upper bound for error probability of a $\frac{1}{2}$ rate convolutional encoder with a constraint length of 3 and a Viterbi decoder is outlined in the chapter. The chapter provides SER of convolutional coded DPIM and DH-PIM generated using computer simulation and compared with the
theoretical upper bounds. Finally comparative studies of a number of modulation techniques are also given.

A novel denoising method based on the DWT to reduce the effect of ALI in the indoor OWC system is proposed in Chapter 5. The electrical model of fluorescent lamps driven by electronic ballasts is described briefly followed by power penalties incurred due to the FLI for OOK, PPM and DPIM. The chapter also provides an overview of the continuous and discrete wavelet transform. The concept of DWT based denoising is discussed in detail and supported by study of the optical power requirement and optical power penalty to achieve a slot/bit error probability of $10^{-6}$ for OOK, PPM and DPIM in presence and absence of FLI with DWT based denoising. Finally, a comparative study of the DWT and high pass filtering is carried out and the advantage of DWT is highlighted.

The effect of multipath induced ISI in the indoor OWC system is investigated in Chapter 6. The power penalties in channels with a normalized delay spread range of 0-1 is reported showing an exponential growth in the power penalty with increasing delay spread for all modulation techniques. The concept of equalization as classification problem is described followed by the introduction to ANN as a classification tool. The architecture and working principle of the linear and DF equalizers are considered and the performance of such equalizers is examined for OOK, PPM and DPIM in a channel with a normalized delay spread of [0, 2]. Optical power penalty is calculated for unequalized and equalized systems to demonstrate the effectiveness of ANN based equalizer. Comparative studies of the traditional equalizer based on a FIR filter and ANN are also summarised in the chapter.

The combined effect of FLI and ISI due to multipath propagation is explored in Chapter 7. Both DWT denoising and ANN equalizer are implemented at the receiver to mitigate the effect of FLI and ISI, respectively. Computer simulations are carried out to study the combined effect under different conditions for a number of modulation techniques and the findings are reported.

Chapter 8 proposes a new adaptive decoder using ANN for $\frac{1}{2}$ rate convolutional code with a constraint length of 3. A number of advantages of the suggested system are outlined followed by a comparative study with the optimum Viterbi decoder. ANN
parameters are optimised to obtain the best performance. Both hard and soft decoding schemes are taken into consideration for the decoder.

Chapter 9 reports the result of practical implementation of the proposed DWT-ANN receiver. Computer simulation as outlined in Chapters 5, 6 and 7 are verified by practical implementation using a TMS320C6713 DSP board, a code composer studio (CCS) and Matlab/Simulink.

The final chapter of the thesis summarizes the research undertaken and the results of the investigation. Concluding remarks are drawn based on the discussion on the thesis and future recommendations are provided.
2.1 Introduction

Light had been used in communication since pre-historic times. People used smoke and light to transmit information. Invention of telephone and telegraph made the transfer of data and voice through a cable possible. With demonstration of Marconi in 1901 to transmit radio wave from the Isle of Wight to Tugboat 18 miles away, new horizon in the field of communication opened and grew rapidly. Historically, the very first form of 'wireless' speech communication was achieved at optical wavelengths in 1878 [110]. The optical wireless communication was first demonstrated by Alexander Graham Bell in the late nineteenth century who called it photophone. However, it wasn't until the invention of the laser, some new semiconductor devices and optical fibre in the 1960s that optical communications finally began getting some real attention. F.R. Gfeller and U. Bapst suggested the use of IR wireless in-house communication in 1979 [3] which started a new era of indoor OWC.

Though basic system model for in-house OWC was first proposed in 1979 [3], the extensive studies of channel capacity, channel modelling as well as modulation techniques were done mostly in the late nineties [11, 96, 99, 111, 112]. A number of modulation techniques with certain distinctive features have been proposed. OOK, PPM, differential PPM (DPPM) [52], DPIM [51], DH-PIM [25], differential amplitude pulse-position modulation (DAPP) [21], edge position modulation [20, 53, 113] and subcarrier modulations [114, 115] are some of the most popular modulation techniques, though variations of these modulation techniques do exist [116]. The modulation techniques are briefly introduced in the chapter with the OW channel model, optical transmitter and receiver, challenges in the implementation for the personal communication and possible existing solutions. Proposed new solutions would be discussed in subsequence chapters. This chapter gives the overview of the OWC with main focus on indoor application. The overview of the OWC is given in Section 2.2, followed by most popular link configurations in Section 2.3. The indoor OW channel is
briefly summarised in Section 2.4. Optical transmitter and optical receiver is the subject of the Section 2.5 and 2.6 respectively. Ambient light sources and their possible affect on OWC are explored in Section 2.7. Section 2.8 provides overview of the modulation techniques that are investigated in this study and finally the chapter is concluded by a summary.

2.2 Overview of Optical Wireless Communications

The increasing popularity of files and video sharing and the possibility of digital radio and TV broadcast over the internet have already put a huge bandwidth demand on the personal communication systems. Though there has been a continuous growth in capacity of the typical LAN and wide area network (WAN) due to deployment of fiber optics, there has not been such development in metropolitan-area network (MAN) [117]. The fourth generation (4G) communication systems promises to support multiple applications and a higher bandwidth per user (more than 100 Mbps) for both indoor and outdoor applications [118]. However, the bandwidth per end-user is limited at most to a few Mbps in existing communication systems because of the bottleneck imposed by the use of copper cables or RF wireless links at the last mile. The gap between wired and wireless data rates continues to grow, with RF systems lagging by a significant factor [119]. Although, higher RF frequencies (beyond 60 GHz) have been suggested to overcome the bandwidth bottleneck per user, the cost is too high and therefore is required a huge reduction in cost before the end users will benefit from the potential wide bandwidth [11, 42]. In this scenario, the OWC has a part to play in wider 4G vision [4, 120, 121].

One logical solution to the bandwidth congestion problem and the ‘last mile access’ bottleneck, is to move across to the optical domain and take advantage of what has already been achieved in the fibre backbone. Fibre-to-the-home is already a common concept in developed countries providing end-to-end high bandwidth links. Expansion of fibre to the homes in some cases may not be the best solution, considering the cost and deployment [122-124]. An alternative option would be to depot OWC technology, which offers a wide bandwidth, security and compatibility with the existing optical fibre backbone [20, 125]. In fact FSO can be consider as the extension of the fiber optics for last mile [126].
Whilst the IR technology is currently overshadowed by the plethora of RF schemes for wireless networking in the home and office applications, it still has significant potential when bandwidth demand is high. Cheaper transceiver cost, quick deployment, relatively easy link set-up and compatibility with the existing optical fibre communication systems have made OWC an attractive alternative in places where fibre is rather difficult to deploy [42, 125, 127]. OWC systems have found its application in multitude of communication systems ranging from the terrestrial and deep space communications [128-130], airports and railway stations, hospitals, medical applications [32, 40], aircrafts [37], vehicle-to-vehicle wireless communication for road safety [36] and high-speed trains [39]. There had been a rapid industrial growth of application of both indoor and outdoor OW systems [125, 131, 132]. The outdoor OW links is already providing a commercial application in backbone long-haul communications using line-of-sight (LOS) links at data rates of more than 2.5 Gbps per wavelength [133, 134]. However, progress and development in the indoor application is relatively slow because of lack of mobility. However, the scenario is changing quickly largely due to the bandwidth congestion in the RF domain. Installation of optical hotspots in public buildings (railway stations, airports, etc.) providing data rates in the range of GHz is already commercially available. The future office design will include high speed optical hotspot points in specific locations and for particular applications [4]. Recently a growing interest has been observed in using white LED lamp that can transmit broadband via the same light that illuminates the room [135-139].

Table 2.1: Comparison of radio and infrared communications [43, 140].

<table>
<thead>
<tr>
<th>Property</th>
<th>Radio</th>
<th>Infrared</th>
<th>Implication for IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth regulated</td>
<td>Yes</td>
<td>No</td>
<td>Approval not required world-wide compatibility</td>
</tr>
<tr>
<td>Passes through walls</td>
<td>Yes</td>
<td>No</td>
<td>Inherently secure carrier reuse in adjacent rooms.</td>
</tr>
<tr>
<td>Multipath fading</td>
<td>Yes</td>
<td>No</td>
<td>Simple link design</td>
</tr>
<tr>
<td>Multipath dispersion</td>
<td>Yes</td>
<td>Yes</td>
<td>Problematic at high data rates</td>
</tr>
<tr>
<td>Path loss</td>
<td>High</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Dominant noise</td>
<td>Other users</td>
<td>Background</td>
<td>Short range</td>
</tr>
<tr>
<td>Average power proportional to</td>
<td>$\int</td>
<td>f_e(t)</td>
<td>^2 , dt$</td>
</tr>
</tbody>
</table>
The key differences of the radio wave and IR links are given in Table 2.1. Compared to the radio wave communications; optical communications provide a number of advantages for the wireless applications. IR offers a huge unregulated bandwidth which can readily be utilized. On the other hand, the radio wave is already congested with little room for expansion and is getting more expensive for license. Unlike the radio wave, the optical transmitter can emit highly directive beam and hence can have interference-free small cell offering high data rate within close proximity without a need for multiple access. The optical system can provide highly localized radiation footprint as light cannot penetrate opaque objects. The high directivity and spatial confinements gives the optical channels very high security against the eavesdropping. Another key advantage of the IR communication system is its immunity to EMI and can be used in environments like hospital and library where interference must be minimized. Due to large area photodetector, the OW links are not affected by multipath fading. Since the photodetector absorbs the waves separately and averages the incoming energy, the destructive interference is not possible. In addition to the gigabit-per-second data-transfer rate, relatively low cost and small size transceiver also favours the application of the IR in indoor applications.

The key challenge in application of the IR for indoor applications is the potential eye-safety issue. The collimated light beam entering the eye is focused in retina. The eye is insensitive to the IR ray and hence does not induce blink reflex to the invisible light and since retina has no pain sensor, the invisible light can permanently damage the retina. The maximum power that can be transmitted is limited by eye-safety regulations. The LOS links are very susceptible to blocking probability and does not allow mobility, and complex tracking system may be necessary. Though diffuse system is less susceptible to blocking, multipath propagation leads to high path loss and ISI leading to high power penalty [6, 43, 44]. The background radiations from both natural and artificial source act as noise at receiver and if proper technology is not incorporate at the receiver; this would limit the range of the system. In addition, the IR receiver sensitivity is significantly lower than that of radio channels as the detector responds linearly with the incident power and hence the system is more susceptible to path loss.

Both IR and RF have advantages and disadvantages and it would be too early to predict that IR system would dominate the indoor personal communication. It would rather be a hybrid of the IR-RF system that would be the most suitable for the applications as the
IR system provide unparallel bandwidth while RF system can provide flexibility and mobility. It would be more likely that the two system works in complementary manner, the preference depending upon the applications [4, 43, 119, 141].

2.3 Link Configurations

A number of topologies can be adopted for the effective communication for different indoor environments and applications. The topologies employed for various designs can be classified according to 1) the degree of directionality of transmitter and receiver and 2) the existence of the LOS path between the transmitter and the receiver [6, 43, 142]. Different link configurations of the IR links are given in Figure 2.1. For the directed LOS, there must be an unobstructed path between the transmitter and the receiver for an uninterrupted communication. The transmitter has very narrow beam and receiver has narrow field of view (FOV) resulting in a minimum path loss and rejection of the ambient light. The directed LOS links can achieve the maximum data rate and the data rate is limited only by the photodetector capacitance [143]. However, the LOS is suitable only for specific applications due to blocking and shadowing probability and lack of mobility. Tracking option is often incorporated in the transmitter and the receiver to allow for mobility to the system.

![Diagram of Link Configurations](image)

Figure 2.1: Classification of infrared links.
In the non-directed LOS, a broader coverage area and mobility is achieved by using a wide beam transmitter and wide FOV receivers. This set-up eases the strict hardware set-up to maintain uninterrupted path between the transmitter and the receiver in directed LOS. However, path loss is higher and the link is prone to blocking. In hybrid LOS systems, either the transmitter or the receiver has a wide FOV, while the other element has a narrow FOV. A typical hybrid LOS system uses ceiling mounted transmitters that illuminate the wide area.

Like in directed LOS links, the transmitter has a narrow angle emission and the receiver has a narrow FOV for directed non-LOS links. However, to overcome any obstacles between them, the transmitter is aimed at a reflective surface so that the first reflection can reach the receiver. In addition to overcoming barrier, the information signal is received after a single reflection, which minimizes the multipath dispersion [141]. However, the alignment is problematic due to highly directional transmitter and receiver. The hybrid system incorporates either a wide beam transmitter or a narrow FOV receiver or vice versa. This relaxes the need for strict alignment between the transmitter and the receiver. Though blocking probability can be significantly reduced using the link design, the system is affected by multipath propagation.

One of the most attractive link configurations is the non-directed and non-LOS (diffuse) link as there is no need for accurate alignment between transmitter and receiver and also the system can provide the flexibility in terms of mobility. The typical configuration proposed in Geffer [3] consists of a wide beam transmitter pointed towards the ceiling where beam undergo multiple reflection before it is collected by wide FOV receiver. The system displays excellent mobility, low blocking probability and easy link set-up. Possible mobility within certain periphery makes diffused link more suitable for portable applications. However, the path loss is very high, in the range of 120-130 dB for a typical configuration [6] and the ultimate unequalized bit rate is limited to 260 Mbps due to high ISI cause by multipath propagation [3, 144].

Quasi-diffuse link is often preferred in indoor environment as the system can provide low probability of the blocking and high mobility without a high path loss. In the quasi-diffuse link, multiple transmitters with narrow beam width is directed in different directions and multiple receiver with narrow FOV focusing in different directions can be utilised for collecting the radiation [127, 145, 146]. The quasi-diffuse system
requires lower transmitter power, has a lower path loss and reduced multipath
dispersion compared to the wide beam transmitter [125].

2.4 Indoor Optical Wireless Channel

Intensity modulation with direct detection (IM/DD) is the only practicable method of
communication because of the cost and complexity [43]. The transmitted optical power
of the source $x(t)$ is directly varied by changing the drive current according to the
modulating signal. The receiver employs a photodetector. The photocurrent $y(t)$ of the
photodetector is directly proportional to instantaneous power incident upon it, i.e.
proportional to the square of received electric field. The model is shown in Figure 2.2
where $R$ is the photodetector responsivity, $h(t)$ is the baseband channel impulse response
and $n(t)$ is the signal independent shot noise, modelled as AWGN.

The equivalent baseband model of an optical wireless link can be summarised by:

$$y(t) = R x(t) \otimes h(t) + n(t) ;$$  \hspace{1cm} (2.1)

where symbol $\otimes$ denotes the convolution.

There is a major difference between the RF and the optical links. The channel input is
non-negative value as the instantaneous optical power is non-negative, i.e.

$$x(t) \geq 0. \hspace{1cm} (2.2)$$

The average transmitted optical power $P_{avg}$ is given by:

$$P_{avg} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} x(t) \, dt ;$$  \hspace{1cm} (2.3)

![Figure 2.2: Equivalent baseband model of an optical wireless system using IM/DD.](image)
rather than the usual time-average of $|x(t)|^2$ used RF system. However, the SNR is defined in terms of the electrical power:

$$SNR = \frac{R^2 H^2(0) P_{avg}}{R_b N_0} ;$$  \hspace{1cm} (2.4)

where $N_0$ is the noise spectral density and $H(0)$ is the channel DC gain given by:

$$H(0) = \int_{-\infty}^{\infty} h(t) \, dt .$$  \hspace{1cm} (2.5)

The source of noise is the ambient light, emanating from both the natural and artificial sources. The IR and visible background noise gives rise to the shot noise, which can be modelled as additive, white, Gaussian, and independent of $x(t)$ [7]. In the presence of intense ambient light, which is usually the case, shot noise is the dominant noise source in a typical diffuse receiver. Even if little or no ambient light is present, the dominant noise source is the receiver preamplifier noise, which is also signal independent and Gaussian [147]. If $I_B$ is the average DC photocurrent in the photodetector generated by the shot noise, the single-sided power spectral density (PSD) $N_0$ is given by [82]:

$$N_0 = 2q I_B ;$$  \hspace{1cm} (2.6)

where $q$ is the charge of an electron.

As large area photodetector is employed in optical communication system compared to the wavelength of the carrier, the multipath fading is not present. But the temporal dispersion of the received signal due to multipath propagation is a problem [144]. In short distance LOS links, multipath dispersion is seldom a problem and LOS links channel are often modelled as a linear attenuation and delay [95]. The optical LOS links are considered as non-frequency selective and the path loss depends on the square of distance $d_{TR}$ between the transmitter and the receiver. The detected radiant flux $\Phi$ at the receiver also depends on the effective photodetector area $A \cos(\psi)$. The transfer function of LOS link $H_{LOS}(0)$ can be simplified to [20]:

$$H_{LOS}(0) = \frac{A \cos(\psi)}{d_{TR}^2} .$$  \hspace{1cm} (2.7)
The attenuation in a diffuse channel is difficult to predict since it is dependent on a multitude of factors, such as room dimensions, the reflectivity of the ceiling, walls and objects within the room, and the position and orientation of the transmitter and receiver, window size and place and other physical matters within a room. There are different attempts to accurately characterise the indoor optical channel [14, 95, 96, 111, 148-165]. Mathematically, the impulse response of the optical wireless channel is calculated by integrating the power of all the components arriving at the receiver after multipath propagation [149]. The response of a LOS link is an impulse with the delay due to the propagation path. The received signal in case of the non-LOS links consists of various components arriving from different path, the path-length of these components differ in proportion to the room design, hence there is broadening of the pulse. The distribution of the channel gain in decibel (dB) for the LOS component follows a modified gamma distribution, and the channel gain in dB for LOS channels including all reflections follows a modified Rayleigh distribution for most transmitter–receiver distances [14].

The first channel model proposed by Barry et al [153] evaluates the impulse response of an arbitrary room with Lambertian reflectors. This method calculates the multiple reflections of the signal based on recursive algorithm. However, the model is applicable for a specific room configuration and does not take account of shadowing and furniture layout. More efficient simulation model for indoor channel is proposed by Lomba et al [111, 151] considering multiple reflection of the signal. The simulation efficiency is improved by ‘time-delay agglutination’ and ‘time and space indexed tables’ procedures. Iterative site-based model was suggested by Carruthers et al [95, 150] to simulate the effect of multipath reflections in the receiver. The study suggested that channels LOS paths must be modelled separately from those fully diffuse channels with no such path. A new approach was taken by López-Hernández et al [163] to develop efficient simulation of the channel by slicing into time steps rather than into a number of reflections. The indoor optical channel is modelled as parallel combination of LOS and diffuse paths and analytical model is introduced by Jungnickel et al [148]. Most of the channel models described above are based on the Monte-Carlo Ray tracing algorithm and Lambert’s model of reflection. However, the use of Phong’s model can lead to different impulse response for the same channel with respect to Lambert’s model when surfaces present a high specular component [157]. The impulse response can be modelled by decomposing signal into primary and higher-order reflections [149]. The gamma probability density function is used for the matching function of the primary
reflection impulse response. Impulse response of the higher order reflections is simulated using spherical model. The analysis shows that the bandwidth characteristics are dominated by the response of the primary reflection. Though many models had been proposed and studied for simulating impulse response of indoor IR channel, by far the most used in simulation is the ceiling bounce model introduced by Carruthers and Kahn [95] because of its excellent matching with the measured data and simplicity of the model. The multipath IR channels are characterized by only two parameters, optical path loss and RMS delay spread. This method came up with a closed form expression for the impulse response assuming the transmitter and the receiver to be co-located in planes parallel to the floor and directed towards the ceiling. The accuracy of the ceiling model can be improved by modifying the expression for delay spread [156, 166]. In this study, channels with a range of delay spreads are considered. Since modified ceiling bounce model differ from the model introduced by Carruthers and Kahn [95] only on the calculation of the delay spread and both use same expression for \( h(t) \), it is in fact irrelevant to discuss the difference of the model here. The detail of the ceiling bounce model is given in Chapter 6 of this thesis.

2.5 Optical Transmitter and Eye-Safety

The optical transmitter converts an electrical signal to an optical signal. A variety of light sources are used for optical transmission mainly semiconductor laser diodes (LD) and LED. The output optical intensity of these devices is approximately linearly proportional to drive current. The LEDs are constructed of direct band gap semiconductors [167] and the central wavelength \( \lambda \) of the emitted photons is given by [167]:

\[
\lambda = \frac{hc}{E_g} ;
\]  

(2.8)

where \( h \) is Planck’s constant, \( c \) is the velocity of light in vacuum and \( E_g \) is the band gap energy.

LEDs are based on the principal of spontaneous emission and LD operates on stimulation emission. So a population inversion needs to be created to operate an LD,
which means the LD must properly be biased for its operation. LDs are highly coherent and the spectral width is much smaller than LED. However, the operating cost is much higher because of complexity in circuiting. The physical structure and physics of these device are beyond the scope of this thesis and interested reader can refer to [144, 167, 168]. Only brief comparisons of the LD and the LED are provided for indoor OW applications.

The comparisons of the LED and the LD are given in Table 2.2. The use of these devices in optical communication depends on many factors, namely speed of operation, age factor and the cost. The emission spectra of an LED are much broader than that of an LD. The full width half maximum (FWHM) of the LD can be as low as 0.1 nm in contrast to the LED which can have FWHM 20 nm or more. Due to the stimulated emission, the recombination time constant of LD is much lower than that of the LED, allowing high speed of operation for LDs. In fact, the LDs can operate in gigahertz range while LEDs are limited to a megahertz range [45, 144]. LDs are pointed devices and because of coherency and high intensity of the emitted radiation, the LD might not be safe for indoor applications without the beam being diffused to ensure the safety. The holographic diffuser [26, 46] and integrating sphere diffusers can be used for making the transmitted power eye-safe [48, 169]. LEDs, on the other hand, radiate in a wide angle and are generally considered to be eye-safe. Wide transmitted beam in LEDs make them more suitable for non-directed links [12]. Also due to simplicity in drive circuit and cost factors, LEDs are more suitable for low cost indoor applications with limited data rates. LED suffers from low electrical-to-optical conversion efficiency, low modulation bandwidths, broad spectral width leading to the difficulty in rejection of the ambient light at the receiver [144]. The nonlinearity in output power due to the temperature fluctuation and ageing factor is more pronounced in LDs.

Human eye is a very sensitive tissue and could be damaged by extreme conditions. The cornea and lens are transparent to the visible and near-IR wavelengths. High intensity light entering within these wavelengths could permanently damage the eye as the light is focused on to the retina and retina has no pain sensor. Since IR wavelength is invisible light, eye cannot provide blinking reflex and hence laser operating at near-IR wavelength are potentially hazardous. Since low cost optoelectronics components are available at the range of 780-950 nm wavelength, they are more suitable for low cost indoor application. However, only a limited link range can be achieved at these
wavelengths due to eye-safety. The eye-safety regulation limits the average power to be less than 1mW [41]. On the other hand, laser beams at 1550 nm wavelength are absorbed by the cornea and lens and do not focus onto the retina, hence they are potentially safe [170]. The permitted average optical radiation in 1550 nm wavelength is much higher (Table 2.3) compared to the 800 nm range. Hence larger link length can be achieved in 1550 nm. Moreover, operating in the wavelength can provide additional advantages like compatibility with the fibre optics and higher receiver sensitivity [170].

Table 2.2: Comparisons of LED and LD [144].

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>LED</th>
<th>LD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical spectral width</td>
<td>25-100 nm</td>
<td>0.1 to 5 nm</td>
</tr>
<tr>
<td>Modulation bandwidth</td>
<td>Tens of kHz to hundreds of MHz</td>
<td>Tens of kHz to tens of GHz</td>
</tr>
<tr>
<td>Special circuitry required</td>
<td>None</td>
<td>Threshold and temperature compensation circuitry.</td>
</tr>
<tr>
<td>Eye safety</td>
<td>Considered Eye safe</td>
<td>Must be rendered eye safe</td>
</tr>
<tr>
<td>Reliability</td>
<td>High</td>
<td>Moderate</td>
</tr>
<tr>
<td>Cost</td>
<td>Low</td>
<td>Moderate high</td>
</tr>
</tbody>
</table>

Table 2.3: Laser classifications [41, 144].

<table>
<thead>
<tr>
<th>Category</th>
<th>650nm (Visible)</th>
<th>880nm (Infrared)</th>
<th>1310nm (Infrared)</th>
<th>1550nm (Infrared)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>≤ 0.2mW</td>
<td>≤ 0.5mW</td>
<td>≤ 8.8mW</td>
<td>≤ 10mW</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.2-1mW</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Class 3A</td>
<td>1-5mW</td>
<td>0.5-2.5mW</td>
<td>8.8-45mW</td>
<td>10-50mW</td>
</tr>
<tr>
<td>Class 3B</td>
<td>5-500mW</td>
<td>2.5-500mW</td>
<td>45-500mW</td>
<td>50-500mW</td>
</tr>
</tbody>
</table>
2.6 Optical Receiver

The optical receiver collects light and converts the incident light into electrical current. Photodiodes normally operate in reverse biased condition and if the incident photons have sufficient energy, they will generate free electron-hole pairs. The drift and diffusion of these carriers constitute the photocurrent. The basic steady-state operation of a solid-state photodiode can be modelled by the expression [144].

\[ I_p = q\eta_i \frac{P_p}{\hbar v} \]  

(2.9)

where \( I_p \) is the average photocurrent, \( \eta_i \) is the quantum efficiency of the device, \( P_p \) is the incident optical power, \( v \) frequency and \( \hbar \) is the photon energy. The ratio of the electrical current \( I_p \) generated to the incident optical power \( P_p \) indicates the conversion efficiency of the device and is known as the responsivity \( R \). Rearranging (2.9), the responsivity \( R \) of the photodiode is given by [144]:

\[ R = \frac{I_p}{P_p} = \frac{q\eta_i}{\hbar v} \]  

(2.10)

Two types of medium- and large-area silicon photodiodes are widely available: ordinary positive-intrinsic-negative (PIN) photodiodes and avalanche photodiodes (APDs). The main limiting factor for use of these devices in wireless communication is the junction capacitance of the devices. Large area photodiodes are used in the optical wireless receiver to collect as much transmitted light as possible, which leads to high capacitance and slow speed of operations. The sensitivity improves as the photodiode area reduces because of the correspondingly lower capacitance. However, small-area photodiodes incur a greater coupling loss due to the small aperture they present to the incoming beam, so a careful trade-off between these factors is necessary to optimize the final performance [7].

Though structurally very similar, working principle of the PIN photodiode and APD are different. The incident light is absorbed in the intrinsic region of PIN photodiode producing free carriers which are collected in junction to produce photocurrent. The APD works on the principle of the avalanche multiplication that when accelerated free carriers collide with lattice generates more carriers. As a result, APDs have a
photocurrent gain of greater than unity, while PIN photodiodes are fixed at unit gain [144].

Table 2.4 shows the comparison of PIN photodiodes and APDs. APDs are favoured in direct detection optical receivers when there is little ambient-induced shot noise, as their internal gain helps to overcome preamplifier thermal noise, which increases the receiver SNR [41]. However, APD has non-linear behaviour; as a result addition circuitry is necessary to improve the performance. This increases the cost and lowers the system reliability [38]. PIN photodiodes are commonly used in the indoor OWC due to lower cost, tolerance to wide temperature fluctuations, linear response over a wide range and operation with an inexpensive low-bias voltage power supply [38]. PIN receivers are about

10 to 15 dB less sensitive than APD receivers [42]. Increasing the transmitter power and using larger receiver lens diameter can compensate the reduced sensitivity of these receivers [42]. The better internal gain of APDs increases the SNR but APDs are expensive and need high operating voltages. To increase the efficiency of the system, the transmitter should work in the range of 900 nm as the photo-response of silicon PIN is peak at this value, and fall sharply in the wavelength above this value [37].

Table 2.4: Comparisons of PIN diodes versus avalanche photodiodes.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PIN photodiode</th>
<th>Avalanche photodiode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation bandwidth</td>
<td>Tens of MHz to tens of GHz</td>
<td>Hundreds of MHz to tens of GHz</td>
</tr>
<tr>
<td>Photocurrent gain</td>
<td>1</td>
<td>$10^2$-$10^9$</td>
</tr>
<tr>
<td>Special circuitry required</td>
<td>None</td>
<td>High Bias voltage and temperature compensation circuitry</td>
</tr>
<tr>
<td>Linearity</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Cost</td>
<td>Low</td>
<td>Moderate to high</td>
</tr>
</tbody>
</table>
2.7 Ambient Light Sources

The ambient light source (both natural and artificial) has optical spectrum in both the operating line-width of 830 nm and 1550 nm. The photocurrent generated by the ambient lights act as a noise source in the receiver, which degrades the performance. The average combined power of the ambient light results in the photodetector generating a DC background photocurrent $I_B$ that gives rise to shot noise $n(t)$ which is the dominant noise source in optical wireless systems [44]. The shot noise due to ambient light is independent of the signal and can be modelled as a white Gaussian [43, 82] with one-sided PSD $N_0$ given by (2.6). The main sources of ambient light are sunlight, incandescent lamps and fluorescent lamps. The optical spectrum of the ambient light is shown in Figure 2.3. The spectra have been scaled to have equal maximum value, and the longer wavelength region of the fluorescent lamp spectrum has been amplified by a factor of 10 in order to make it clearly visible. The sunlight is typically the strongest source of noise and represents an unmodulated source of ambient light with a very wide spectral width and a maximum PSD located at ~500 nm. Sunlight produces the highest levels of background current and is the major source of shot noise at the receiver photodiode. The background current due to artificial illumination is only few tens of $\mu$A, well below that produced by sunlight which could be as high as 5 mA [171].

![Figure 2.3: Optical power spectra of common ambient light sources [43]](image-url)
Moreira et al [77, 79] carried out extensive measurements of a variety of ambient light sources and produced a model to describe the interference signal. Boucouvalas [81] also carried out similar measurements, which included a number of consumer products which use IR transmission. Along with experimental characterization of ambient light sources, a significant amount of work has been done on analyzing the effect of ambient light interference (ALI) on the link performance [78, 80, 82, 84, 86, 87, 172, 173].

All artificial ambient light sources are modulated, either by the mains frequency or, in the case of some fluorescent lamps, by a high frequency switching signal. Incandescent lamps have a maximum PSD around 1 μm, and produce an interference signal which is a near perfect sinusoid with a frequency of 100 Hz [79]. Only the first few harmonics carry a significant amount of energy and interference effect can be effectively reduced by using a HPF [78, 79, 87]. The interference produced by fluorescent lamps driven by the conventional ballasts is distorted sinusoidal and extending up to 20 kHz [79]. The interference can be effectively reduced using a HPF of with a cut-off frequency of 4 kHz even at a low data rate of 1 Mbps and does not cause a significant degradation in performance [78].

The interference produced by the fluorescent lamps driven by the electronic ballasts is the most serious source of performance degradations. The spectrum of the interference depends on the switching frequency. However all models exhibit components at the switching frequency and at harmonics of that frequency. Harmonics of the switching frequency can extend into the MHz range, and therefore present a much more serious impairment to optical wireless receivers. The interference can be modelled using a high frequency component and low frequency component and due to significant spectral component at high frequencies, even the HPF does not provide significant improvement in the performance for different modulation schemes even at higher data rates (> 10 Mbps) [78, 80].

Other noise source like IR audio headphone transmitters and TV remote control unit can be sources of the noise as the operating wavelengths of these equipments coincide with OW transceiver [81].

A significant effort has been made for design of receiver to reduce the effect of the ambient light in the receiver [80, 81, 87-89, 143]. The most obvious method is the
combination of an optical bandpass filter and an electrical HPF. In order to remove the RF interference arising from ambient light sources, a HPF is often inserted in the receiver chain, prior to decision thresholding. However, with baseband modulation schemes such as OOK, this causes a baseline wander (BLW) [91]. The daylight optical filter can remove significant amount of out-of-band light noise. However, a large proportion of spectrum of ambient light overlaps with the operating wavelength of OW transceiver at 870 nm and 1500 nm introducing interference. The use of a differential receiver to cancel the interference was suggested by Barry [174]. A different approach to reduce the interference in taken by Moreira et al [87] in which they have utilized the combination of the differential receiver and optical filter. The technique can be applied to any type of ALI, incandescent light and fluorescent light with and without electronic ballasts, or any combination of them [87]. A differential detector coupled with two orthogonal linear polarisers can be effective in the removing time-varying interference. The method is simple and very useful for overcoming the interference due to ambient-noise light [88]. Angle diversity receiver technique takes advantage of the directionality of the light source. Due to the directional nature of both the signal and noise, the SNR depends on: i) on the position, orientation and radiation pattern of the signal and noise sources; and ii) on the position, orientation and FOV of the receiver [89, 175]. In his work, multiple receivers with a narrow FOV for focusing in different direction are utilised instead of a single receiver with a wide FOV. The receiver operates by estimating the SNR seen by each sector and combines them in order to maximise the SNR.

2.8 Modulation Techniques

A number of modulation techniques have been proposed and thoroughly analysed in literature for indoor OWC systems. Because of the constraint imposed to maximum average radiation due to eye-safety and power efficiency to improve the battery life of handheld device, the transmitted power should in fact be as low as possible. Limitations on power favours modulation with high peak to mean power characteristics like PPM with a short pulse duration. The main metrics against which a particular modulation technique is assessed are the reliability of the transmission, the bandwidth efficiency and the power efficiency it offers under typical noise and multipath conditions.
i) **Transmission Reliability:** A modulation technique should be able to provide a minimum acceptable error-rate in adverse possible conditions. The modulation should be able to provide resistance to the ISI and variations in the data signal DC component [125]. A long absence of ‘zero to one’ transition may be problematic as the clock recovery by a digital phase locked loop (DPLL) might not be feasible [176]. Moreover, multiple consecutive high pulses should be avoided, since the resulting IR signal would be distorted by the HPF in the receiver [177]. In addition, the modulation technique should be resistant to a number of factors such as the phase jitter due to variations of the signal power, pulse extensions due to diffusion component larger time constant and pulse distortion due to near field signal clipping [20, 125].

ii) **Power Efficiency:** The transmitted optical power is limited as a result of eye and skin safety requirement [42, 43] and for battery powered optical wireless gadgets the power consumption needs to be minimised as well. These factors make the power efficiency of a particular modulation technique the most important consideration. As such, different signalling schemes are usually compared in terms of the required average optical power (or SNR) to achieve a desired error performance at given data rate. The power efficiency $\eta_p$ of a modulation scheme is given by the average power required to achieve a given BER at a given data rate [44]. Mathematically, $\eta_p$ is defined as [20]:

$$\eta_p = \frac{E_{\text{pulse}}}{E_{\text{bit}}}$$  \hspace{1cm} (2.11)

where $E_{\text{pulse}}$ is the energy per infrared pulse and $E_{\text{bit}}$ is the average energy per bit.

iii) **Bandwidth Efficiency:** Although the optical carrier theoretically can be considered as having ‘unlimited bandwidth’, the other constituents (the photodetector area, multipath channel) in the system limit the amount of bandwidth that is practically available for a distortion-free communication system [42]. Also the ensuing multipath propagation in diffuse link/non-directed LOS limits the available channel bandwidth [149]. This also makes the bandwidth efficiency a prime metric. The bandwidth efficiency $\eta_B$ is defined as [20]:
\[ \eta_B = \frac{R_{bit}}{B}; \]  

(2.12)

where \( R_{bit} \) is the achievable bit rate and \( B \) is the bandwidth of the IR transceiver. The relationship bandwidth and power efficiencies depend on the average duty cycle \( \gamma \) given by [20]:

\[ \eta_p = \frac{\eta_B}{\gamma}. \]  

(2.13)

iv) **Other Considerations:** Implementation simplicity is another design requirement when considering a modulation scheme. The cost of implementing a very complex modulation scheme might render the scheme unfeasible irrespective of its power/bandwidth efficiency. Other indices against which modulation schemes are compared and evaluated are resilience to interference from the artificial ambient light sources and the channel induced dispersion as well as power contained at and near DC.

Significant number of modulation techniques had been proposed for indoor optical wireless channel. The modulation techniques can broadly be classified into two groups: baseband and subcarrier schemes.

### 2.8.1 Digital Baseband Modulation Techniques

For the signalling schemes in this class, the data has not been translated to a much higher carrier frequency prior to intensity modulation of the optical source. Thus a significant portion of the signal power is restricted to the DC region. Signal mapping of different baseband modulation schemes utilised in this study is given in Figure 2.4 and described in details below.

#### 2.8.1.1 OOK

OOK is the most reported modulation techniques for IM/DD in optical communication. This is apparently due to its simplicity. A bit one is simply represented by an optical pulse that occupies the entire or part of the bit duration while a bit zero is represented by
the absence of an optical pulse (see Figure 2.5). Both the return-to-zero (RZ) and non-return-to-zero (NRZ) schemes can be applied. In the NRZ scheme, a pulse with duration equal to the bit duration is transmitted to represent 1 while in the RZ scheme the pulse occupies only the partial duration of bit. Figure 2.5 shows the single mapping of OOK-NRZ and OOK-RZ with a duty cycle $\gamma = 0.5$ for average transmitted power of $P_{\text{avg}}$. Hence, the envelop for OOK-NRZ is given by:

$$p(t) = \begin{cases} 2P_{\text{avg}} & \text{for } t \in [0, T_b) \\ 0 & \text{elsewhere} \end{cases} \quad (2.14)$$

where $T_b$ is the bit duration.

The electrical PSDs of the OOK-NRZ and OOK-RZ ($\gamma = 0.5$) assuming independently identically distributed (IID) one and zeros are given by [178]:

![Figure 2.4: Symbol mapping of different modulation techniques.](image)

![Figure 2.5: Transmitted waveforms for OOK: (a) NRZ, and (b) RZ ($\gamma = 0.5$).](image)
$$S_{\text{OOK-NRZ}}(f) = (p_{\text{avg}} R)^2 T_b \left( \frac{\sin \pi f T_b}{\pi f T_b} \right)^2 \left[ 1 + \frac{1}{T_b} \delta(f) \right];$$

$$S_{\text{OOK-RZ}(\gamma=0.5)}(f) = (p_{\text{avg}} R)^2 T_b \left( \frac{\sin \pi f T_b}{\pi f T_b} \right)^2 \left[ 1 + \frac{1}{T_b} \sum_{n=-\infty}^{\infty} \delta \left( f - \frac{n}{T_b} \right) \right];$$

where $\delta(\cdot)$ is the Dirac delta function.

The PSDs of OOK-NRZ and OOK-RZ ($\gamma = 0.5$) are plotted in Figure 2.6. The power axis is normalized to the average electrical power multiplied by the bit duration $(p_{\text{avg}} R)^2 T_b$ and the frequency axis is normalized to the bit rate $R_b (1/T_b)$. For baseband modulation techniques, the bandwidth requirement is generally defined as the span from DC to the first null in the PSD of the transmitted signal. As expected, OOK-RZ ($\gamma = 0.5$) has twice the bandwidth requirement of OOK-NRZ, since the pulses are only half as wide. The OOK-NRZ has power efficiency $\eta_p$ of 2 and bandwidth efficiency $\eta_B$ of 1. The OOK-RZ has the same $\eta_p$ as OOK-NRZ however $\eta_B$ depends on the duty cycle $\gamma$. The bandwidth efficiency $\eta_B$ for $\gamma = 1/4$ is very low, with a value of 0.25. Furthermore, RZ does not support sample clock recovery at the receiver because it allows a long low signal without any 0 to 1 transition [20]. Therefore, bit stuffing is necessary which further decreases $\eta_B$. Both OOK-NRZ and OOK-RZ have significant power content at DC and low frequencies, making difficulties in removing the noise imposed by artificial sources of ambient light. The penalties imposed when the high pass filtering is imposed in such system are known as BLW.

![Diagram showing PSD of OOK-NRZ and OOK-RZ (\gamma = 0.5)](image_url)

Figure 2.6: PSD of OOK-NRZ and OOK-RZ ($\gamma = 0.5$) [51].
The system block diagram of OOK-NRZ system with a matched filter based receiver is given in Figure 2.7. The binary data \( a_i \in \{0, 1\}; \ i = 1,2 \ldots \) is passed through a transmitter filter \( p(t) \) with a unit-amplitude impulse response of one bit duration \( T_b \) to convert it to a continuous signal. Hence, the output of the transmitting filter \( s(t) \) is

\[
s(t) = \sum_{i=-\infty}^{\infty} a_i p(t - iT_b).
\] (2.17)

The continuous electrical signal \( s(t) \) is converted to an optical signal using typical LEDs or LDs and the optical signal is transmitted through the channel. The output of the transmitter filter is scaled by the peak detected signal photocurrent \( 2P_{\text{avg}} \) where \( P_{\text{avg}} \) is the average transmitted optical signal power. The signal independent shot noise \( n(t) \) is added to the signal, which is modelled as white and Gaussian, with a single-sided power spectral density \( N_o \) [82]. The receiver front incorporates a photodetector, which converts incident optical signal to photocurrent. To account for the effect of photodetector on the received signal, the received signal is scaled by the photodetector responsivity \( R \) taken to be unity in the thesis. Hence the detected signal \( z(t) \) is:

\[
z(t) = R[x(t) + n(t)].
\] (2.18)

For the AWGN without channel distortion, the optimal receiver is the maximum likelihood (ML) receiver. ML receiver involves continuous-time filter with an impulse response \( r(t) \), which is matched to the transmitted pulse shape \( p(t) \), followed by a sampler and a threshold detector [43]. The output of the matched filter is sampled at the end of each bit period and a binary ‘one’ or ‘zero’ is assigned to the sampled value depending upon the amplitude being greater than or less than the threshold value. The impulse response of the matched filter \( r(t) \) and the sampled output \( y_i \) of the matched filter are given by:

\[
r(t) = \frac{p(-t)}{\sqrt{E_p}};
\] (2.19)

![Figure 2.7: The block diagram of OOK system.](image)
\[ y_i = z(t) \otimes r(t)|_{t=t_b}; \]  

where the symbol \( \otimes \) denotes convolution and \( E_p \) is the energy of the transmitted pulse:

\[ E_p = \begin{cases} (2RP_{avg})^2T_b & \text{for } \alpha_i = 1, \\ 0 & \text{otherwise} \end{cases}. \]  

For the IID binary data, the optimum threshold level \( \alpha_{opt} \), which minimises the probability of error, lies midway between expected one and zero levels [179]. Thus,

\[ \alpha_{opt} = RP_{avg}\sqrt{T_b}. \]  

Hence, the probability of bit error for OOK-NRZ is given by [44]:

\[ P_{\text{be,OOK}} = Q \left( \frac{RP_{avg}\sqrt{T_b}}{\sqrt{N_0/2}} \right); \]  

where \( Q(\cdot) \) is the \( Q \)-function, \( Q(\theta) = \frac{1}{\sqrt{2\pi}} \int_{\theta}^{\infty} e^{-\frac{\omega^2}{2}} d\omega. \)

Since average energy per bit \( E_b \) is given by:

\[ E_b = \frac{E_p}{2} = 2 \left( RP_{avg} \right)^2 T_b; \]  

Thus equation (2.23) can be expressed as:

\[ P_{e,\text{bit,OOK}} = Q \left( \frac{E_b}{\sqrt{N_0}} \right). \]  

In the OOK-RZ formatting, the average energy per bit is increased by a factor of 1/\( \gamma \). Hence in an AWGN channel, OOK-RZ signaling requires 5log\( \gamma \) (dB) of optical power less than the OOK-NRZ data format to achieve the same level of bit error performance. However, the penalty will be in term of the bandwidth requirement which increases by a factor of \( \gamma \).
To reduce the BER, a number of forward error controls can be applied [66]. In diffuse optical links, the multipath induced dispersion limits the achievable data rate. For instance, a data rate of 100 Mbps is not feasible with OOK signalling within a channel having a normalised delay spread of 0.6 [95]. For OOK to perform optimally in a multipath channel, the maximum likelihood sequence detector (MLSD) should be adopted. However, the implementation of such detector is not practical because of its complexity and the prohibitive processing time. A sub-optimal but practical approach would be to use an equalizer. Employing a decision feedback equaliser (DFE) with the OOK makes the hitherto unfeasible 100 Mbps data rate a possibility even in the most dispersive channel as reported in [95]. Various other equalization techniques have been proposed for OOK scheme and their detailed analysis are available in [43, 95, 149] and references there in. The error control code and equalization techniques will be discussed further in subsequent chapters in the thesis. OOK-NRZ is used for all study and OOK will be used to represent OOK-NRZ unless stated otherwise.

2.8.1.2 PPM

PPM is an orthogonal baseband modulation technique well researched in optical communications for its superior power efficiency compared to any other baseband modulation techniques [84]. This factor makes it well suited for handheld devices, where lower power consumption is one of the key factors. It finds commercial application in point-to-point communication like IrDA, laptop, palmtop etc. An \( L \)-PPM symbol consists of a single pulse of one slot duration within \( L \) (\( = 2^M \), where bit resolution \( M > 0 \) is an integer) possible time slots with the remaining slots being empty (see Figure 2.4 for the detail symbol mapping). Information is encoded within the position of the pulse and the position of the pulse corresponds to the decimal value of the \( M \)-bit input data. In order to achieve the same throughput, PPM slot duration \( T_{s,PPM} \) is shorter than the OOK bit duration \( T_b \) by a factor \( L/M \) i.e.

\[
T_{s,PPM} = \frac{T_b M}{L}.
\]  

(2.26)

Hence the PPM symbol sequence is given by [116, 180]:
\[ x(t) = LP_{\text{avg}} \sum_{k=0}^{L-1} c_k p \left( t - \frac{kT_{\text{symb}}}{L} \right); \]  

where \( c_k \) is the PPM symbol sequence, \( T_{\text{symb}} = T_b M \) is the symbol interval.

Unlike OOK, PSD of PPM has zero DC values for all \( M \) [181]. This provides increased resistance to BLW over DC schemes and permits the use of higher cut-on frequencies when using high-pass filtering to reject the interference produced by artificial sources of ambient light [80].

The block diagram of the matched filter based receiver for PPM scheme is given in Figure 2.8. The PPM encoder converts \( M \)-bit binary data sequence input bits \( \{a_i; i = 1..M\} \) into one of the possible \( L \) symbols. The PPM symbols are passed to a transmitter filter \( p(t) \) which has a unit amplitude rectangular impulse response with a duration of one slot \( T_{s,PPM} \). The output of the transmitter filter is scaled by the peak detected signal photocurrent \( LP_{\text{avg}} \). The channel noise \( n(t) \) is added to the modulated signal. The received signal is scaled by the photodetector responsivity \( R \) at the receiver. The detected signal \( z(t) \) is passed to the unit energy matched filter with an impulse response \( r(t) \) matched to \( p(t) \).

In the AWGN channel, two decoding algorithms can be used for the PPM signals:

i. Hard decision decoding using a threshold detector.

ii. Soft decision decoding using a maximum a posteriori (MAP) or maximum likelihood detector.

Figure 2.8: The block diagram of the matched filter based receiver for PPM scheme with soft and hard decision decoding.
For the hard decision decoding scheme, the filter output is sampled at the end of each slot, and a “one” or a “zero” is assigned depending on whether the signal is above or below the threshold level at the sampling instant. For the ‘soft’ decision scheme, a block of $L$ samples are passed to a soft decision detector, which assigns a one to the slot which contains the largest sample and zeros to the remaining slots. In the soft decoding, the threshold value is not necessary as the decision is made based on the relative values of the slot within a symbol. This method of decoding is optimal for systems in which AWGN is the dominant noise source and there is no channel distortion [179].

Since the peak output of the matched filter when a pulse is transmitted is $\sqrt{E} = L R P_{\text{avg}} \sqrt{T_s}$ and 0 for the empty slot, the slot error probability for hard decision is given by [44, 84]:

$$P_{se,PPM,hard} = \frac{1}{L} Q \left( \frac{L R P_{\text{avg}} \sqrt{T_s} - \alpha}{\sqrt{N_0/2}} \right) + \frac{(L - 1)}{L} Q \left( \frac{\alpha}{\sqrt{N_0/2}} \right) ; \hspace{1cm} (2.28)$$

where $\alpha$ is the threshold level. Since the probabilities of empty slots and a pulse are not equal, a threshold value of $\alpha = \sqrt{E}/2$ is not optimum. The probability is a complicated function of the signal and noise powers, and the order $L$. Nonetheless, for low probability of error, the $\alpha = \sqrt{E}/2$ is very close to the optimum value and (2.28) can be simplified to:

$$P_{se,PPM,hard} = Q \left( \frac{E}{\sqrt{2N_0}} \right) ; \hspace{1cm} (2.29)$$

Note that $E$ is the energy of a symbol, which encodes $\log_2 L$ bits of data. Hence, the average energy per bit $E_b$ is given by [179]:

$$E_b = \frac{E}{\log_2 L} . \hspace{1cm} (2.30)$$

On simplification, (2.30) can be written as:

$$E_b = L (R P_{\text{avg}})^2 T_b . \hspace{1cm} (2.31)$$

The average optical power requirement to achieve a given BER for $L$-PPM hard decoding and soft decoding systems are, respectively given by [43, 44]:
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where $P_{\text{avg,OOK}}$ is the average optical power requirement for OOK. From (2.33), it is apparent that to achieve similar error performance, PPM requires an average power lower than that required by OOK by a factor of $\sqrt{(0.5L \log_2 L)}$. Since most of the indoor optical channels are power limited (rather than bandwidth limited), then PPM schemes with $L > 2$ would be a desirable option. In fact, 4-PPM is the signalling format adopted by the IrDA in their serial physical layer at a data rate of 4 Mbps.

Symbol and slot synchronization as well as the multipath induced ISI are the limiting factors in the performance of the PPM schemes. In diffuse links, the incurred power penalty due to the ISI is higher than that of the OOK signalling, because of smaller slot durations. The descriptions of MLSD as well as the DF and the linear equalizers applied to reduce the power penalty due to multipath propagation and the performance of the equalized and unequalized $L$-PPM can be found in [67, 84, 97-99, 181, 182].

A number of variations of PPM have been proposed for the indoor OWC. In order to avoid consecutive pulses, PPM plus (PPM+) was proposed in [20] where a redundant low chip is inserted after each high chip. Tough PPM+ improves the reliability; it further decreases the bandwidth efficiency. Other variations of PPM are multiple PPM (MPPM) and overlapping PPM, the performance of which is reported in [116, 183, 184]. The differential PPM (DPPM) improves the power efficiency as well as bandwidth efficiency or the throughput by removing all the empty slots that follow a pulse in a PPM symbol [52, 185]. The average number of slots per symbol in DPPM $\bar{L}_{\text{DPPM}} = (L + 1)/2$ is almost half that of PPM. This provides possibility for improving the data throughput or bandwidth efficiency [52]. With every DPPM symbol ending with a pulse, there exists an inherent symbol synchronization capability. On the AWGN channel, for any given $L$, DPPM has a slightly higher power requirement but a much lower bandwidth requirement compared with PPM. A MAP detector scheme to overcome the ISI due to multipath propagation is suggested in [185] with significant performance improvement and more than 10 dB less power requirement than the hard decision. Performance of DPPM with concatenated coding in diffuse channel is reported.
in [22] in which a combination of marker and Reed–Solomon codes is used to correct insertion/deletion errors.

Combination of the PPM with the pulse amplitude modulation can be used to improve the data throughput, bandwidth capacity and peak-to-average power ratio (PAPR). A number of such variations had been suggested including DAPP [21, 186], multiple pulse amplitude and position modulation [54, 187].

2.8.1.3 Pulse Interval Modulation

In pulse interval modulation, information is encoded by inserting empty slots between two pulses. The simplest method is to use DPIM [24, 50, 51]. DPIM is an anisochronous modulation technique, in which each block of \( M (= \log_2 L) \) input data bits \( \{d_i, i = 1, 2, ..., M\} \) is mapped to one of \( L \) possible symbols \( \{s(n), 0 < n \leq L\} \) of different length. A symbol is composed of a pulse of one slot duration followed by a series of empty slots, the number of which is dependent on the decimal value of the \( M \)-bit data stream being encoded (see Figure 2.4). DPIM can be used to achieve either higher bandwidth efficiency or power efficiency compared to PPM by varying the value of \( L \). For a fixed average bit rate and fixed available bandwidth, improved average power efficiency can be achieved when using higher bit resolution (i.e. higher \( M \)) compared to PPM [51]. Unlike PPM schemes where both slot and symbol synchronisations are the requirement, DPIM also offers a built-in symbol synchronisation capability.

Since symbol length in DPIM is variable, slot duration \( T_{s,DPIM} \) is chosen in such a way that the mean symbol length is equal to the time taken to transmit the same number of bits using fixed symbol (frame) length schemes such as OOK and PPM. \( T_{s,DPIM} \) is given as [12]:

\[
T_{s,DPIM} = \frac{T_b M}{\hat{l}_{DPIM}};
\]  

(2.34)

where \( \hat{l}_{DPIM} \) is the average symbol length of DPIM.
The system block diagram of the matched filter based receiver for DPIM system is shown in Figure 2.9. The DPIM encoder maps each block of log₂L input bits to one of L possible symbols, each different in length. The symbols are passed to a transmitter filter, which has a unit-amplitude rectangular impulse response \( p(t) \), with a duration of one slot \( T_{s,DPIM} \). The output of the transmitter filter is scaled by the peak detected signal photocurrent \( I_{DPIM} \). Shot noise \( n(t) \) is then added to the signal. The receiver consists of a photodetector of responsivity of \( R \) followed by a unit energy matched filter with an impulse response \( r(t) \), which is matched to \( p(t) \). The filter output is sampled at the end of each slot period, and a one or zero is assigned depending on whether the signal is above or below the threshold level at the sampling instant. Though suboptimal, a threshold level is set to \( \alpha = R P_{avg} \sqrt{I_{DPIM} T_b \log_2 L} / 2 \), which is midway between expected one and zero levels, can be used for simplification of the receiver.

In contrast to PPM, DPIM has a variable symbol length. As a result, an error in a symbol not only affects the symbol itself but also the preceding symbols. Therefore it is difficult to localise an error to a particular symbol. Consequently the error performance simply cannot be described in terms of BER. In such cases the error performance is best described in terms of SER \( P_{se} \) and packet error rate (PER) \( P_{pe} \). For non-dispersive channel, the SER for the DPIM system with matched filter based receiver and threshold level set in the middle of the energy of the pulse and zero is given by [51]:

\[
P_{se,DPIM} = Q \left( \sqrt{\frac{E}{2N_0}} \right);
\]

where \( E \) is the energy of a symbol and is given by \( \sqrt{E} = I_{DPIM} R P_{avg} \sqrt{T_{s,DPIM}} \).

\[
I_{DPIM} = \frac{2^M + 1}{2}.
\] (2.35)
Unlike the case of PPM, the PSD of DPIM has a significant DC and low frequency components [50, 188]. Hence, DPIM system suffers from the BLW effects when the HPF is used [91, 189]. In order to avoid symbols with a zero time slot between the adjacent pulses, an additional guard slot (GS) of one or more time slots may be added to each symbol immediately following the pulse. Adding one or more guard slots also provides immunity to the multipath induced ISI for moderately dispersive channel [190]. For highly dispersive channel, equalization schemes must be incorporated to achieve a reasonable SER. The performance of the DPIM system with an equalizer is evaluated in [51, 191] and it is found that zero-forcing DFE provides significantly better performance compared to the DPIM with guard slots.

A further improvement in throughput and capacity can be achieved by implementing a more complex baseband modulation techniques like the DH-PIMΓ [25]. The \( n \)th symbol \( X_n(h_n,d_n) \) of a DH-PIMΓ sequence is composed of a header \( h_n \in \{H_0, H_1\} \) initiating the start of a symbol and a number of empty information slots \( d_n \). Depending on the most significant bit (MSB) of message \( a_i \), one of two possible symbol headers of equal duration \( T_h = (\Gamma + 1)T_s \), where \( \Gamma > 0 \) is an integer, could be considered, header \( H_0 \) and \( H_1 \) for MSB of “0” and “1”, respectively. The value of \( d_n \in \{0,1,\ldots,2^{M-1}-1\} \) is simply the decimal value of \( a_i \) or its 1’s complement when a symbol starts with \( H_0 \) and with \( H_1 \), respectively [112]. A guard slot \( T_g \in \{(0.5 \Gamma + 1)T_s, T_s\} \) corresponding to \( h_n \in \{H_0,H_1\} \) is used in DH-PIMΓ symbol. The header pulses have dual functions of symbol initiation and built-in symbol synchronization. The average symbol length \( \bar{L}_{DH-PIM} \) and slot duration \( T_{S,DH-PIM} \) of DH-PIMΓ are given by [112]:

\[
\bar{L}_{DH-PIM} = \frac{(2^{M-1} + 2\Gamma + 1)}{2};
\]

\[
T_{S,DH-PIM} = \frac{2M}{(2^{M-1} + 2\Gamma + 1)R_b};
\]

Figure 2.10: The block diagram of the matched filter based receiver for DH-PIM scheme.
DH-PIM$_{r}$ average symbol length can be reduced by a proper selection of $\Gamma$, thus offering improved transmission throughput and bandwidth requirements compared to the DPIM, DPPIM and PPM schemes [25].

A system block diagram of DH-PIM$_{r}$ scheme is given in Figure 2.10. An $M$-bit binary input sequence $a_i = \{a_1, a_2…a_M\}$, is first converted into DH-PIM$_{r}$ symbol format $b_i$ before being applied to a transmitter filter $p(t)$ with a unit-amplitude impulse response of one slot duration $T_{s,DH-PIM}$. The output of the transmitter filter is scaled by the peak detected signal photocurrent $I_{DH-PIM}P_{avg}$, where $I_{DH-PIM}$ is the average symbol length of DH-PIM symbols. Like in other systems, AWGN $n(t)$ is added to the signal before being detected by a photodetector at the receiver. Received signal is scaled by $R$ to account the photodetector responsivity. The output of the optical receiver $z(t)$ is applied to a matched filter, followed by a sampler (sampling at the slot rate $f_s = 1/T_{s,DH-PIM}$) and a threshold detector to regenerate the DH-PIM$_{r}$ sequence $\hat{b}_i$.

In the non-dispersive channel, the matched filter based receiver with the receiver sampling rate equal to the slot rate is used. Assuming $H_0$ and $H_1$ are equally likely, the slot error probability of the DH-PIM$_{r}$ for a LOS link configuration is given by [112]:

$$P_{se,DH-PIM} = \frac{1}{4I_{DH-PIM}} \left[ (4I_{DH-PIM} - 3\Gamma)Q \left( \frac{\mu R P_{avg}}{\sqrt{N_0 R_b}} \right) \right]$$

$$+ 3\Gamma Q \left( \frac{\mu(1 - \alpha) R P_{avg}}{\sqrt{N_0 R_b}} \right);$$

where $\mu = \sqrt{32M I_{DH-PIM}/9\Gamma^2}$, $\alpha$ is the threshold level and $P_{avg}$ is the average received optical power.

The symbol mapping of the baseband modulation techniques discussed so far is summarised in Table 2.5. The average symbol length and bandwidth requirement for these modulation techniques are listed in Table 2.6. DH-PIM$_{r}$ offers a higher bit rate compared to the DPIM and PPM and requires less bandwidth with higher average optical power requirements [25, 192]. For the same order of bit resolutions, the DH-PIM$_{2}$ provide improved resistance to multipath induced ISI [193] and equalization can significantly improved the error performance [194]. Since DH-PIM$_{r}$ symbol has a significant DC and low frequency components compared to the DPIM and PPM [195], the DH-PIM$_{r}$ has higher power penalty due to HPF for lower cut-off frequencies [85].
Table 2.5: Symbol mapping of PPM, DPPPM, DPIM, DH-PIM, MDPIM and DAPPM for bit resolution of $M = 3$.

<table>
<thead>
<tr>
<th>OOK</th>
<th>8-PPM</th>
<th>8-DPPM</th>
<th>8-DPIM</th>
<th>8-DH-PIM$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>10000000</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>001</td>
<td>10000000</td>
<td>01</td>
<td>10</td>
<td>1000</td>
</tr>
<tr>
<td>010</td>
<td>00100000</td>
<td>001</td>
<td>100</td>
<td>10000</td>
</tr>
<tr>
<td>011</td>
<td>00010000</td>
<td>0001</td>
<td>1000</td>
<td>100000</td>
</tr>
<tr>
<td>100</td>
<td>00001000</td>
<td>00001</td>
<td>10000</td>
<td>110000</td>
</tr>
<tr>
<td>101</td>
<td>00000100</td>
<td>000001</td>
<td>10000</td>
<td>11000</td>
</tr>
<tr>
<td>110</td>
<td>00000010</td>
<td>0000001</td>
<td>100000</td>
<td>1100</td>
</tr>
<tr>
<td>111</td>
<td>00000001</td>
<td>00000001</td>
<td>1000000</td>
<td>110</td>
</tr>
</tbody>
</table>

Table 2.6: The average symbol length and bandwidth requirement of PPM, DPIM and DH-PIM.

<table>
<thead>
<tr>
<th>Modulation Scheme</th>
<th>PPM</th>
<th>DPIM</th>
<th>DH-PIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average symbol Length</td>
<td>$2^M$</td>
<td>$(2M + 3) / 2$</td>
<td>$(2^{M-1} + 2M + 1) / 2$</td>
</tr>
<tr>
<td>Bandwidth requirement normalised to NRZ-OOK</td>
<td>$R_b 2^M / M$</td>
<td>$R_b (2M + 3) / 2M$</td>
<td>$R_b (2^{M-1} + 2M + 1) / \Gamma M$</td>
</tr>
</tbody>
</table>

Other baseband modulation techniques based on the multilevel pulse amplitude modulation and PIM also exist. For further discussion, one can refer to [19, 21, 23, 54, 185]. The focus of this study is not to approve or disapprove effectiveness of particular modulation techniques for indoor OWC links, rather to apply some of the advanced signal processing to mitigate the adverse channel effect in indoor OWC for existing modulation techniques.
2.8.2 Subcarrier Intensity Modulation

The subcarrier intensity modulation in optical communications follows from techniques such as multiple carrier modulation in radio communication. Optical subcarrier modulation operates by combining one or multiple RF carriers called subcarriers, and using this composite RF signal $m(t)$ to modulate the intensity of an optical source [196, 197]. Prior to this, the data stream is pre-modulated on the subcarrier frequencies using evolved modulation schemes such as phase shift keying (PSK), quadrature amplitude modulation (QAM) [198]. During one symbol duration $m(t)$ is given by:

$$m(t) = \sum_{j=1}^{N_s} A_j g(t) \cos(\omega_{cj} t + \theta_j); \tag{2.39}$$

where $N_s$ is the number of subcarriers, $g(t)$ is the rectangular pulse shape function, $\{\omega_{cj}\}_{j=1}^{N_s}$ is the angular frequency and $\{A_j\}_{j=1}^{N_s}$ is the peak amplitude of each subcarrier.

At the receiver, a direct detection is employed followed by a standard RF demodulator to extract the data. For a single SIM, the electrical filter used at the receiver must have the same bandwidth as OOK signalling if quadrature-PSK is used. For BPSK modulated subcarrier the bandwidth requirement is twice that of OOK. For multiple SIM, the bandwidth requirement apparently increases by a factor of $N$. Since each subcarrier contained in $m(t)$ is sinusoidal with both positive and negative values, to modulate the intensity of the LD (or an LED) without clipping, the amplitude of this composite signal must always be greater than the threshold current. A DC offset must therefore be added to $m(t)$ in order to meet this requirement. Consequently, subcarrier modulation schemes are less power efficient than pulse modulation techniques. For instance in an AWGN limited direct LOS IR communication link, using a single-SIM with either BPSK or QPSK results in 1.5 dB more optical power compared to the OOK [20]. Additionally, the optical modulation depth must be such that the optical source operates within its dynamic range. SIM can also be implemented with the subcarrier signals made orthogonal to one another to achieve orthogonal frequency division multiplexing (OFDM) [114, 115]. This is particularly interesting as it can be easily implemented via IFFT/FFT in available signal processing chips [43, 196]. By ensuring that each subcarrier transmits at relatively low data rates, the need for an equalizer can be avoided while maintaining the same aggregate data rate. It also offers a
greater immunity to near DC noise from the fluorescent lamps [43, 196]. However with a DC offset, a multiple SIM results in a $10\log N$ (dB) increase in optical power requirement compared with a single subcarrier. Also, multiple SIM suffers from both inter-modulation and harmonics distortions due to the inherent optical source non-linearity.

2.9 Summary

The infrared wireless communication in indoor environment has attracted a considerable research interest in the past decade. It gained a quick popularity due to availability of huge unregulated bandwidth and many other advantages over the RF links. Moreover, the availability of low cost receiver and transmitter makes it suitable for indoor communication. The infrared communication has its own challenges. The average optical power that can be transmitted is limited by the eye safety reason, so the link budget should be properly managed and the background ambient light introduce shot noise to the system. With IrDA already in successful operation and supported by industrial and academic research, some of these problems are resolved. The infrared wireless system as a complementary to RF system for wireless connectivity is a very promising technology. The infrared offers virtually unlimited licence free bandwidth, low transceiver cost and electromagnetic interference free operation.

Significant works have been done in the investigation of intensity modulation, direct detection baseband modulation techniques. The most popular modulation techniques are OOK due to its simplicity in the implementation and PPM for unparallel power efficiency. Other modulation techniques like DPIM and DH-PIM can either provide improved bandwidth efficiency (increase throughput) or improved power efficiency. However there is always a trade-off between the bandwidth and the power. This study has proposed a number of advanced techniques to mitigate the adverse channel effect for indoor OWC. Due to space limitation, performances of only few baseband modulation schemes are investigated. However, the techniques proposed in the study should in fact be equally applicable to other modulation techniques.
Chapter 3  Symbol Retransmission Scheme

3.1  Introduction

The key advantage of the digital communication system is the possibility to recover exact replica of the transmitted message in a given channel conditions. Since the message is binary, having either zero or one state, error occurs if a binary zero is received when a binary one is transmitted or vice versa. The error probability in the received signal depends on the noise level which is quantified using the SNR. The error probability in the system is measured in terms of the BER and there is a direct relationship between the SNR and BER. If the BER performance of any communication system is below the acceptable level, it is necessary to increase the transmitter power, which in turns increases SNR of the system. Ironically, the maximum transmitted optical power in indoor OW applications is limited due to the ocular safety reasons [41, 43]. Furthermore, indoor OW channel links performance degrades significantly due to the ambient light interference [78, 80]. Hence an alternative method to improve the reliability is sought out. One option is to use the error control code methods. Following Shannon famous paper on the relationship between the channel capacity and the SNR [199], a number of codes providing a low error probability in a given channel condition had been proposed. The basic concept in the error control code is to add redundancies in the transmitted data, and use the redundancy to detect and correct errors in the received data.

Significant work has been done in the field of error control coding, a number of very powerful codes including the turbo code [200] and the low parity density code (LPDC) [201] have been proposed. In this chapter existing codes have been applied to different environments to assess the performance of the indoor OW channel. The simplest form of the error control code is the repetition code in which multiple copies of the same message are transmitted and the receiver makes the decision based on the most repeated symbol. In this chapter, the error performance of the repetition coding for different modulation techniques is reported. The analytical calculation of slot error probabilities are given followed by computer simulations. The error correction repetition coding for
error detection is introduced in Section 3.1 followed by the symbol retransmission scheme in Section 3.2. The mathematical analysis and simulation results for the symbol retransmission scheme for DH-PIM modulation are presented in Section 3.3 and Section 3.4, respectively. The summary of the chapter is given in the final section.

### 3.2 Repetition Coding

The simplest form of error correct code is the repetition coding in which a bit is repetitively transmitted a predefined number of times i.e. the \((n, 1)\) repetition code, where \(n\) is odd, is obtained by repeating the input bit \(n\) times. The decoding at the receiver is done by the majority decoding rule [201]. If the majority of the received bits is “0”, then decode a “0”, otherwise decode a “1”. For example, for a \((5, 1)\) repetition code, if there are three or more “1” in the received codeword, the decoder will select “1”. Otherwise the decoder selects “0”. Since the minimum Hamming distance \(D_{hm}\) of a \((n, 1)\) repetition code is \(n\), the system can detect \((n - 1)\) errors and correct \([(n - 1)/2]\) errors, where \([x]\) is the largest integer less than or equal to \(x\). Hence, the decoder will introduce errors if more than half of the received bits are in error.

The bit error probability in a coded system can be calculated by summing all probabilities that more than half of the received bits are in error. The probability \(P(i, n)\) that exactly \(i\) bits are in error out of \(n\) bits is given by:

\[
P(i, n) = \binom{n}{i} p^i (1 - p)^{n-i};
\]

where \(p\) is the probability of error in each random bit.

Then the BER \(P_e^n\) of a \((n, 1)\) repetition code is:

\[
P_e^n = \sum_{i=\kappa+1}^{n} \binom{n}{i} p^i (1 - p)^{n-i};
\]

where \(\kappa = [(n - 1)/2]\).

The bit error probabilities for different code rates and different BERs are listed in Table 3.1. The improvement in the BER performance is at the cost of reduced throughput and implementation complexity. BER performance improves with increasing the repetition rate but throughput of the system reduces accordingly.
Table 3.1: Probability of bit error for \((n, 1)\) repetition code.

<table>
<thead>
<tr>
<th>Input BER</th>
<th>Output BER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>code (3,1)</td>
</tr>
<tr>
<td>(10^{-2})</td>
<td>2.98E-4</td>
</tr>
<tr>
<td>(10^{-3})</td>
<td>2.998E-6</td>
</tr>
<tr>
<td>(10^{-4})</td>
<td>3.000E-8</td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>3.000E-10</td>
</tr>
<tr>
<td>(10^{-6})</td>
<td>3.000E-12</td>
</tr>
</tbody>
</table>

### 3.3 Symbol Retransmission

A symbol retransmission technique, in which each symbol is retransmitted for a predefined number of times, is suggested for PPM scheme [55-57]. This technique can easily be implemented in the FPGA and offers an incremental SNR gain of ~3 dB with doubling the code repetition rate [55]. Similar techniques can be applied to other modulation techniques like DPIM and DH-PIM. However, due to lack of fixed symbol boundaries in DPIM and DH-PIM, the analysis of error probability should take care of the variable symbol length as well as the probability of the symbol error. The slot error probability of PPM can be derived simply from symbol error probability due to fixed symbol length [57].

The analysis of slot error probability for variable symbol length modulation techniques is discussed below. For the verification of analysis, computer simulation is carried out for DH-PIM scheme.

### 3.4 Symbol Retransmission for Variable Symbol Length Modulation Schemes

For practical purpose, retransmission rates must be three or greater as the retransmission rate of two will not provide any performance gain. In the case of retransmission rate of two, the receiver compares two symbols and selects the first symbol rather than requesting a retransmission. However, the downside is that one cannot determine which symbol is the correct; therefore this procedure is not recommended for practical applications. In the case of three symbols retransmission, if an error occurs in only one
symbol, the remaining two symbols are the same. The receiver can select one of two symbols as the valid symbol. In this way, a slot error confined to one symbol can be detected and corrected. Slot errors appearing in more than one symbol could be detected and corrected by increasing the symbol retransmission rate, but this is not practical due to the reduced data throughput.

Consider a modulation scheme with retransmission rate \( R_{rt} \) where \( R_{rt} = 1, 3, 4 \) or 5. The retransmission rate \( R_{rt} \) is achieved by transmitting a symbol \( x(t) \) repetitively \( R_{rt} \) times. At the receiver, a majority decision mechanism is applied to the received sequence, i.e. the receiver selects the symbol that is repeated the highest number of times from a group of received symbols. For the case where more than one symbol are different but are repeated the same number of times, the receiver can arbitrarily select one of them as no mechanism exists to point out the correct symbol. The majority decision algorithm for \( R_{rt} = 4 \) is shown in Figure 3.1. Here, each symbol \( x(t) \) is transmitted four times and the received group of symbols are \( y_r(t) = \{ y_1(t), y_2(t), y_3(t), y_4(t) \} \).

The decoded symbol \( y \) is correct as long as it is equal to \( x \) (in what follows hereafter, \( x \) and \( y \) will replace \( x(t) \) and \( y(t) \) for simplicity). As can be seen from Figure 3.1, probability \( P(y_i = y_j) \) depends on the equality of the received symbols. Symbols equality \( y_i = y_j \) for all \( i \neq j \) depends two factors: (i) the probability of the received symbol being error-free and/or (ii) the error(s) slot position. Thus, in the mathematical analysis both the probabilities of slot error and equality of erroneous symbols are taken into consideration. For the calculation of slot error probability, following assumptions are made: a) all the possible symbols are equi-probable, b) the probabilities of occurrence of errors in all slots and symbols are equal and c) the occurrence of error in two or more slots within the same symbol is very low.

At the receiver when decoding, comparisons are carried out at the symbol level, therefore the symbol error probability \( P_{syme} \) is determined and is given by [25]:

\[
P_{syme} = 1 - (1 - P_{se})^{L};
\]

(3.3)

where \( P_{se} \) is the probability of slot error and \( L \) is the average symbol length. The detailed derivation of SER calculation for \( R_{rt} \) of 3, 4 and 5 is described below. In the following derivations, \( P(x) \) denotes the probability of the event \( x \), \( P_{syme}(m, n) \) denotes the
probability of occurring errors in exactly $n$ symbols out of $m$ symbols, $P_{\text{eq}}$ and $P_{\text{uneq}}$ are the probability of $n$ symbols being equal and unequal, respectively, $P_{nm}$ and $P_n$ are the dummy variables denoting error probability due to $m$ symbols being equal out of $n$ erroneous symbols and the total symbol error probability due to error in $n$ symbols.

Figure 3.1: A flow chart showing the majority decision process for $R_r = 4$. 
3.4.1 Slot Error Rate Equations

Case 1: Three symbol retransmission ($R_r = 3$)

The decoded symbol will have an error if one of the following conditions is true:

1. $P_1 = P_{syme}(3,3) = p_{syme}^3$.  \hfill (3.4)

2. 

\begin{align*}
(a) & \quad P_{22} = P_{2eq}P_{syme}(3,2) = \frac{1}{L} \left[ \frac{3!}{2!} p_{syme}^2 \left(1 - P_{syme}\right) \right] \\
(b) & \quad P_{21} = \frac{2}{3} P_{2uneq}P_{syme}(3,2) = \frac{2}{3} \left(1 - \frac{1}{L}\right) \left[ \frac{3!}{2!} P_{syme}^2 \left(1 - P_{syme}\right) \right].
\end{align*} \hfill (3.5, 3.6)

The total probability of symbol error for $R_r$ of 3 is the summation of (3.4), (3.5) and (3.6) given as:

\begin{align*}
P_{syme3r} &= p_{syme}^3 + \frac{1}{L} \left[ \frac{3!}{2!} p_{syme}^2 \left(1 - P_{syme}\right) \right] \\
& \quad + \frac{2}{3} \left(1 - \frac{1}{L}\right) \left[ \frac{3!}{2!} P_{syme}^2 \left(1 - P_{syme}\right) \right].
\end{align*} \hfill (3.7)

On simplification, (3.7) is given by:

\begin{align*}
P_{syme3r} &= p_{syme}^2 \left[ \frac{1}{L} + 2 \right] - P_{syme}^3 \left[ \frac{1}{L} + 1 \right].
\end{align*} \hfill (3.8)

By substituting (3.3) into (3.8) the SER for $R_r = 3$ is given as:

\begin{align*}
P_{se3r} &= 1 - \left[ 1 - \left( p_{syme}^2 \left[ \frac{1}{L} + 2 \right] - P_{syme}^3 \left[ \frac{1}{L} + 1 \right] \right) \right]^{1/L}.
\end{align*} \hfill (3.9)
The slot error probability for $R_r = 3$ in (3.9) shows the dependencies of average symbol length $\bar{L}$ and symbol error probability $P_{syme}$. Since $P_{syme}$ can be calculated from slot error probability $P_{se}$ as given in (3.3), $P_{se3r}$ can theoretically be calculated if the average symbol length as well as $P_{se}$ is known. At low values of $P_{syme}$, the higher order of $P_{syme}$ can be neglected and hence $P_{se3r}$ is proportional to the square of $P_{syme}$. Such simple relationship between $P_{se3r}$ and the average symbol length $\bar{L}$ does not exist. It can only be safe to say that $P_{se3r}$ is inversely proportional to $\bar{L}$. Figure 3.2 shows the relation of the $P_{se3r}$ against the standard $P_{se1r}$ without retransmission for average symbol length of 2, 4, 8 and 16. For same valued of $P_{se1r}$, the values of $P_{se3r}$ decreases with increasing values of $\bar{L}$, clearly demonstrating the inverse relationship between $P_{se3r}$ and $\bar{L}$. The non-linear relationship between $P_{se3r}$ and $P_{se1r}$ is also clear from the figure and as expected from (3.9) the second order of $P_{se1r}$ is dominating factor in the curves.

![Figure 3.2](image)

Figure 3.2: Slot error probability of $R_r$ of three $P_{se3r}$ against the standard slot error probability without retransmission $P_{se1r}$ for average symbol length of 2, 4, 8 and 16.
Case 2: Four symbol retransmission ($R_{rt} = 4$)

The conditions for a decoded symbol to be erroneous for $R_{rt} = 4$ are given below:

1. \[ P_4 = P_{syme}(4,4) = P_{syme}^4. \] (3.10)

2. (a) \[ P_{33} = P_{3eq}P_{syme}(4,3) = \frac{1}{L^2} P_{syme}(4,3). \] (3.11)

(b) \[ P_{32} = P_{2eq}P_{syme}(4,3) = \frac{3L(1-\hat{L})}{L^3} P_{syme}(4,3). \] (3.12)

(c) \[ P_{31} = \frac{3}{4} P_{3uneq}P_{syme}(4,3). \] (3.13)

Hence the symbol error probability due to an error occurring in three symbols is given by:

\[ P_3 = \left[ \frac{1}{L^2} + \frac{3L(1-\hat{L})}{L^3} + \frac{3}{4} \left( \frac{1}{L^2} + \frac{3L(1-\hat{L})}{L^3} \right) \right] P_{syme}(4,3). \] (3.14)

3. \[ P_{22} = \frac{1}{2} P_{2eq}P_{syme}(4,2). \] (3.15)

The symbol error probability obtained by summation of (3.10), (3.14) and (3.15) is given by:

\[ P_{syme4r} = \frac{3P_{syme}^2}{L} + P_{syme}^3 \left( 3 - \frac{3}{L} - \frac{2}{L^2} \right) + P_{syme}^4 \left( \frac{2}{L} - 2 \right). \] (3.16)

Thus, the SER for $R_{rt} = 4$, $P_{se4r}$ is given by:
As in case of retransmission rate of 3, the slot error probability for the retransmission rate of 4 depends on the average symbol length and symbol error probability $P_{syne}$. The second order of $P_{syne}$ is dominating terms that determine the $P_{se4r}$. The coefficient of the second power of $P_{syne}$ in (3.9) is $\frac{1}{\bar{L}} + 2$ and has values between 2 and 3 as $1 \leq \bar{L} < \infty$. However, coefficient of the second power of $P_{syne}$ in (3.17) is $3/\bar{L}$, values of which can be 0 to 3. This shows that $P_{se4r}$ is always less than $P_{se3r}$ except for $\bar{L} = 1$, in which case both can have same values.

Case 3: Five symbol retransmission ($R_{rt} = 5$)

For $R_{rt}$ of 5 the decoded symbol will be error-free if at least three symbols are received correctly. However, an error will occur in the decoded symbol if one of the following conditions applies.

1. \[ P_{45} = P_{syne}(5,5) = P_{syne}^5. \]  

2. \[ P_{41} = \frac{4}{5} P_{3uneq} P_{syne}(4,5) = \frac{4}{5} \frac{\bar{L}(\bar{L} - 1)(\bar{L} - 2)\bar{L} - 2}{\bar{L}^4} P_{syne}(4,5). \]  

Hence the probability of selecting erroneous symbols due to an error occurring in any of 4 symbols is given by:

\[ P_4 = \frac{4}{5} \frac{\bar{L}(\bar{L} - 1)(\bar{L} - 2)\bar{L} - 2}{\bar{L}^4} + 1 \]

\[ - \frac{\bar{L}(\bar{L} - 1)(\bar{L} - 2)\bar{L} - 2}{\bar{L}^4} \left[ \frac{5!}{3!2!} P_{syne}^3 (1 - P_{syne})^2 \right]. \]
3.

(a) \[ P_{33} = P_{3eq}P_{syme}(5,3) = \frac{1}{L^2} P_{syme}(5,3). \] (3.22)

(b) \[ P_{32} = \frac{1}{2} P_{2eq}P_{syme}(5,3) = \frac{3L(L - 1)}{2L^3} P_{syme}(5,3). \] (3.23)

Hence,

\[ P_3 = \left[ \frac{3}{2L} - \frac{1}{2L^2} \right] \frac{5!}{3!2!} P_{syme}^2(1 - P_{syme})^2. \] (3.24)

Summing (3.18), (3.21) and (3.24) and with further simplification, the symbol error rate for \( R_{rt} = 5 \), \( P_{sym}\text{e}_{5r} \) is given by:

\[ P_{sym\text{e}_{5r}} = \left( \frac{15}{L} - \frac{5}{L^2} \right) P_{syme}^3 + \left( 4 - \frac{24}{L} - \frac{1}{L^2} + \frac{6}{L^3} \right) P_{syme}^4 \\
+ \left( -3 + \frac{9}{L} + \frac{6}{L^2} - \frac{6}{L^3} \right) P_{syme}^5. \] (3.25)

Thus, the slot error rate for \( R_{rt} = 5 \) is given by:

\[ P_{se5r} = 1 - \left[ 1 - \left( \frac{15}{L} - \frac{5}{L^2} \right) P_{syme}^3 + \left( 4 - \frac{24}{L} - \frac{1}{L^2} + \frac{6}{L^3} \right) P_{syme}^4 \\
+ \left( -3 + \frac{9}{L} + \frac{6}{L^2} - \frac{6}{L^3} \right) P_{syme}^5 \right]^{1/L}. \] (3.26)

Unlike the previous cases, (3.26) has no second order coefficients of \( P_{syme} \) indicating the possibility of lower error probability. Secondly, the lowest power of \( P_{syme} \) is \( P_{se5r} \) shows dependency on first and second powers of \( L \).

The comparative study of the slot error probabilities for retransmission rates \( R_{rt} \) of 3, 4 and 5 with average symbol lengths \( L \) of 2 and 16 is given in Figure 3.3. The figure clearly demonstrates the performance improvement in terms of lower error probability for retransmission schemes. \( R_{rt} \) of 3 and 4 offers significantly less improvement compared to that of 5. Unlike cases of \( R_{rt} \) of 3 and 5, slot error probabilities for \( R_{rt} = 4 \) show little variation over \( L \) of 2 and 16. For \( R_{rt} \) of 3 and 5, smaller values of \( L \) offer lower error probabilities.
Figure 3.3: SER for retransmission rate of 3, 4 and 5 against the standard slot error probability without retransmission for average symbol length of 2 and 16.

3.5 SER for DH-PIM with Symbol Retransmission

The system block diagram for the symbol retransmission scheme for DH-PIM scheme is depicted in Figure 3.4. The input binary data $b_k$ is first converted to its equivalent DH-PIM symbol $x_k$. The retransmission encoder duplicates $x_k$ ‘$r$’-times, and its output symbol sequence $x_{rk}$ is applied to the optical transmitter. Assuming the noise signal $n(t)$ being white and Gaussian, the received signal is $z(t) = [x(t)+n(t)]$. At the receiver the output of photodetector is passed through a matched filter, the output of which is sampled at the slot rate $T_s^{-1}$, prior to being applied to the threshold detector to regenerate the transmitted DH-PIM symbol stream, $z_k$. The function of retransmission decoder is reverse of the retransmission encoder; the only difference is that the encoder outputs $\{x_{1k},...,x_{rk}\}$ are identical whereas the decoder outputs $\{y_{1k},...,y_{rk}\}$ are not. The output of the decision circuit $y_k$ is an approximation of transmitted symbol $x_k$ based on the received DH-PIM sequence $\{y_{1k},...,y_{rk}\}$ following the algorithm described in Figure 3.1. The output from decision devices in converted to binary data $\hat{b}_k$ using DH-PIM decoder. To determine SER, $x_k$ and $y_k$ are compared slot-by-slot. It is possible to determine the BER by comparing $b_k$ and $\hat{b}_k$. However, for a variable symbol length modulation scheme such as DH-PIM, PER is the preferred option, which is directly calculated from the SER [51].
3.5.1 Results and Discussions

To verify the mathematical analyses derived in Section 3.4.1, the proposed system is simulated in Matlab based on the block diagram given in Figure 3.4. All the important system parameters adopted for simulation are given in Table 3.2. The theoretical results for the SER for 16-DH-PIM2 for different retransmission rates, is displayed in Figure 3.5. The performance of different code can be compared using the code gain which is defined as the difference in SNRs for the uncoded and the code systems to achieve the same error probability. It is observed that at low values of $P_{se}$ the code gains for $R_{rt}$ of 3 and 4 are very close. This can be explained with reference to (3.17) and (3.26) where it is shown that $P_{serr}$ depends on the second and higher powers of $P_{se}$, with the latter having a negligible contribution in $P_{serr}$ as $P_{se}$ decreases. The marginal improvement in the code gain for $R_{rt}$ of 4 compared to $R_{rt}$ of 3 is mainly due to a large coefficient of $P_{se}^2$ in (3.17). Since the coefficient of $P_{se}^3$ is negative in (3.9) and positive in (3.17), the difference in the code gain is larger at lower values of SNR compared with the higher values. In case of $P_{se5}$, the dominant term is $P_{se}^3$, therefore, the code gain increases as $P_{se}$ decreases compared with $R_{rt}$ of 3 and 4.

![Figure 3.4: The system block diagram of the proposed DH-PIM symbol retransmission.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>1 and 2</td>
</tr>
<tr>
<td>$M$</td>
<td>3, 4 and 5</td>
</tr>
<tr>
<td>Detector responsivity $R$</td>
<td>1 A/W</td>
</tr>
<tr>
<td>Ambient induced shot noise current $I_b$</td>
<td>200 μA</td>
</tr>
<tr>
<td>Bit rate $R_b$</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>Retransmission rate $R_{rt}$</td>
<td>3, 4 and 5</td>
</tr>
</tbody>
</table>
Figure 3.5: The predicted SER against the electrical SNR for retransmission rate of 3, 4 and 5 at a data rate of 1 Mbps for 16-DH-PIM2.

Figure 3.6 shows the theoretical and Monte-Carlo simulation results for the SER against the electrical SNR for different retransmission rates at a data rate of 1 Mbps for 16-DH-PIM1&2. Although in the analysis it is assumed that the error per symbol is limited only to one slot, it is observed that the simulation and theoretical results match closely up to $P_{se}$ of $10^{-3}$. The divergence between the predicted and simulated result at lower $P_{se}$ is due to computational power as the number of symbols generated for each case is only $10^4$. At very high values of $P_{se}$ there is little or no code gain that improves with decreasing $P_{se}$. As expected, increasing the rate of retransmission will decrease the SNR requirements to achieve a certain SER at the cost of reduced system data throughput and increased system complexity. At a $P_{se}$ of $10^{-5}$, the SNR code gains for DH-PIM2 are 3.6, 4.3 and 5.2 dB for $R_r$ of 3, 4 and 5, respectively compared with $R_r$ of 1. The SNR for DH-PIM1 gain drops to 2.4, 3.3 and 4.2 dB for $R_r$ of 3, 4 and 5, respectively. This drop in the SNR gain is mainly attributed to the symbol header composed of three slots with a pulse of half slot duration.
Figure 3.6: (a) The SER against the electrical SNR for retransmission rate of 3, 4 and 5 at a data rate of 1 Mbps for 16-DH-PIM$_2$; (b) the SER against the electrical SNR for retransmission rate of 3, 4 and 5 at a data rate of 1 Mbps for 16-DH-PIM$_1$. 
Table 3.3: Code gain for 16-DH-PIM retransmission system at $P_{se}$ of $10^{-4}$.

<table>
<thead>
<tr>
<th>DH-PIM $\Gamma$</th>
<th>Code gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{rt} = 3$</td>
</tr>
<tr>
<td>$\Gamma = 2, M = 3$</td>
<td>2.72</td>
</tr>
<tr>
<td>$\Gamma = 2, M = 4$</td>
<td>2.57</td>
</tr>
<tr>
<td>$\Gamma = 2, M = 5$</td>
<td>2.33</td>
</tr>
<tr>
<td>$\Gamma = 1, M = 3$</td>
<td>2.48</td>
</tr>
<tr>
<td>$\Gamma = 1, M = 4$</td>
<td>2.26</td>
</tr>
<tr>
<td>$\Gamma = 1, M = 5$</td>
<td>2.07</td>
</tr>
</tbody>
</table>

Table 3.3 illustrates the code gain for 16-DH-PIM$_{1&2}$ retransmission system at error probability of $P_{se}$ of $10^{-4}$ for $R_{rt}$ of 3, 4 and 5 and $M$ equal to 3, 4 and 5. The SNR code gain decreases as $M$ increases, which is due to the fact that the average length of a symbol increases with $M$, thus resulting in a higher probability of symbol error. This can be explained with reference to (3.9), (3.17) and (3.26), in which it is shown that the probability of slot error for the retransmission case $P_{serr}$ not only depends on the $P_{se}$ but also on the average symbol length where symbols with a longer length will encounter higher probability of slot error per symbol.

### 3.6 Summary

The probability of errors for symbol retransmission with variable symbol length was evaluated. Detailed mathematical analysis was presented to derive the slot error probabilities for different retransmission rates. The analysis showed the dependencies of the error probability of retransmission schemes to the symbol error probabilities and average symbol length. The performance improves for higher retransmission rate, however longer symbol length significantly reduces the gain. A case study was provided for DH-PIM scheme to verify the analysis. The slot error probabilities for different retransmission rate were calculated using the mathematical analysis and Monte-Carlo
simulation. Computer simulation results show excellent match with the theoretical analysis confirming the results. A code gain of more than 2 dB can be achieved for a retransmission rate of 3 at $P_{se}$ of $10^{-4}$. Further code gain can be obtained if the retransmission rate is increased. Code gains of more than 3 dB and 4 dB have been obtained at $P_{se}$ of $10^{-4}$ for retransmission of 4 and 5 respectively for all cases. Code gain also depends on the average number of slots per symbol. Hence, the code gain decreases with increases in the bit resolution. The code gain for DH-PIM$_1$ is about 0.2-0.3 dB less compared to the DH-PIM$_2$ for same bit resolution and $P_{se}$. Though analysis is verified only for the DH-PIM system, it is expected that it will equally be valid for all modulation techniques with variable length like DPPM and DPIM.
Chapter 4  Convolutional Code for Indoor Optical Wireless Communications

4.1  Introductions

Though the repetition code offers an improvement in the error performance, the penalty in terms of reduced throughput is huge. The challenge is to design an efficient code which can detect the maximum number of errors with a minimum overhead and complexity. A number of efficient codes which can broadly be classified into the linear block code and convolutional code exists in the literature. More recently, turbo code [200] and the LDPC [202] with performance close to the Shannon limit are extensively studied [203-206]. These codes can be applied to OOK and PPM modulation schemes with/without simple modifications due to fixed symbol boundaries [60-71]. The complexity arises when these codes need to be applied to variable symbol length modulation techniques. Linear block codes take a fix number of input bits and add redundant bits based on the predefined algebraic equations. Block codes are not suitable for the variable symbol length modulation techniques like DPIM and DH-PIM modulation schemes. The convolutional encoder which accepts a serial input can be applied to the modulation schemes with a variable symbol length. Though turbo codes are parallel concatenation of recursive systematic convolutional code [41], it cannot be applied to variable length modulation schemes as the turbo codes are essentially block codes due to the application of interleaver. Thus the use of convolutional codes is the best option.

4.2  Convolutional Code

The source information bit stream is generally independent and identically-distributed (IID) random data, thus it is not possible to check the validity of the received sequence. The concept of the error control code is to add redundant bits that are dependent on the information bits, where dependencies are exploited at the receiver to detect and correct
errors in the received codewords. In block codes $k$ symbols are used to produce blocks of $n$ symbols (where $n > k$). On the other hand, a convolutional code operates in continuous streams of data, hence is more suitable for variable length modulation schemes in indoor OWC systems. Convolutional code is the preferred option over the block codes in practice due to its performance superiority as well as using widely available soft decoding algorithms [201].

Convolutional codes are forward error control (FEC) codes. The convolutional encoder can be viewed as finite state machine consisting of $M$-stage shift register with prescribed connections to $n$ modulo-2 adders. A $k$-bit input sequence applied to an encoder produces an $n$-bit output sequence and hence the code rate $r = k/n$. A typical $\frac{1}{2}$ rate encoder is shown in Figure 4.1. The input data to the encoder are shifted along a shift register of length $M$. The $n$-bit output of the modulo-2 adder is transmitted through the channel, where the transmitted bits sequence $\{x_1\}$ and $\{x_2\}$ are not independent but depend on a number of the $n$-bit input sequence. A symbol $(K, n, k)$ is used throughout the thesis to represent a convolutional encoder with a code rate of $k/n$ and constraint length $K = M + 1$.

The convolutional encoder can be represented by a generator representation, a tree diagram representation, a state diagram representation and the Trellis diagram representation. The generator representation shows the hardware connection of the shift register to the modulo-2 adder. A “1” represents a connection and a “0” represents no connection. The encoder in Figure 4.1 can be represented as:

$$
\begin{align*}
    g_1 &= [1 \ 1 \ 1] \\
    g_2 &= [1 \ 0 \ 1];
\end{align*}
$$

where the subscripts 1 and 2 denote the corresponding output terminals.

\[\text{Figure 4.1: } \frac{1}{2} \text{ Convolutional code encoder.}\]
The Trellis diagram is more popular and more instructive than a tree diagram. Since the convolutional code encoder is a finite state machine and the output of the encoder depends on the input and the state of encoder, it can also be represented by a state diagram. Considering the \( \frac{1}{2} \) encoder shown in Figure 4.1, the shift registers can be in any of the four possible states: 00, 10, 01 and 11. The Trellis transition diagram and the state diagram of the \( \frac{1}{2} \) encoder is given in Figure 4.2 and Figure 4.3, respectively. A dotted line in the graph indicates that the input bit is 1 and the solid line indicates that the input bit is 0.

![Trellis diagram](image)

**Figure 4.2:** State Trellis diagram of an \( \frac{1}{2} \) convolutional encoder.

![State diagram](image)

**Figure 4.3:** State diagram of an \( \frac{1}{2} \) convolutional encoder.
4.2.1 The Transfer Function and Distance Properties of a Convolutional Code

The error correction capabilities of a convolutional code depend on the decoding method and on the Hamming distance properties. It is difficult to ascertain the exact error detection and correction capabilities of a convolutional code. However, indication can be obtained by the block code concept where the error correction capabilities depend on the minimum Hamming distance $D_{hm}$ between the valid codewords \([207]\). $D_{hm}$ can be stated from its tree diagram. Alternatively, the distance properties of a convolutional encoder can be obtained from the state diagram. For simplicity, the state diagram of Figure 4.3 is modified and given in Figure 4.4. The exponent of $D$ on each branch gives the Hamming weight of the encoder output corresponding to those branches. The exponent of $I$ is the Hamming weight of corresponding branch and the exponent of $L$ is always equal to one as the length of each branch is one. Using the diagram, which consists of five nodes, the four state equations can be written as:

$$
\begin{align*}
X_b &= D^2LI X_a + LI X_c \\
X_c &= DLX_b + DLX_d \\
X_d &= DLI X_b + DLI X_d \\
X_e &= D^2LX_c
\end{align*}
$$

The transfer function of the code $T(D)$ is defined as $T(D) = X_c / X_a$. Solving (4.2) gives:

$$
T(D, L, I) = \frac{D^5 I^3 L}{1 - DL(1 + L)}. \quad (4.3)
$$

![Figure 4.4: Modified state diagram.](image)
Using the series expansion of \( (1 - DL(1 + L))^{-1} \), (4.3) leads to:

\[
T(D, L, l) = D^5 L^3 I + D^6 L^4 l^2 (1 + L) + D^7 L^5 l^2 (1 + L)^2 + \cdots
\]  

(4.4)

From (4.4) one can make the following observation on the Trellis diagram [207].

1. There is no path at a distance of 0, 1, 2, 3 or 4 from the all zero path.
2. There is a single path that has a distance of 5 from the all zero path. It differs from the all zero path in one input bit and converges to the all zero path in the third branch \( (L^3) \).
3. There are two paths having a distance of 6. Both of them differ from the all zero path by two inputs \( (I^2) \) and one converge to the all zero path in the fourth \( (L^4) \) branch and the other in fifth branch \( (L^5) \). And so on.

So \( D_{hm} \) of the above mentioned encoder is five, which means that the two errors in the received sequences are correctable. A problem with the convolutional coding is the possibility of errors propagation, which may lead to catastrophic error propagation unless the encoder state transition is chosen properly. If there is another state apart from state zero, having a zero-weight returning loop, a finite number of errors could be translated to infinite number of decoding errors, causing catastrophic error propagation [179, 208].

### 4.2.2 Optimum Decoding of a Convolutional Code - the Viterbi Algorithm

Since the convolutional encoder is a finite-state machine, the optimum decoder is the maximum likelihood sequence estimator. The convolutional code can be decoded by choosing a path in the code tree whose code sequence differs from the received sequence in the fewest number of places. Equivalently, one can use the Trellis representation. The Viterbi algorithm utilizes the Trellis diagram to compute the path metrics [209]. A metric for a particular path is defined as the Hamming distance between the coded sequence represented by that path and the received sequence. At each node the path having lower metric is retained and the other path is discarded. The paths that are retained are called the survivors. If both paths entering a node have the same metrics, either of them is chosen randomly. The Viterbi algorithm can be summarized as [209]:

---
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1) Starting at level \( j = M \), where \( M = K - 1 \) is the encoder memory, compute the metric for each path entering the state and store the survivor path and its metric for each state.

2) Increment \( j \) by 1. Compute the metric for all the paths entering each state by adding the metric of the incoming branches to the metric of the connecting from the survivor. Store the path and metric having the lower metric.

3) If level \( j < L + M \), where \( M \) is the length of incoming message, repeat step 2. Otherwise stop.

4.2.3 Performance of Convolutional Codes

To determine the probability of error for the convolutional code, without loss of generality it is assumed that all input bits are zero. Consider a node with a Hamming distance of \( d \). If \( d \) is odd, the path can correct \( \frac{1}{2}(d+1) \) number of errors, otherwise incorrect path will be selected. Therefore, the probability of selecting incorrect path is [179]:

\[
P(d) = \sum_{k=(d+1)/2}^{d} \binom{d}{k} p^k (1 - p)^{d-k};
\]

where \( p \) is the probability of occurrence of error in a bit. If \( d \) is even, incorrect path is selected when the number of errors is greater than \( d/2 \). If the number of errors is \( d/2 \), there is 1/2 probability of selecting the incorrect path. So the probability of selecting incorrect path is:

\[
P(d) = \sum_{k=d/2+1}^{d} \binom{d}{k} p^k (1 - p)^{d-k} + \frac{1}{2}\binom{d}{0.5d} p^{d/2}(1 - p)^{d/2}.
\]

The upper bound for the bit error probability \( P_{se-CC} \) for the convolutional code is given by [179]:
\[ P_{se-CC} < \sum_{d = d_{free}}^{\infty} \beta_d P(d) ; \quad (4.7) \]

where \( \beta_d \) is the coefficients of expansion of derivative of \( T(D,I) \), evaluated at \( I = 1 \).

Using \((4.7)\) the upper bound for \((3, 1, 2)\) encoder described above is given by:

\[ P_{se-CC} < \sum_{d = 5}^{\infty} 2^{(d-5)}(d - 4)P(d) . \quad (4.8) \]

Instead of using \((4.5)\) and \((4.6)\) for the \( P(d) \), one can use the upper bound \( P(d) < [4p(1 - p)]^{1/2} \) and the expression for upper bound \( P_{se-CC} \) is given by \([179, 207]\):

\[ P_{se-CC} < \frac{\partial T(D,I)}{\partial I} \bigg|_{I=1, \ d = \sqrt{4p(1-p)}} . \quad (4.9) \]

Substituting the derivative of \((4.4)\) into \((4.9)\) results in:

\[ P_{se-CC} < \sum_{d = 5}^{\infty} 2^{(d-5)}(d - 4) \left( \sqrt{4p(1 - p)} \right)^d . \quad (4.10) \]

One of the attractive features of convolutional coding is that soft decisions could be used. All above derivatives are valid for hard decisions. A further 2.5 dB is gained for \(10^{-6} < P_b < 10^{-2}\) when soft decision is employed .

### 4.3 Convolutional Coded DH-PIM

The system block diagram of the convolutional coded DH-PIM\(_{\Gamma}\) \((\text{CC-DH-PIM}_{\Gamma})\) scheme is given in Figure 4.5. The block diagram differs from Figure 2.10 as a convolutional encoder and the Viterbi decoder are implemented at the transmitter and the receiver respectively. The DH-PIM\(_{\Gamma}\) sequence \( \{b_i\} \) is applied to the convolutional encoder to generate a coded sequence \( \{b_{ci}\} \). The CC-DH-PIM symbol \( b_{ci} \) is passed through a transmitter filter \( p(t) \), scaled by the peak detected signal photocurrent
\( \overline{L}_{\text{DH-PIM}P_{\text{avg}}} \) AWGN \( n(t) \) is added to the transmitted signal \( s(t) \) before being detected by a photodetector at the receiver. The output of the optical receiver \( z(t) \) is applied to a matched filter \( r(t) \), followed by sampler and a threshold detector to regenerate the coded DH-PIM sequence \( \hat{X}_C \). Detail descriptions of each block of transmitter and receiver for DH-PIM are given in Chapter 2, Section 2.8.1.3. A ‘hard’ decision Viterbi decoder is applied \( \{\hat{b}_c\} \) to estimate the non-coded DH-PIM symbol sequence \( \hat{b}_i \).

When DH-PIM\(_r\) sequence is fed into a \((3, 2, 1)\) convolutional encoder with the state diagram shown in Figure 4.1, an exclusive pattern is generated because of the unique header patterns followed by a number of empty slots. For illustration purposes, DH-PIM\(_2\) is taken and the symbol structure of DH-PIM\(_2\) is given in Table 4.1. A DH-PIM\(_2\) symbol is composed of one of two headers \( H_0 = [100] \) and \( H_1 = [110] \), followed by a number of empty slots corresponding to the decimal value of the input bit sequence \([25]\). \( H_0 \) and \( H_1 \) will produces new header sequences of \([11 10 11]\) and \([11 01 01]\), respectively provided that the encoder initial state is ‘\( a \)’. The encoder is normally at state ‘\( a \)’ after each symbol since there are two zeros at the end of each DH-PIM\(_r\) symbol except for the symbol with a decimal equivalent of \( 2^M-1 \). For symbols with the decimal equivalent of \( 2^M-1 \), after a symbol is being generated, the encoder will be in the state ‘\( c \)’ and a different header patterns of \([00 10 11]\) and \([00 01 01]\) will be assigned to the current symbol, as symbols follow either path 3 or 4 in the Trellis diagram in Figure 4.6. Thus, CC- DH-PIM\(_r\) symbols with four headers and a limited number of possible paths will have different transfer function and error probability, which is investigated in the following Section.

![Block Diagram of Convolutional Coded DH-PIM Scheme](image)

Figure 4.5: A block diagram of convolutional coded DH-PIM scheme.
Table 4.1: The binary data, coded and uncoded DH-PIM$_2$ for $M = 3$, and $\Gamma = 2$.

<table>
<thead>
<tr>
<th>Binary data $(M = 3)$</th>
<th>DH-PIM$_2$</th>
<th>CC-DH-PIM$_2$</th>
<th>CC-DH-PIM$_2$ preceded by $2^{M-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>100</td>
<td>11 10 11</td>
<td>00 10 11</td>
</tr>
<tr>
<td>001</td>
<td>100 0</td>
<td>11 10 11 00</td>
<td>00 10 11 00</td>
</tr>
<tr>
<td>010</td>
<td>100 00</td>
<td>11 10 11 00 00</td>
<td>00 10 11 00 00</td>
</tr>
<tr>
<td>011</td>
<td>100 000</td>
<td>11 10 11 00 00</td>
<td>00 10 11 00 00 00</td>
</tr>
<tr>
<td>100</td>
<td>110 000</td>
<td>11 01 01 11 00</td>
<td>00 01 01 11 00 00</td>
</tr>
<tr>
<td>101</td>
<td>110 00</td>
<td>11 01 01 11 00</td>
<td>00 01 01 11 00</td>
</tr>
<tr>
<td>110</td>
<td>110 0</td>
<td>11 01 01 11 00</td>
<td>00 01 01 11</td>
</tr>
<tr>
<td>111</td>
<td>110</td>
<td>11 01 01</td>
<td>00 01 01</td>
</tr>
</tbody>
</table>

![Figure 4.6: Trellis diagram of CC-DH-PIM$_2$.](image)

4.3.1 Error Bound for CC-DH-PIM

As mentioned above, because of the unique header pattern, it is not difficult to verify that there is no state transition going via loop of state ‘d’ in Figure 4.4. So the state diagram of Figure 4.4 needs to be modified to Figure 4.7. One can observe that the two state diagrams are very similar except the self-loop at the state ‘d’ is not present in the modified state diagram. As the consequence, the signal flow equations are modified into the followings:
Figure 4.7: Modified state diagram for CC-DH-PIM

\[
X_b = D^2LI X_a + LI X_c \\
X_c = DLX_b + DLI X_d \\
X_d = DILX_b \\
X_e = D^2LX_c.
\] (4.11)

Solving the above equations results in the following transfer function:

\[
T(D, L, I) = \frac{D^5L^3(1 + DLI)}{1 - DL(1 + DLI)}
\] (4.12)

The upper error bound also needs to be modified according to the transfer function and the modified upper bound is given by:

\[
P_{se-CC} < P(5) + 4P(6) + 9P(7) + 20P(8);
\] (4.13)

where \(P(d)\) is given by (4.6) and (4.7).

4.3.2 SER Performance of CC-DH-PIM

The comparative studies of upper error bounds (given by (4.8) and (4.10) for a general convolutional encoder and (4.13) for CC-DH-PIM\(_r\)) can be a good measure to find the effectiveness of convolutional code for DH-PIM\(_r\). Figure 4.8 shows the predicted SER performance against the SNR for (4.8), (4.10) and (4.13) for 16-DH-PIM\(_2\). For an SER \(\leq 10^{-6}\), the upper bound for CC-DH-PIM\(_r\) and the general upper bound almost overlap, diverging at lower values of SNR. Since the upper bound for CC-DH-PIM\(_r\) is always
less than or equal to the upper bound for its counterparts, it is expected that it should
give similar or even improved SER performance compared to the other convolutional
coded modulation schemes such as OOK for the same value of uncoded SER. This is
because CC-DH-PIM has fixed header patterns that limit the number of possible paths
in the Trellis diagram. As a result, the expansion coefficient $\beta_d$ of (4.7) is different for
the CC-DH-PIM. The coefficients of $3^{rd}$ and $4^{th}$ terms of (4.10) and (4.13) are (12, 32)
and (9, 20), respectively. Although the first two terms are the dominating terms in
determining the error bound at lower SER values, the contribution of other terms cannot
be neglected for higher SER values. Hence, the error bounds (4.10) and (4.13) will have
noticeable differences at higher uncoded SER values. In other words, as the number of
possible paths decreases, the probability of error decreases. This is because there is only
a finite set of paths to choose from, thus making the decoding process much simpler.

For DH-PIM scheme, a (3, 1, 2) convolutional encoder and the Viterbi algorithm with
the ‘hard’ decoding is utilized. Assuming an ideal channel with single-sided PSD
$N_0 = 2qI_B$ and $I_b = 200 \mu$A, the proposed CC-DH-PIM system is simulated using
Matlab. The simulation parameters used and the flow chart for determining the error
rates for the CC-DH-PIM are given in Table 4.2 and Figure 4.9, respectively.

![Figure 4.8: The SER against the SNR for different error bounds for CC-DH-PIM.](image-url)
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Figure 4.9: A flow chart diagram for determining the SER of the CC-DH-PIM system.

Table 4.2: The simulation parameters for CC-DH-PIM\( _\Gamma \).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>3 and 4</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>1 &amp; 2</td>
</tr>
<tr>
<td>Detector responsivity ( R )</td>
<td>1 A/W</td>
</tr>
<tr>
<td>Background noise current ( I_b )</td>
<td>200 ( \mu )A</td>
</tr>
<tr>
<td>Threshold level ( k )</td>
<td>0.5</td>
</tr>
<tr>
<td>Pulse duty cycle</td>
<td>100 %</td>
</tr>
</tbody>
</table>
Figure 4.10 provides the predicted and simulated results for SER performance for the standard DH-PIM$_{1,2}$ and CC-DH-PIM$_{1,2}$ schemes for $M = 3$ and 4. For $P_{se} < 10^{-2}$ the predicted and simulated curves for the CC-DH-PIM$_{F}$ match each other reasonably well. Since it is somewhat difficult to ascertain the exact Hamming distance for the convolutional code in the theoretical analysis, only the upper bound is considered. The simulated SER performance is very close to the upper bound, but is always less than or equal to it. The code gain decreases with the SNR and at very low values of SNR (or SER $> 0.1$) the code gain is negative. At higher values of SER, introducing coding contributes to more correlated errors from the uncorrelated random errors [210], thus giving rise to additional errors and hence degrading the error performance. A code gain of more than 4 dB is observed for $P_{se}$ of $10^{-4}$ compared to the standard DH-PIM$_2$ scheme for $M = 3$ and 4, respectively. To achieve a certain SER, the SNR required decreases as $M$ increases. This is expected since the SER of uncoded DH-PIM scheme decreases with $M$ [112]. A difference of almost $\sim 3$ dB in the SNR is observed at the $P_{se}$ of $10^{-4}$ for $M$ of 3 and 4. Similarly in the case of DH-PIM$_1$ scheme, a code gain of more than $\sim 4$ dB is observed at a SER of $10^{-4}$.

Detailed comparison of the SER performance of the standard DH-PIM$_F$ with other modulation schemes is given in [112]. Here the comparison of the CC-DH-PIM$_F$ (upper bound) to the standard DH-PIM$_F$ and PPM schemes is made, see Figure 4.11. CC-DH-PIM$_1$ offers the best performance compared to the uncoded PPM and DH-PIM$_1$, as expected. However, the Trellis coded PPM scheme does outperform all other coded modulation schemes including the CC-DH-PIM$_1$. It is expected that the coded PPM offers the least optical power requirement compared to the uncoded PPM. The performance of 16-CC-DH-PIM$_2$ is very close to that of the standard 16-DH-PIM$_1$. The SER of the 16-CC-DH-PIM$_2$ runs almost parallel to the standard 16-DH-PIM$_1$. 16-CC-DH-PIM$_2$ requiring just more than 0.5 dB of SNR to achieve the same SER performance. To achieve a SER of $10^{-6}$, 16-CC-DH-PIM$_1$ requires $\sim 5$ dB lower SNR compared to the standard DH-PIM$_1$, while 16-DH-PIM$_2$ requires $\sim 4$ dB more SNR compared to the 16-CC-DH-PIM$_2$. The reduction in SNR means a reduction in the transmitted power to achieve the same error probability. Note that a reduction of 3 dB in SNR is equivalent to half the transmitter power. The gain in SNR could be used to increase the link length or trade for performance.
Figure 4.10: The theoretical and simulation SER versus the SNR for: (a) standard 8 & 16-DH-PIM₂ and 8 & 16-CC-DH-PIM₂, and (b) standard 8 & 16-DH-PIM₁ and 8 & 16-CC-DH-PIM₁.
The performance of the CC-DH-PIM\(_{\Gamma}\) system can further be enhanced by increasing the constraint length, which results in increased code gain but at the cost of increased system complexity. Thus, there exists a trade-off between complexity and performance. A \(\frac{1}{2}\) rate convolutional encoder with a constraint length of 7, which are readily available, is used to assess the performance of different CC-DH-PIM\(_{\Gamma}\) systems. Simulated \(P_{se}\) performance of 16-CC-DH-PIM\(_{\Gamma}\) with a generator of (133, 171) in octal number is depicted in Figure 4.12. Also shown for comparison is \(P_{se}\) of 16-DH-PIM\(_{\Gamma}\) and 16-CC-DH-PIM\(_{\Gamma}\). The best SER performance is observed for CC-DH-PIM\(_{\Gamma}\) with a constraint length \(K\) of 7 for \(P_{se} \leq 10^{-2}\). At \(P_{se} = 0.005\), \(P_{se}\) curves of CC-DH-PIM\(_{\Gamma}\) with \(K\) of 3 and 7 intersect, indicating no code gain with higher values of constraint length. However, at \(P_{se} \leq 10^{-3}\), there is a marked improvement in the performance when using a longer constraint length. An additional \(\sim 2\) dB code gain can be achieved at an SER of \(10^{-5}\) using an encoder with \(K = 7\) compared to the encoder with \(K = 3\). This additional code gain can be used to increase the link range in indoor OWC system.
4.4 Convolutional Coded DPIM

DPIM is a pulse time modulation technique with variable symbol length like DH-PIM\_G. Unlike DH-PIM\_G, DPIM symbols have no header patterns and hence the error bounds given by (4.8) and (4.10) can be used for theoretical analysis. A block diagram of typical convolutional coded DPIM (CC-DPIM) scheme is given in Figure 4.13. Notice the similarities in the block diagram of the convolutional coded DH-PIM and DPIM. The DPIM sequence \{b_i\} is applied to the convolutional encoder to generate coded sequence \{b_{ci}\}. The \{b_{ci}\} is applied to the transmitter filter and scaled by \(L_{DPIM} P_{avg}\) before transmitted through a channel. At the receiver, a Viterbi decoder is applied to \{\hat{b}_{ci}\} to estimate the transmitted DPIM sequence \{\hat{b}_i\}.

Figure 4.12: The SER against SNR for 16-CC-DH-PIM\_G with constraint lengths of 3 and 7.
4.4.1 SER Performance of CC-DPIM

Unlike DH-PIM, DPIM does not have a unique header pattern and hence the upper bound given by (4.10) can be used to estimate the error probability of coded system. The theoretical analysis and simulation results of probability of slot error for 16-CC-DPIM for guard bands of 0, 1 and 2 is given in Figure 4.14. Because most of symbols have at least two empty slots at the end of the symbol, the memory is cleared and hence a Hamming distance of 5 is the dominating term in calculating the upper bounds. Hamming distances of 6 and 7 have effects on the performance when $P_{se}$ is low. Hamming distances higher than 7 have very small effects, therefore, only the first three terms of the expansion of (4.10) are taken into account when calculating the upper bound.

Because of the difficulty to ascertain an exact Hamming distance for convolutional coding, there is no simple exact expression for the first–event error probability and union bound given by (4.10) needs to be utilised for theoretical calculations and thus, the error bound is the only method to judge the performance of a convolutional encoder. Computer simulation is expected to produce $P_{se}$ close to but less than the upper bound. The simulation results and the theoretical upper bound for the SER of 16-CC-DPIM for $M = 4$ are in close match with difference of less than 0.5 dB for all cases. As expected, DPIM with 2 GS displays the best performance requiring ~ 0.5 dB and ~1 dB lower SNR compared to the CC-DPIM with 0 and 1 GS at $P_{se} = 10^{-4}$, respectively as uncoded DPIM(2GS) also outperforms the DPIM(0GS) and DPIM(1GS).
Figure 4.14: The theoretical upper bound and simulation SER against the electrical SNR for 16-CC-DPIM with 0, 1 and 2 guard slot.

Figure 4.15: The simulated SER against electrical SNR for uncoded (standard) and coded 16-DPIM with 0, 1 and 2 GS.
Applying convolutional coding to the DPIM system improves the performance of system by reducing the SNR required to achieve certain SER. Figure 4.15 compares the SER performance of uncoded and coded 16-DPIM. CC-DPIM gives a code gain of ~4 dB at $P_{se} = 10^{-4}$ compared to the standard DPIM for all guard slots. At $P_{se} = 10^{-4}$, CC-DPIM (2 GS) requires only SNR of 3.6 dB, ~0.5 dB and ~1 dB less compared to the uncoded DPIM(2GS), CC-DPIM(1GS) and CC-DPIM(0GS), respectively.

The effects of changing the bit resolution $M$ on the slot error rate performance of CC-DPIM is depicted in Figure 4.16. CC-DPIM shows code gains of ~5 and ~4.4 dB for $M = 5$ and 3, respectively, compared to the uncoded DPIM. At $P_{se} < 10^{-2}$, 8 and 16-CC-DPIM outperform the uncoded 16 and 32-DPIM with a code gain of ~2 dB and ~1 dB at $P_{se}$ of $10^{-4}$, respectively. At lower values of $P_{se}$, 16-CC-DPIM outperforms the standard 32-DPIM.

Figure 4.16: The SER against the electrical SNR for 8, 16 & 32 DPIM and 8, 16 & 32-CC-DPIM.
4.5 Summary

In this chapter, the mathematical analysis and simulation results for ½ rate convolutional code with an (3, 1, 2) encoder was studied for DPIM and DH-PIM. The analysis for the DH-PIM employing the Viterbi ‘hard’ decision decoding was presented. Because the CC-DH-PIM has only finite paths in the Trellis diagram, the upper bound for error probability was modified. Simulation results were compared with the modified error bound for the CC-DH-PIM showed a good match indicating that the mathematical analysis was correct. CC-DH-PIM provided an improvement in the system performance and a code gain of more than 4 dB was achieved for SER of less than $10^{-4}$ compared to the uncoded DH-PIM for $M = 3$ and 4, respectively. At higher SER, there was a negative code gain, suggesting unworthiness of applying error control coding for very noisy channel. As SER decreases, the code gain also improves and at a very low SER, the curve of SER verses SNR for coded and uncoded DH-PIM runs parallel. It was observed that 16-CC-DH-PIM can outperform 16-PPM but the Trellis coded PPM is the best in term of SNR required achieving desired SER. A further improvement in system performance was realized using encoder of a constraint length of 7. The (7, 1, 2) CC-DH-PIM showed improved performance than the (3, 1, 2) at the cost of system complexity. The improvement in the error performance of course was achieved at the cost of the reduced transmission throughput compared with the uncoded case. Similar improvement for the DPIM was also observed for different guard slots. A code gain of more than 4 dB was observed in all cases when convolutional code was applied to DPIM. CC-DPIM(2GS) showed improved SER performance over CC-DPIM(0GS) and CC-DPIM(1GS).
Chapter 5  Artificial Light Interference and
Discrete Wavelet Transform based Denoising

5.1  Introductions

The error control codes reduce the bit error probability in the presence of AWGN. However, in addition to the AWGN, periodic and deterministic form of noise due to the artificial light sources also exists in indoor optical wireless channels. ALI has potential to degrade the performance severely. Fluorescent lamps emit strongly at a spectral band of 780–950 nm overlapping with cheap optical transceiver components. Electronic ballasts driven fluorescent lamps have electrical spectrum contents that range up to MHz making such lamps potentially serious impairment to IR links [43, 79, 80].

The potential solution to reduce the effect of the fluorescent light interference (FLI) is to use a high pass filter (HPF). Selections of modulation techniques also affect the link performance in presence of FLI [78]. The modulation scheme like PPM with a low spectral content at or near DC level provides immunity to the FLI. On the other hand, OOK with a high spectral content near the DC region is more likely to be affected by the FLI and the power penalty without HPF would be much higher. Digital HPFs provide improved performance compared to its analogue counterpart. However, the HPF filter introduces another type of ISI known as the BLW that mainly affect modulation techniques with strong frequency components near the DC region [80, 91].

In this chapter, an alternative approach to HPF based on the discrete wavelet transform (DWT) is introduced. Using the DWT, the signal is separated into different frequency bands to ensure that interference and modulating signals are effectively separated. Band of frequencies corresponding to the interference are removed from the signal and hence the reconstructed signal in theory can be free from FLI. Since the spectral content of the FLI and the modulating signal overlaps for baseband modulation schemes, there would
certainly be a power penalty compared to the ideal channel. It is expected that the power penalty corresponding to the signal with a low DC component would be much lower. Hence three modulation techniques; OOK, PPM and DPIM are studied and their power penalties due to FLIs are simulated when employing the DWT.

5.2 Artificial Light Interference and Performance without Filtering

The background radiation both from the artificial and natural light can cause serious performance degradation in indoor OW links. A number of artificial light sources have different interfering patterns. The incandescent lamps produce almost perfect sinusoidal interference at the harmonics of 100 Hz. The fluorescents lamps produce a periodic interference and its characteristics depend on the type of the lamp [78-80]. The fluorescent lamps driven by conventional ballasts are distorted harmonics and have spectral components at multiples of the 50 Hz extending up to 20 kHz. The interference produced by fluorescent lamps driven by electronic ballasts pose the most severe problem as the interfering harmonics extend up to 1 MHz.

Fluorescent lamps driven by electronic ballasts can be modelled using a high frequency $m_{\text{high}}(t)$ and a low frequency $m_{\text{low}}(t)$ components of the photocurrent at the receiver. Thus, the zero mean periodic photocurrent $m_{\text{fl}}(t)$ due to the fluorescent lamp is given as [77, 79]:

$$m_{\text{fl}}(t) = m_{\text{low}}(t) + m_{\text{high}}(t);$$  \hspace{1cm} (5.1)

where

$$m_{\text{high}}(t) = \frac{I_B}{A_2} \sum_{j=1}^{22} \beta_j \cos(2\pi f_{\text{high}}jt + \theta_j);$$  \hspace{1cm} (5.2)

$$m_{\text{low}}(t) = \frac{I_B}{A_1} \sum_{i=1}^{20} [\Phi_i \cos(2\pi (100i - 50)t + \varphi_i) + \Psi_i \cos(2\pi 100it + \phi_i)];$$  \hspace{1cm} (5.3)

where $\Phi_i$ and $\Psi_i$ are the amplitudes of the odd and even harmonics of 50 Hz mains signal, respectively, $\beta_j$ and $\theta_j$ are the amplitude and phase of the harmonics, $f_{\text{high}}$ is the electronic
ballast switching frequency, $A_2$ is the constant relating the interference amplitude to $I_B$. For detailed description and parameter values refer to [79]. The typical values for $m_{low}$ and $m_{high}$ are given in Table 5.1 and Table 5.2. For the $f_{high}$ of 37.5 kHz, there are 750 cycles of high frequency component per cycle (20 µS) of the low frequency component. With $I_B$ set at 2 µA, one complete cycle of the low frequency component and three complete cycles of high frequency components of the interference photocurrent are shown in Figure 5.1.

Table 5.1: Low frequency component phase values.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\varphi$ (rad)</th>
<th>$\phi$ (rad)</th>
<th>$i$</th>
<th>$\varphi$ (rad)</th>
<th>$\phi$ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.65</td>
<td>0</td>
<td>11</td>
<td>1.26</td>
<td>6.00</td>
</tr>
<tr>
<td>2</td>
<td>2.86</td>
<td>0.08</td>
<td>12</td>
<td>1.29</td>
<td>6.17</td>
</tr>
<tr>
<td>3</td>
<td>5.43</td>
<td>6.00</td>
<td>13</td>
<td>1.28</td>
<td>5.69</td>
</tr>
<tr>
<td>4</td>
<td>3.90</td>
<td>5.31</td>
<td>14</td>
<td>0.63</td>
<td>5.37</td>
</tr>
<tr>
<td>5</td>
<td>2.00</td>
<td>2.27</td>
<td>15</td>
<td>6.06</td>
<td>4.00</td>
</tr>
<tr>
<td>6</td>
<td>5.98</td>
<td>5.70</td>
<td>16</td>
<td>5.49</td>
<td>3.69</td>
</tr>
<tr>
<td>7</td>
<td>2.38</td>
<td>2.07</td>
<td>17</td>
<td>4.45</td>
<td>1.86</td>
</tr>
<tr>
<td>8</td>
<td>4.35</td>
<td>3.44</td>
<td>18</td>
<td>3.24</td>
<td>1.38</td>
</tr>
<tr>
<td>9</td>
<td>5.87</td>
<td>5.01</td>
<td>19</td>
<td>2.07</td>
<td>5.91</td>
</tr>
<tr>
<td>10</td>
<td>0.70</td>
<td>6.01</td>
<td>20</td>
<td>0.87</td>
<td>4.88</td>
</tr>
</tbody>
</table>

Table 5.2: High frequency component amplitude and phase values.

<table>
<thead>
<tr>
<th>$J$</th>
<th>$\Gamma_j$ (dB)</th>
<th>$\theta_j$ (rad)</th>
<th>$j$</th>
<th>$\Gamma_j$ (dB)</th>
<th>$\theta_j$ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-22.2</td>
<td>5.09</td>
<td>12</td>
<td>-39.3</td>
<td>3.55</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>-42.7</td>
<td>4.15</td>
</tr>
<tr>
<td>4</td>
<td>-11.5</td>
<td>2.37</td>
<td>16</td>
<td>-46.4</td>
<td>1.64</td>
</tr>
<tr>
<td>6</td>
<td>-30.0</td>
<td>5.86</td>
<td>18</td>
<td>-48.1</td>
<td>4.51</td>
</tr>
<tr>
<td>8</td>
<td>-33.9</td>
<td>2.04</td>
<td>20</td>
<td>-53.1</td>
<td>3.55</td>
</tr>
<tr>
<td>10</td>
<td>-35.3</td>
<td>2.75</td>
<td>22</td>
<td>-54.9</td>
<td>1.78</td>
</tr>
</tbody>
</table>
5.2.1 Performance of OOK without Filtering

In this section, the performance of OOK is analysed in the presence of FLI without any filtering. The block diagram of the OOK system under consideration is shown in Figure 5.2. A matched filter based receiver is considered here without any form of filtering. The matched filter based OOK system for indoor OWC is described in Section 2.8.1.1. The difference here lies in the channel noise. In addition to signal independent shot noise \( n(t) \), the fluorescent light induced photocurrent \( m_f(t) \) is also added to the modulated signal.
Considering a linear system, the bit error probability of OOK $P_{be,OOK}$ in the presence of the FLI can be calculated by separately treating the FLI and modulating signal at the input to the matched filter. The sampled output at the output of the matched filter due to the OOK signal is $2P_{avg}\sqrt{T_b}$ for binary ‘1’ and 0 for binary ‘0’. The output of the matched filter due to the FLI signal, sampled at the end of each bit period, is given as [80]:

$$m_k = m_{fl}(t)\otimes r(t)\big|_{t=kt_b}.$$  \hfill (5.4)\] 

Since the interfering signal is periodic, the error probability can be estimated by calculating $P_{be,OOK}$ over the period of interference and averaging over the periods [78]. By considering every slot over a 20 ms interval (i.e. one complete cycle of $m_{fl}(t)$) and averaging, the $P_{be,OOK}$ in the presence of the AWGN is given by [51, 80]:

$$P_{be,OOK} = \frac{1}{N} \sum_{k=1}^{N} Q\left(\frac{RP_{avg}\sqrt{T_b} + m_k}{\sqrt{N_0/2}}\right) + Q\left(\frac{RP_{avg}\sqrt{T_b} - m_k}{\sqrt{N_0/2}}\right);$$  \hfill (5.5)\] 

where $N$ is the total number of bits over a 20 ms interval.

For the comparisons of different modulation schemes under different channel conditions, the optical power penalty (OPP) and normalized optical power requirement (NOPR) are considered here. Let the desired (bit or slot) error probability for the system be $\xi$, then OPP and NOPR are defined as:

(a) **Normalized optical power requirement (NOPR):** The NOPR of a system is calculated by normalising the optical power required to achieve the error probability of $\xi$ in the interfering channel with that of OOK system at 1 Mbps in an ideal AWGN channel without interference,
Optical power penalty (OPP): The OPP of a system is calculated by normalising the optical power required to achieve the error probability of $\xi$ in the interfering channel with that of ideal AWGN channel without interference (other system parameters like the modulation type, bit rate remains the same),

$$\text{OPP} = \frac{\text{Optical power required to achieve } \xi}{\text{Optical power required to achieve } \xi \text{ for OOK @1 Mbps in ideal channel}}.$$  \hspace{1cm} (5.7)

In this study, the error probability of $10^{-6}$ is taken as standard and used in all the calculation of OPP and NOPR hereafter.

The performance of OOK system with a matched filter in the presence of the FLI is simulated. The NOPR and OPP against the data rates are given in Figure 5.3. Also shown is the NOPR for OOK in the absence of interference. The NOPR in absence of the inference increases linearly with the logarithm of data rates (note the logarithmic scale in X-axis). However, NOPR in the presence of the FLI are almost constant for the all data rates with a variation of $< 1$ dB. Since the FLI is the dominating factor of the interference, the bit error probability is governed by the photocurrent due to the FLI and hence results in very high OPPs. The OPP for data rates of 1, 10, 100 and 200 Mbps in presence of FLI are 16.6, 11.6, 7.1 and 6 dB, respectively.

![Figure 5.3: NOPR and OPP to achieve a BER of $10^{-6}$ against data rates for the OOK scheme with and without FLI.](image-url)
5.2.2 Performance of PPM without Filtering

In this section, the performance of PPM system under the influence of the FLI is investigated. Since PPM can be considered to be a block code with minimum hamming distance of one, both ‘hard’ and ‘soft’ decoding is possible. Although the later is computationally complex compared to the former, it offers SNR gain of more than 1.5 dB in a LOS link and higher gains in non-LOS Links [43]. In PPM employing a simple $L$-input comparator, ‘soft’ decision decoding is carried out by finding a correlated matrix with the highest average amplitude. Consider a block code with $N$ possible combinations ($N = L$ for PPM). Following the similar approach taken in [211] and taking into consideration that optical system has no negative energy, the received sequence $r_j$ is given by:

$$
\begin{align*}
    r_j &= \sqrt{E} + n_j \quad \text{if } j^{th} \text{ bits is 1;} \\
    r_j &= n_j \quad \text{if } j^{th} \text{ bits is 0;}
\end{align*}
$$

where $n_j$ represents the zero mean AWGN and $E$ is the energy per bit and $j = 1, \ldots, N$.

The decoding aims to find $N$ dimensional vector with elements given by:

$$
CM_j = \sum_{j=1}^{N} c_{ij} r_j; \quad (5.9)
$$

where $c_{ij}$ denotes the bit in the $j^{th}$ position of the $i^{th}$ code word and $i = \{1, \ldots, N\}$. Hence $c_{ij} = \{0, 1\}$ depending upon the bit corresponding to 0 and 1 respectively. Since a PPM symbol contains only one pulse, the value of $CM_i$ depends only on the non-zero bit of the $i^{th}$ code word. Thus, the ‘soft’ decoding can be carried out by assigning “1” to the bit with highest amplitude and “0” to the remaining bits. To clarify the concept, consider 4-PPM with received symbol $r = \{r_1, r_2, r_3, r_4\}$. Then $CM$ is given by:

$$
CM = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
r_1 \\
r_2 \\
r_3 \\
r_4
\end{bmatrix} = \begin{bmatrix}
r_1 \\
r_2 \\
r_3 \\
r_4
\end{bmatrix}. \quad (5.10)
$$

Since the values $CM_i = r_j$ for $i = j$, selecting a codeword corresponding to the maximum value of $CM_i$ is equivalent to assigning “1” to the bit with the highest amplitude.
Figure 5.4: The block diagram of the matched filter based hard and soft decision detectors for PPM in presence of FLI.

The block diagram of the matched filter based hard and soft detectors for PPM in presence of FLI is given in Figure 5.4. The PPM encoder converts $M$-bit binary data sequence input bits $\{a_i ; i = 1..M\}$ into one of the possible $L$ symbols. The PPM symbols are passed to a transmitter filter which has a unit amplitude rectangular impulse response $p(t)$, with the duration of one slot $T_{s-PPM}$. The output of the transmitter filter is scaled by the peak detected signal photocurrent $LP_{avg}$. The FLI $m_f(t)$ is added, along with the shot noise $n(t)$. Detail of the soft and hard decision decoding schemes are described in Section 2.7.1.2. Though suboptimal, a threshold level of $\alpha = RP_{avg}\sqrt{LT_b \log_2 L/2}$, which is midway between expected one and zero levels, is utilized for hard decision decoding.

Following the similar approach taken for the OOK, the SER for hard decision PPM can be calculated and is given as [51]:

\[
P_{se_{PPM, hard}} = \frac{1}{N} \sum_{k=1}^{N} Q \left( \frac{P_{avg}\sqrt{LT_b \log_2 L/2} + m_k}{\sqrt{N_0/2}} \right) + \frac{(L - 1)}{L} Q \left( \frac{P_{avg}\sqrt{LT_b \log_2 L/2} - m_k}{\sqrt{N_0/2}} \right);
\]

where $N$ is the total number of slots over a 20 ms interval and $m_k$ is given by (5.4) with sampling time taken as $T_{s-PPM}$. 
For the probability of error for PPM with the ‘soft’ decoding scheme, the union (upper) bound is utilized and is given by [80]:

\[ P_{se_{PPM,soft}} = \frac{1}{N} \sum_{k=1}^{N/2-1} \sum_{j=1}^{L} \sum_{k+j}^{L} Q \left( \frac{P_{avg} \sqrt{LT_b \log_2 L + m_{il+j} - m_{il+k}}}{\sqrt{N_0}} \right). \] (5.12)

To investigate the effect of the FLI for the PPM scheme, a number of simulations are carried out at different data rates for different bit resolutions. The NOPR to achieve a SER of $10^{-6}$ for 4, 8 and 16-PPM hard decision decoder is given in Figure 5.5. Unlike the ideal cases, the variations in the NOPR for the channel with FLI are small indicating that the FLI is the main source of performance impairment. The NOPR increases with the data rate for all cases, however the increment is less than 1 dB for 16-PPM and 2 dB for 4-PPM. The OPP can be calculated by subtracting NOPR in the presence of interference to the NOPR without interference. The OPP is the least for 16-PPM and also decreases with data rates for all bit resolutions. The OPP at 200 Mbps is ~ 3 dB for 16-PPM and almost 0.5 dB higher for 8-PPM and a further ~ 0.5 dB penalty occurs for 4-PPM. The OPP for PPM system is significantly lower compared to the OOK for all data rates due to smaller slot duration of PPM.

The NOPR against data rates for the 4, 8 and 16-PPM with the soft decision decoding with and without the FLI is shown in Figure 5.6. Compared to the hard decision decoding, significant performance improvements can be achieved using soft decoding. In fact, the NOPR for the PPM with and without interference are almost identical for data rate > 20 Mbps. The performance improvement at higher data rates is due to the reduced variation of the FLI signal over the duration of one symbol. In soft detection, it is the values of the FLI samples relative to other samples within the same symbol which is important, rather than the absolute values. This leads to lower probability of symbol error, thus reducing the power penalty [43].
Figure 5.5: NOPR to achieve an SER of $10^{-6}$ against data rates for 4, 8 and 16-PPM hard decision decoding scheme with and without of FLI.

Figure 5.6: NOPR to achieve an SER of $10^{-6}$ against data rates of 4, 8 and 16-PPM soft decision decoding scheme with and without of FLI.
5.2.3 Performance of DPIM without Filtering

The system block diagram of the matched filter based receiver for DPIM system under consideration is shown in Figure 5.7. Detailed descriptions of each block of the DPIM system is given in Section 2.7.1.3, the only difference is on the addition of FLI photocurrent $m_f(t)$, which is added to the modulated signal along with the shot noise $n(t)$. The receiver consists of a photodetector of responsivity of $R$ followed by a unit energy matched filter with an impulse response $r(t)$, which is matched to $p(t)$ and threshold detector. For the simplification, a suboptimal threshold level of $\alpha = R P_{\text{avg}} \sqrt{L_{\text{avg}} T_b \log_2 L / 2}$ is utilised throughout the chapter.

For the theoretical calculation of the average probability of slot error for DPIM in presence of the FLI, an approach similar to OOK and PPM with a hard decision decoding can be taken and the average probability of slot error for DPIM is given as [51]:

$$P_{\text{se,DPIM}} = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{L_{\text{avg}}} Q \left( \frac{\sqrt{L_{\text{avg}} T_b \log_2 L / 2 + m_k}}{\sqrt{N_0 / 2}} \right)$$

$$+ \frac{L_{\text{avg}} - 1}{L_{\text{avg}}} Q \left( \frac{\sqrt{L_{\text{avg}} T_b \log_2 L / 2 - m_k}}{\sqrt{N_0 / 2}} \right);$$

where $N$ is the total number of slots under consideration, and $L_{\text{avg}}$ is the average number of slots per symbol for DPIM.

The theoretical performance of DPIM system in presence of the FLI is given in [51].

![Figure 5.7: The block diagram of matched filter based receiver for DPIM scheme in presence of FLI.](image)
In this study, computer simulations are carried out to calculate the error probability of the DPIM system in presence of the FLI. The NOPRs to achieve a SER of $10^{-6}$ for 4, 8 and 16-DPIM under the constraint of the FLI for a range of data rates is shown in Figure 5.8. As in the previous cases for the OOK and PPM with a hard decision detector scheme, there is little variation in the NOPR for data rates from 1-200 Mbps indicating the dominant noise source being the FLI. The NOPRs for 4-DPIM are ~15.3 dB and ~16.4 dB at 1 Mbps and 200 Mbps, respectively which are 1 dB higher and 2 dB lower for OOK and 4-PPM for respective data rates. As in the case of the PPM ‘hard’ decoding system, the OPPs are the minimum for the 16-DPIM and increase with the decreasing bit resolutions. DPIM has power penalties which are slightly higher than those of PPM with the hard decoding ranging from 14.6 – 16 dB at 1 Mbps to 4.5 – 5.4 dB at 200 Mbps.

Figure 5.8: NOPR against the data rates for 4, 8 and 16-DPIM schemes with and without FLI.
5.3 The Effect of FL with Electrical High-Pass Filtering

In order to reduce the effect of the low frequency noise signal due to the FLI, a HPF is incorporated at the receiver in indoor OW systems. However, a sequence of pulses that are passed through a HPF exhibits a variation in the nominal zero level. This variation introduces a form of ISI in baseband modulation techniques like OOK, DPIM and is known as BLW. The detail analysis of BLW effect and performance of different modulation techniques in presence of the FLI with HPF is reported in [51, 78, 80, 83, 90, 91, 172, 189]. This section provides a review of the performance of the different modulation techniques under the constraint of FLI with high pass filtering.

To analyse the effect of HPF in the absence of FLI, the discrete-time equivalent impulse response of the cascaded transmitter filter, receiver filter and HPF are calculated. The resulting impulse response $c_j$ decays rapidly to zero with time, hence it can be truncated without significant loss of accuracy [80]. The BER is then approximated using the truncated length $J$. The BER is calculated by averaging the error rate over all possible symbol sequences of length $J$.

Assuming OOK, the discrete time equivalent impulse response, truncated to have a duration of $J$ bit periods, is given as [80]:

$$c_j = \begin{cases} p(t) \otimes r(t) \otimes g(t)|_{t=\tau_b}, & 1 < j < J \\ 0, & \text{otherwise} \end{cases} \tag{5.14}$$

where $g(t)$ is the impulse response of HPF.

Let $a_j$ denotes a transmitted bit sequence of length $J$, the average bit error probability for OOK system for the $J^{th}$ bit is given by [51, 80]:

$$P_{be_{-OOK}} = \frac{1}{2^J} \sum_{a_j \in \{0,1\}^J} Q \left( \frac{2R \overline{P_{avg}} |a_j \otimes c_j|_{j=J}}{\sigma_n} \right); \tag{5.15}$$

where $\sigma_n$ is the standard deviation of the Gaussian, non-white, zero mean, shot noise samples at the matched filter output, given as [83, 172]:

$$\sigma_n = \sqrt{\frac{N_0 (1 - e^{-2\pi f_c \tau_b})}{2 \overline{P_{avg}}} \frac{1}{T_b}}; \tag{5.16}$$
where $f_c$ is the cut-off frequency of HPF. To calculate the BER of OOK-NRZ in presence of the FLI with HPF, the superposition principle is applied and the BER is averaged over all possible sequences. The sampled output due to the FLI signal after passing through the matched filter and the HPF is given by:

$$m_j = m(t) \otimes r(t) \otimes g(t) |_{t=jT_b}.$$  \hfill (5.17)

The sampled output due to $j^{th}$ bit is given by (5.15) and the overall output signal is superposition of the $c_j$ and $m_j$. Hence, the overall probability of error is found by averaging over $M$ bits and $J$ sequences [51, 80]:

$$P_{be_{-OOK}} = \frac{1}{2M2^J} \sum_{k=1}^{M} \sum_{j \in \{0,1\}} \left[ Q \left( \frac{2Rp_{avg}|aj \otimes cj|_{j=j} + mk}{\sigma_n} \right) \right] + \left[ Q \left( \frac{2Rp_{avg}|aj \otimes cj|_{j=j} - mk}{\sigma_n} \right) \right].$$  \hfill (5.18)

By applying similar approach to the other modulation techniques, the BLW effect and the performance in presence of the FLI signal with HPF can be evaluated [51, 80, 91, 189]. The following results are summary of the analysis and evaluation given in [51].

DPIM is more resistant to BLW than OOK and PPM is the most resistant to the effects of BLW. This superiority of PPM is due to the fact that unlike other baseband modulation techniques, PPM contains only a small proportion of its power around the DC value. The higher orders of DPIM and PPM shows greater robustness to BLW as the bandwidth requirement increases with the order and consequently, there is less power below the cut-off frequency as a fraction of the total power. The performance of the OOK, DPIM and PPM in presence of the FLI with HPF is evaluated in [51, 78, 80]. HPF is not effective in reducing the effect of FLI for OOK at a bit rate less than 10 Mbps. Even at 100 Mbps, a power penalty is reduced only to ~ 3 dB compared to the channel without FLI. The HPF provides a significant improvement in performance for the PPM system even at 1 Mbps. At 10 Mbps, the power penalty for PPM with the hard decoding is reduced to ~ 1 dB and at 100 Mbps the power penalty is virtually zero. Like in the case of OOK, the HPF offers no power reduction at a data rate of 1 Mbps for DPIM. Significant improvement can be achieved at higher bit rate for the DPIM system; At 100 Mbps, high pass filtering is very effective, thus resulting in the average OPP of less than 1 dB compared to the same bit rate without interference.
5.4 Introduction to Time-Frequency Analysis

It is important to have time as well as frequency information of signal as many characteristics of the signal can be revealed only in time or frequency. The earliest work on the time-frequency transformation was done by Joseph Fourier. He showed that it is possible to represent a periodic signal by linear combination of harmonics of the sinusoidal function. The Fourier transform (FT) is by far the most extensively used time-frequency analysis till today because of its simplicity and existence of extensive analytical solution. However, FT of a signal gives the frequency components of the signal but fails to provide the information when these frequencies occur. FT of a signal has meaning only if the signal is time invariant. Hence, to analyse the transient phenomenon, different time-frequency mapping tools that are localised in time are used.

One simple way to analyse a nonstationary signal having a transient phenomenon is to divide the signal into small segments in time, within which the signal can be considered to be stationary. The approach is called windowed FT or short time FT (STFT). In STFT analysis, the signal is divided into many equal segments in time. The segments are small enough to ensure the signal within a segment can be considered to be stationary. The FT in the particular time window is carried out and the window slides along the signal to analyse another segment. Properly selected window for STFT analysis can give the true time-frequency representation of the signal. However, a constant window width causes the Heisenberg Uncertainty problem, well known in quantum physics. Uncertainty problem states that one cannot know the exact time-frequency representation of a signal, i.e. one cannot know what spectral components exist at what instances of times [212]. What one can know is the time intervals in which certain band of frequencies exist, which is a resolution problem. Narrow windows give good time resolution, but poor frequency resolution. Wide windows give good frequency resolution, but poor time resolution. Hence, care should be taken in selecting the window size as wide windows may violate the condition of stationarity [213]. Hence, the best method to analyze nonstationary signal is to use a variable window length and this is done by the wavelet analysis.
5.4.1 Wavelet Analysis

FT or STFT are not a very useful tool for analysing nonstationary signals or signals with the abrupt changes. The problem in analysing such signals in the Fourier domain is due to the sinusoidal base and the fixed resolution of the STFT which give rise to the uncertainty in the analysis [214]. By having a non-sinusoidal base for the analysis and taking a flexible approach in the window size, it is possible to condense the information in both the time and the frequency [215]. A base, known as the mother wavelet, well localised in times is selected and it is dilated or condensed without changing the actual shape to analyse the signal. The dilated wavelet is used to analyse low frequency components and compressed wavelet is used to analyse high frequency components or the transient behaviour of the signal. It is equivalent to a mathematical microscope as compressing the wavelet is equivalent to increasing the magnification of the microscope, thus enabling one to see the greater details of the signal [213].

To understand the time-frequency resolution of WT and STFT consider their time-frequency mapping as shown in Figure 5.9. Each rectangular box (both in STFT and WT) has a fixed area. Each box represents an equal portion of the time-frequency plane, but giving different proportions to time and frequency. The widow is fixed in both time and frequency in STFT offering fixed time-frequency resolutions. The window in WT is not constant. A small window considers short intervals of time but provides poor frequency resolution. A big window is less precise about time but more precise about frequency [215]. A big window is used for low frequencies and smaller windows for high frequencies in WT. At low frequencies, the height of the boxes are shorter, hence provide better frequency resolution but their widths are longer giving poor time resolution. At higher frequencies the width of the boxes decreases, i.e. the time resolution gets better, and the heights of the boxes increase, i.e. the frequency resolution gets poorer [216].
The WT have proved to be very useful and effective in analyzing wide varieties of signals because of time-frequency localization. The fact that wavelets have the unconditional basis property for a variety of function classes implies that if one knows very little about the signal, the wavelet basis is usually a reasonable choice [217, 218]. The WT has a number of useful properties most importantly the non-linear soft-thresholding which is near optimal for statistical estimation and signal recovery and coefficient vector truncation which is near optimal for data compression [219, 220]. Best example of real application of WT is storage of fingerprints by FBI. The new digital picture compression JPEG-2000 is also based on the principle of WT [221]. Though WT is best known for image processing, denoising [222] and compression [223, 224] and has wide applicability in diverse fields like mathematics of time-series analysis [225], medicine, physics [226-230], feature extraction tools for pattern reorganisation tasks [231], communication engineering [232] and so on. In the field of communication engineering, wavelet packet transform (WPT) is proposed for multiple accesses technique [233, 234], modulation techniques as an alternative to the subcarrier modulation [235, 236], symbol synchronisation [237], signal estimation [229], CDMA system [238], channel characterisation [215, 239], adaptive denoising [240], mitigate ISI [214], channel equalization [223, 224, 238, 241] and traffic analysis [240].

Figure 5.9: The time frequency resolution of (a) STFT, and (b) WT.
5.4.2 Continuous Wavelet Transform

A continuous wavelet transform (CWT) decomposes signals over dilated and translated mother wavelet $\psi(t)$. A mother wavelet is well localised in time and frequency and have zero mean:

$$\int_{-\infty}^{\infty} \psi(t) dt = 0. \quad (5.19)$$

The family of mother wavelets is normalised using the norm $\|\psi_{s,t}(t)\| = 1$. The family of wavelets is obtained by scaling $\psi$ by $s$ and translating by $\tau$ as below:

$$\psi_{s,t}(t) = \frac{1}{\sqrt{s}} \psi \left( \frac{t - \tau}{s} \right). \quad (5.20)$$

To scale a wavelet means to stretch or dilate. As the wavelet is stretched in the horizontal axis, it is squashed in vertical direction to ensure that the energy contained within the scaled wavelets is the same as the original mother wavelet [242]. The translation moves the wavelet along the x-axis. The scaling and translation operations are demonstrated in Figure 5.10 for a Morlet wavelet [215].

![Wavelet demonstrations](image)

Figure 5.10: The scaling and translation to the Morlet wavelet.
The scale in the wavelet analysis is similar to the scale used in maps [214]. The high scales correspond to global information of a signal whereas low scales correspond to detailed information about the signal. The scale is inversely proportional to the conventional frequency, so low scale relates to the high frequency and vice versa. If \( s \gg 1 \), the window \( \frac{1}{\sqrt{s}} \psi \left( \frac{t-\tau}{s} \right) \) is large and WT reacts mainly to low frequencies. If \( s \ll 1 \), the window \( \frac{1}{\sqrt{s}} \psi \left( \frac{t-\tau}{s} \right) \) is small and WT reacts mainly to high frequencies. Hence the wavelet transform is represented by the scale and time as opposed to the time and frequency in Fourier transform. The relation between scale and frequency is defined as [242, 243]:

\[
s = \frac{F_c \Delta}{f} ;
\]

where \( \Delta \) is the sample period, \( f \) is the frequency and \( F_c \) is the center frequency of a wavelet in Hz defined as approximate measure of the oscillatory nature of the basis function at its centre.

The CWT of signal \( f \) and reconstruction formula are given by [244, 245]:

\[
F(s, \tau) = \int_{-\infty}^{\infty} f(t) \frac{1}{\sqrt{s}} \psi^* \left( \frac{t-\tau}{s} \right) dt ;
\]

\[
f(t) = \frac{1}{C_{\psi}} \int_{-\infty}^{\infty} ds \int_{0}^{\infty} F(s, \tau) \frac{1}{\sqrt{s}} \psi \left( \frac{t-\tau}{s} \right) ;
\]

where * denotes a complex conjugate and \( C_{\psi} \) depends on the wavelet. The success of the reconstruction depends on this constant called the admissibility constant, in order to satisfy the following admissibility condition [246].

\[
0 < C_{\psi} = \int_{-\infty}^{\infty} |\hat{\psi}(\omega)|^2 \frac{d\omega}{\omega} < \infty ;
\]

where \( \hat{\psi}(\omega) \) is the FT of \( \psi(t) \).
5.4.3 Discrete Wavelet Transform

CWT unmixes parts of the signal that exist at the same instants, but at different scales, giving highly redundant CWT coefficients [215]. The redundancy requires significant amount of commutation time without adding any valuable information. CWT has an unmanageable infinite number of coefficients. CWT have no analytical solutions for most functions and they can be calculated only numerically [247]. The redundant coefficients in CWT can be removed by sampling both the scale and the time at dyadic (power of two) scales, thus leading to discrete wavelet transform (DWT) [213]. DWT provides sufficient information both for the analysis and synthesis of the original signal, with a significant reduction in the computation.

The DWT is calculated by applying the concept of the multiresolutional analysis (MRA) [248]. The practical implementation of the MRA can be done using a filter bank [244]. The process involves using successive application of low-pass \( g(n) \) and high-pass \( h(n) \) filters and down sampling by two [248]. The high-pass parts generally have no significant information about the signal and hence they are not decomposed any further. However, the low-pass parts are further decomposed into two bands until a satisfactory level of information is obtained. Figure 5.11 represents processing of splitting spectrum using the filter band and corresponding wavelet decomposition tree with the approximation and detail coefficients. The first level of approximation \( y_{1l} \) and detail \( y_{1h} \) coefficients are given by [215]:

\[
y_{1h}(k) = \sum_n y(n) g(2k - n) ; \quad (5.25)
\]
\[
y_{1l}(k) = \sum_n y(n) h(2k - n) . \quad (5.26)
\]

The high-pass and low-pass filters satisfy the condition of the quadrature mirror filter, i.e. the sum of the magnitude response of filters is equal to one for all frequencies. The approximation coefficients can further be decomposed into different DWT coefficient levels with a maximum level of \( \log_2 L \), where \( L \) is the signal length. The original signal can be reconstructed by following the inverse of decomposition process or by using [92]:

\[
x'(n) = \sum_k \left( y_{kh}(n).g(2k - n) \right) + \left( y_{kl}(n).h(2k - n) \right) . \quad (5.27)
\]
5.5 DWT based Denoising

Since FLI causes significant performance degradation, an effective measure to reduce the effect of the interference is sought. A filter is designed based on the DWT and the effect of the FLI is minimized at the receiver. The working principal and the performance of DWT based receiver for different modulation schemes are described below.

5.5.1 Performance of OOK with DWT Denoising

The receiver design based on the DWT for the OOK system is given in Figure 5.12. Comparison to the receiver structure in Figure 5.2 shows that the two structures are similar except for the wavelet denoising block. The wavelet denoising involves the decomposition of the signal $y(n)$ into different DWT levels, processing the DWT coefficients and reconstruction.

Figure 5.11: (a) Decomposition of a signal by DWT, and (b) the DWT decomposition process.
The first level of decomposition involves splitting signal $y(n)$ into lowpass and highpass signals as given by (5.25) and (5.26), respectively. The second stage divides the lowpass band signal $y_{ll}$ further to lowpass $y_{l1}$ and bandpass $y_{2h}$ components. Filtering and decimation process is continued until the required level is reached. The task here is to separate the interference and modulating OOK signal in the DWT domain and remove the interfering signal from the reconstructed signal. Since the FLI signal has most of its spectral contents at a low frequency region, the received signal is decomposed until the DWT coefficients of interfering signal are concentrated on the approximation coefficients. For the removal of the interfering signal from the received signal, the approximation coefficients which correspond to the interfering signal are then made equal to zero so that the reconstructed signal is free from the interfering signal i.e.

$$y_{ph}(k) = 0. \quad (5.28)$$

where $\gamma$ is the number of the decomposition levels. The signal is then reconstructed back using the inverse of the decomposing process as given by (5.27).

DWT decomposes the signal in the logarithmic scale; therefore it is difficult to define a precise band of frequencies that correspond to the lowest level of approximations. On the other hand, due to the spectral overlapping of the interfering signal and modulating signal, it is difficult to precisely define the cut-off frequency that would provide the optimal performance. Hayes [51] set the cut-off frequency that results in the least BLW effect. However, the definition of such precise cut-off frequency is not possible using the DWT. Therefore, the number of the decomposition level $\gamma$ is calculated in such a way that the lowest level of approximation signal is within 0.5 MHz range to make the cut-off frequency $F_c$ approximately equal to 0.5 MHz (except for a data rate < 20 Mbps, for which the cut-off frequency is taken as 0.3 MHz). The cut-off frequency is chosen as 0.5 MHz as previous studies showed that it provides near optimal performance in
presence of FLI for a digital HPF [92]. The decomposition level and approximated cut-off frequency $F_c$ at different data rates are given in Table 5.3. The number of decomposition level $\gamma$ is calculated using the following expressions:

$$\gamma = \lfloor \log_2(T_b \times F_c) \rfloor;$$

(5.29)

where $\lfloor . \rfloor$ is the floor function. It is to be noted here that the cut-off frequency varies with the data rate and decompositions level.

Table 5.3: The decomposition level and the approximate cut-off frequency (MHz).

<table>
<thead>
<tr>
<th>Data Rate (Mbps)</th>
<th>OOK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Decomposition Level $\gamma$</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>40</td>
<td>7</td>
</tr>
<tr>
<td>60</td>
<td>7</td>
</tr>
<tr>
<td>80</td>
<td>8</td>
</tr>
<tr>
<td>100</td>
<td>8</td>
</tr>
<tr>
<td>120</td>
<td>8</td>
</tr>
<tr>
<td>140</td>
<td>9</td>
</tr>
<tr>
<td>160</td>
<td>9</td>
</tr>
<tr>
<td>180</td>
<td>9</td>
</tr>
<tr>
<td>200</td>
<td>9</td>
</tr>
</tbody>
</table>
Figure 5.13: The PSD of OOK at 2 Mbps: (a) received signal with FLI, and (b) wavelet denoising. The Daubechies wavelet with 6 levels of decompositions is used.

Figure 5.14: The PSD of OOK at 200 Mbps: (a) received signal with FLI, and (b) wavelet denoising. The Daubechies wavelet with 12 levels of decompositions is used.
The PSD of the OOK signal at 2 Mbps corrupted by FLI and its denoised version using DWT are shown in Figure 5.13. The Daubechies wavelet (db8) is used for the analysis with 6 levels of decompositions and the photocurrent due to interference is arbitrarily made four times that of the signal. For clarity, the received signal is assumed to be free from the AWGN as the focus is on the effect of FLI. The PSD of the denoised signal shows that there are no significant changes at frequencies > 0.5 MHz compared to the PSD of the received signal. A significant portion of the spectral content at < 0.3 MHz is removed (the approximated cut-off frequency is 0.31 MHz) with no DC contents. Because of the spectral overlap between the signal and interference (both having high DC and low frequency components), it is not possible to remove the interference without losing the significant portion of signal, thus leading to increased power penalties. Hence the task here is to make the power penalty as low as possible. The PSD of the received and denoised signals at a higher bit rate of 200 Mbps are shown in Figure 5.14. Unlike the 2 Mbps case (see Figure 5.13), there is not much change in the PSD of received and denoised signals on a large scale. However, at a closer look there is a significant change in PSD at < 0.3 MHz. Hence a significant amount of information is retained even with the wavelet denoising and it is expected that the power penalty would not be as high as at that of 2 Mbps case. With this observation, one can conclude that the signal with a low PSD at or near the DC region can provide an enhanced immunity to the FLI.

DWT offers flexibility in the analysis where different mother wavelets could be adopted. The NOPRs linked to different mother wavelets are listed in Table 5.4. Only selected mother wavelets from the Daubechies (db), Symlet (sym), discrete Meyer wavelet (dmey), biorsplines (bior) and Coiflets (coif) families with the best and the worst performance are listed. The filter coefficients of the families of wavelet are given in Appendix C. The Haar wavelet (db1) and the db8 show the worst and best performance, respectively followed closely by the db10 and sym9. Hence in all simulation results discussed hereafter, the db8 is used for DWT denoising.

The NOPR for OOK schemes with DWT denoising in the presence of the FLI is shown in Figure 5.15. Also shown is the NOPR for the ideal channel without interference. Since no improvement can be achieved below the data rates of 10 Mbps, such rates are not considered here. Since OOK is very susceptible to BLW, only low normalized cut-off frequencies (normalized to sampling rate) are possible, which are not effective in
reducing the interference. At data rates above 10 Mbps, the DWT is very effective in reducing the interference. At a bit rate of 10 Mbps, DWT offer a reduction of ~ 5.5 dB in NOPR compared to the system without filtering. Higher reduction of ~ 7.4 dB is observed at 40 Mbps. However, this still leaves an OPP of ~ 1.6 dB compared to the same bit rate without interference. The OPP is further reduced at higher data rates with a value of ~ 1.2 dB at 200 Mbps.

Table 5.4: The NOPR to achieve a BER of $10^{-6}$ at a data rate of 200 Mbps for DWT based receiver with different mother wavelets.

<table>
<thead>
<tr>
<th>Mother Wavelets</th>
<th>SNR (dB)</th>
<th>NOPR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>db1</td>
<td>22.01</td>
<td>15.7</td>
</tr>
<tr>
<td>db2</td>
<td>20.9</td>
<td>15.2</td>
</tr>
<tr>
<td>db5</td>
<td>16.1</td>
<td>12.9</td>
</tr>
<tr>
<td>db8</td>
<td>15.2</td>
<td>12.3</td>
</tr>
<tr>
<td>db10</td>
<td>16.2</td>
<td>12.8</td>
</tr>
<tr>
<td>Coif2</td>
<td>16.6</td>
<td>13.0</td>
</tr>
<tr>
<td>Coif5</td>
<td>15.4</td>
<td>12.4</td>
</tr>
<tr>
<td>Sym3</td>
<td>17.2</td>
<td>13.3</td>
</tr>
<tr>
<td>Sym4</td>
<td>15.7</td>
<td>12.6</td>
</tr>
<tr>
<td>Sym7</td>
<td>15.3</td>
<td>12.4</td>
</tr>
<tr>
<td>dmey</td>
<td>15.7</td>
<td>12.6</td>
</tr>
<tr>
<td>Bior2.2</td>
<td>16.7</td>
<td>13.1</td>
</tr>
</tbody>
</table>
5.5.2 Performance of PPM with DWT Denoising

The block diagram of the wavelet based receiver for PPM system with hard and soft decision decoding schemes in presence of the FLI is shown in Figure 5.16. As in case of OOK, the sampled output of the matched filter $y(n)$ is denoised using the DWT. Since the sampling time at the output of the matched filter is based on the slot durations of PPM $T_{s,PPM}$, the decomposition level $\gamma$ is modified according to:

$$\gamma = -\left\lfloor \log_2 (T_{s,PPM} \times F_c) \right\rfloor;$$  \hspace{1cm} (5.30)

The desired cut-off frequency $F_c$ is taken as 0.5 MHz except for a data rate of 1 Mbps in which a lower value of $F_c = 0.3$ MHz is utilized. The number of decomposition level $\gamma$ and approximate cut-off frequencies for different data rates for $L$-PPM is given Table 5.5.
Figure 5.16: Block diagram of DWT based receiver for PPM (hard and soft decoding) schemes in the presence of FLI.

Table 5.5: The decomposition level and the approximate cut-off frequency (MHz).

<table>
<thead>
<tr>
<th>Data Rate (Mbps)</th>
<th>4-PPM</th>
<th>8-PPM</th>
<th>16-PPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>$f_c$ (MHz)</td>
<td>Level</td>
<td>$f_c$ (MHz)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.63</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>0.63</td>
<td>6</td>
</tr>
<tr>
<td>40</td>
<td>7</td>
<td>0.63</td>
<td>7</td>
</tr>
<tr>
<td>60</td>
<td>7</td>
<td>0.94</td>
<td>8</td>
</tr>
<tr>
<td>80</td>
<td>8</td>
<td>0.63</td>
<td>8</td>
</tr>
<tr>
<td>100</td>
<td>8</td>
<td>0.78</td>
<td>9</td>
</tr>
<tr>
<td>120</td>
<td>8</td>
<td>0.94</td>
<td>9</td>
</tr>
<tr>
<td>140</td>
<td>9</td>
<td>0.55</td>
<td>9</td>
</tr>
<tr>
<td>160</td>
<td>9</td>
<td>0.63</td>
<td>9</td>
</tr>
<tr>
<td>180</td>
<td>9</td>
<td>0.70</td>
<td>9</td>
</tr>
<tr>
<td>200</td>
<td>9</td>
<td>0.78</td>
<td>10</td>
</tr>
</tbody>
</table>
In this study, both hard and soft decision decoding schemes are considered. However, the OPP at the soft decision decoding is almost zero without any filtering at data rates > 20 Mbps (Figure 5.5). The soft decoding with DWT denoising is considered only for data rate of < 20 Mbps. For the hard decision decoding, the threshold level $\alpha$ is set midway between one and zero levels in the absence of any BLW, given as [51, 189]:

$$\alpha = R_{\text{avg}}\sqrt{LT_b\log_2 L \left(\frac{1}{2} - \frac{1}{L}\right)}.$$  (5.31)

The NOPR to achieve an error probability of $10^{-6}$ with DWT denoising for 4, 8 and 16-PPM with the hard decision decoding scheme for data rate range of 1-200 Mbps is demonstrated in Figure 5.17. With reference to Figure 5.5, it is clear that DWT denoising shows marked reduction in the NOPR (~10.7 dB, 12.1 dB and 12.4 dB for 4, 8 and 16 PPM respectively) at a data rate of 1 Mbps. Since PPM has no DC component and with a low PSD at low frequencies, a higher cut-off frequency can be tolerated without BLW effect. Hence DWT offers improvement even at low frequencies for PPM scheme. Above a data rate of 10 Mbps for 4-PPM and 5 Mbps for the 8 and 16-PPM, the DWT based denoising completely eliminates power penalties due to FLI.

![Figure 5.17: NOPR versus the data rates for 4, 8 and 16 PPM with the hard decoding scheme with DWT denoising in the presence of the FLI.](image-url)
The NOPR to achieve an error probability of $10^{-6}$ with DWT denoising for 4, 8 and 16-PPM with the soft decision decoding scheme for a data rate range of 1-200 Mbps is given in Figure 5.18. Comparing Figure 5.6 and Figure 5.18, DWT offer no improvement above a data rate of 20 Mbps as PPM with the soft decoding is immune to the FLI. DWT provides a significant improvement even at 1 Mbps with the power penalties of ~4 dB, ~2.9 dB and ~1 dB for 4, 8 and 16 PPM, respectively compared to the same bit rate with no interference. The power penalties without DWT are 11.45 dB and 13.1 dB, which show the effectiveness of DWT. At 10 Mbps without DWT denoising, FLI results in power penalties of 1.1 to 2.1 dB. These power penalties are completely eliminate by DWT denoising.

### 5.5.3 Performance of DPIM with DWT Denoising

The DWT based denoising receiver for DPIM system in presence of the FLI is shown in Figure 5.19. Like cases of PPM and OOK, the receiver incorporates a matched filter and a sampler followed by the DWT based denoising. The wavelet denoising section removes the FLI from the received signal and the denoised signal is sliced to convert it
to binary DPIM symbols. The threshold level $\alpha$ is set midway between one and zero levels in the absence of any filtering and is given as [51, 189]:

$$\alpha = R P_{\text{avg}} \sqrt{L_{\text{avg}} T_b \log_2 L} \left( \frac{1}{2} - \frac{1}{L_{\text{avg}}} \right);$$ (5.32)

where $L_{\text{avg}}$ is the average symbol length of DPIM.

The number of decomposition level $\gamma$ can be calculated using (5.30) by replacing $T_{s,\text{PPM}}$ by slot duration of the DPIM $T_{s,\text{DPIM}}$. The decomposition level $\gamma$ and cut-off frequencies for DPIM scheme are given in Table 5.6.

![Block diagram of DWT based receiver for DPIM in the presence of FLI](image)

Figure 5.19: Block diagram of DWT based receiver for DPIM in the presence of FLI.

Table 5.6: The decomposition level $\gamma$ and the cut-off frequencies (MHz) for $L$-DPIM.

<table>
<thead>
<tr>
<th>Data Rate (Mbps)</th>
<th>4-DPIM</th>
<th>8-DPIM</th>
<th>16-DPIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>$f_c$ (MHz)</td>
<td>Level</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>0.78</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>0.78</td>
<td>5</td>
</tr>
<tr>
<td>40</td>
<td>6</td>
<td>0.78</td>
<td>6</td>
</tr>
<tr>
<td>60</td>
<td>7</td>
<td>0.59</td>
<td>7</td>
</tr>
<tr>
<td>80</td>
<td>7</td>
<td>0.78</td>
<td>7</td>
</tr>
<tr>
<td>100</td>
<td>7</td>
<td>0.98</td>
<td>8</td>
</tr>
<tr>
<td>120</td>
<td>8</td>
<td>0.59</td>
<td>8</td>
</tr>
<tr>
<td>140</td>
<td>8</td>
<td>0.68</td>
<td>8</td>
</tr>
<tr>
<td>160</td>
<td>8</td>
<td>0.78</td>
<td>8</td>
</tr>
<tr>
<td>180</td>
<td>8</td>
<td>0.88</td>
<td>9</td>
</tr>
<tr>
<td>200</td>
<td>8</td>
<td>0.98</td>
<td>9</td>
</tr>
</tbody>
</table>
Figure 5.20: NOPR versus the data rates for 4, 8 and 16 DPIM schemes with DWT denoising in the presence of the FLI.

The NOPR to achieve a SER of $10^{-6}$ with DWT denoising for 4, 8 and 16-DPIM at a data rate range of 1 - 200 Mbps is given in Figure 5.20. Comparing the performance of OOK scheme in Figure 5.15 and PPM with the hard decision scheme in Figure 5.17, it can be observed that performance of DPIM with DWT is intermediate between OOK and PPM. Low order DPIM show performance similar to OOK with constant optical power penalties compared to the ideal case. However, higher order of DPIM shows almost zero power penalties. The phenomenon is due to progressive reduction of the DC and low frequency components with increasing bit resolutions. Compared to performance without FLI, the power penalties with DWT are $\sim 0.7$ dB at a data rate $> 40$ Mbps, which reduces to 0.4 dB for 8-DPIM. The power penalties is completely reduced to zero by DWT for 16-DPIM at data rate $> 20$ Mbps.
5.6 **Comparative study of DWT and HPF**

This section provides the comparative study of the DWT and HPF. Both schemes are designed to reduce the effect of the FLI. Due to the spectral overlapping of the modulating signal and interference, it is in fact impossible to reduce the effect of FLI without incurring power penalties especially for modulating techniques with a high DC component. Since OOK has the highest DC and low frequency components, it suffers most adversely from the application of the filtering. Hence the task here is to design high-quality denoising techniques with reduced complexity and minimal information loss. A case study for OOK with HPF and DWT denoising is presented as it gives good indication of the effectiveness of the techniques. It is easy to conclude that a filtering technique that provides the least power penalty is the best for other modulation techniques as well because OOK suffers the most severely from BLW. Since the digital HPF shows significantly improved performance compared to its analogue counterpart, this study is limited to the digital HPF. For the performance of the OOK and other modulation techniques with the analogue HPF, refer to [51, 78, 80].

The OPPs against the decomposition level $\gamma$ for DWT for data rates of 20, 50, 100 and 200 Mbps is given in Figure 5.21. The OPPs for different filter cut-off frequencies and for the same data rates for HPF are given in Figure 5.22. For DWT the lowest threshold level is at $\gamma = 9$ for 200 Mbps. Since DWT decomposes signal in a logarithmic scale, the value of $\gamma$ at which OPP is the minimal increases by one when the data rate doubles. In case of the HPF, the optimum cut-off frequency is $\sim 0.2$ MHz for all data rates. Note, it is not possible to define a precise cut-off frequency for DWT (as only the integer value of $\gamma$ is permissible). The results shown in Figure 5.21 and Figure 5.22 indicate that the wavelet based receiver, with no parameter optimization, displays similar or better performance compared to the best achieved with the HPF. This makes the denoising process faster and more convenient.
Figure 5.21: The OPP against the decomposition level for the DWT based receiver at data rates of 20, 50, 100 and 200 Mbps.

Figure 5.22: The OPP against cut-off frequencies for a HPF based receiver at data rates of 20, 50, 100 and 200 Mbps.

In addition to the performance improvement, a key advantage of the DWT is the reduced system complexity. For the optimum performance, the value of decomposition level $\gamma$ varies from 6-9 (see Figure 5.22). For the input signal length of $n$, the total number of floating point operations (only multiplication is taken into consideration here) for the first level of decomposition is $nJ$. For the second stage, the length of input
signal is \( n/2 \) and the total number of operations is \( nJ/2 \) and so on. Hence, the DWT requires a maximum of \( 2nJ \) operations for analysis and synthesis meaning the maximum number of floating point operations is \( 4nJ \). Since \( J = 15 \) for Daubechies 8 ‘db8’, the maximum number of the operations is \( 60n \). For a HPF of order \( L \), the total number of floating point operations is \( nL/2 \). At a date rate of 200 Mbps and with \( f_c \) of 0.2 MHz the filter order \( L \) is 2148, thus illustrating much reduced complexity of the DWT. Moreover, the realization of the DWT is also simpler compared to the HPF as a repetitive structure is used at each level of analysis and synthesis. Hence only a 15\(^{th} \) order filter is required to realize for the DWT compared to a filter of 2148 orders for the HPF.

### 5.7 Summary

The effect of FLI to a number of baseband modulation techniques was investigated in this chapter. The normalized optical power requirement for all modulation schemes with threshold detection was almost constant irrespective of the data rate indicating the dominance source of interference being FLI. Compared to the optical power requirements without interference, power penalties decrease as the data rate increases. Unlike hard decision decoding scheme, soft decision decoding for PPM showed a significantly higher resistance to the FLI. In fact the power penalty for PPM with the soft decision decoding was zero above a data rate of 20 Mbps.

A new method based on DWT was employed as an effective tool to reduce the effect of FLI. The received signal corrupted by FLI was separated into different bands of frequencies. The objective was to separate the modulating and inferring signal into different bands using DWT decomposition. Band of signals corresponding to interference was then removed and the signal was reconstructed for detection. With proper selection of decomposition level, it was possible to make the reconstructed signal free from interference. However, due to spectral overlap between the modulating and the interfering signals, a significant content of the modulating signal was removed from the received signal which leads to OPPs. The performance of OOK, PPM and DPIM were evaluated in the presence of FLI with DWT denoising. The study showed that DWT is very effective in reducing the effect of FLI. DWT offers a reduction of ~ 5.5 dB in NOPR at 10 Mbps and higher reduction of ~ 7.4 dB is observed at 40 Mbps. The optical power penalty for OOK is less than ~ 1.6 dB for the data rate > 40 Mbps. DWT
eliminates the fluorescent light induced power penalties for PPM hard decision decoding above data rate of 10 Mbps for all bit resolutions. Unlike the case of OOK, DWT even offer reduction in power penalties at a data rate of 1 Mbps for PPM system. Since PPM with the soft decision decoding scheme showed significant resistance to FLI, DWT offered reduction in NOPR at data rates < 20 Mbps and no improvement beyond 20 Mbps. The performance of DPIM with DWT denoising showed the characteristic intermediate between OOK and PPM hard decision scheme. Lower order of DPIM showed performance akin to OOK with almost a constant OPP above 40 Mbps. However, higher order of DPIM showed a null OPP above the data rate of 20 Mbps.

Comparative studies of the DWT denoising and HPF revealed that DWT can match the best performance achieved with the HPF. Besides performance improvement, DWT offers reduced system complexity, simplicity in design and flexibility. With results that had been obtained in this study, it is conclusive that DWT is very effective denoising tool for reducing the effect of FLI in indoor optical wireless channel.
Chapter 6  Artificial Neural Network Based
Adaptive Equalizer for a Dispersive
Indoor Optical Wireless Channel

6.1  Introduction

Though directed LOS links require the least optical power and offers high data rates in excess of 1 Gbps, the links are more susceptible to blocking, restrict user mobility and require complex tracking systems [11]. Hybrid LOS systems provide mobility to a certain degree, but are less power efficient and suffer from blocking. Non-directed non-LOS (diffuse) topologies provide mobility and are less susceptible to blocking; hence it is the preferred option for indoor applications. However, diffuse links suffer from the multipath induced ISI, thus limiting the maximum achievable data rates, for example 260 Mbps.m.s$^{-1}$ for a typical indoor OW system [3]. ISI also results in an additional power penalty that increases exponentially with the data rate [43].

For highly dispersive channels, the power penalty associated with multipath propagation becomes critical at high data rates. Unless a compensation technique is incorporated in the receiver, the power penalty makes the system practically infeasible. The traditional method is to use a compensation filter with an impulse response inverse to that of the channel impulse response. Both the linear and the decision feedback equalizers are effective for reducing the effect of ISI in indoor applications, with the later displaying slightly improved performance [179, 249]. Since the transmission channel parameters are not known in advance and the physical channel is time varying, the adaptive algorithms are the preferred option. In this scenario a training sequence is transmitted to approximate channel characteristics, and is used at the receiver to adjust equalizer’s parameters accordingly. The equalizing algorithm assumes that the channel is linear,
however dispersion induced by the channel is nonlinear in nature [103]. The received signal at each sampling instant may be considered as a nonlinear function of the past values of the transmitted symbols. Hence, if the channel is non-stationary, the overall channel response becomes a nonlinear dynamic mapping [103]. Thus, in a time-varying environment, the equalization based on the filter is the non-optimum classification strategy as filters have a linear decision boundary [250, 251]. Therefore the optimum strategy would be to have a nonlinear decision boundary. Recently, several equalizers based on the multilayer perceptrons (MLP) and the recurrent neural networks with a nonlinear decision boundary have been studied for adaptive equalization [250, 252-255]. In this chapter, the performance of the MLP for equalization in indoor OW links is studied. The linear and decision feedback structures are investigated and results are presented.

6.2 Diffuse Indoor Optical Wireless Channel Model

A survey of the channel models that had been investigated for indoor OWC channel is given in Section 2.4. In this section, the expression for the ceiling bounce model that will be utilized throughout the thesis would be described. In the ceiling bounce model, the multipath IR channel is characterized by only two parameters; the optical path loss and the RMS delay spread \( D_{\text{rms}} \). The impulse response \( h(t) \) of the ceiling bounce model is given by [95]:

\[
h(t, a) = \frac{6a^6}{(t + a)^7} u(t) ;
\]

where \( u(t) \) is the unit step function, \( a = 2H_c/c \). \( H_c \) is the height of the ceiling above the transmitter and receiver and \( c \) is the velocity of light. The parameter ‘\( a \)’ is related to \( D_{\text{rms}} \) as:

\[
D_{\text{rms}}(h(t, a)) = \frac{a}{12} \sqrt{\frac{13}{11}} .
\]

For a more realistic channel model with multiple reflections, ‘\( a \)’ needs to be modified. For the un-shadowed and shadowed channels the expressions for ‘\( a \)’ are given by [95]:

\[
\frac{a}{12} = 0.5218 + 0.2878H_c + 0.3284H_c^2.
\]
\[a(\text{unshad.}) = 12 \sqrt{\frac{11}{13}} (2.1 - 5.0s + 20.8s^2)D_{\text{rms}}(h_1(t));\] (6.3)

\[a(\text{shad.}) = 12 \sqrt{\frac{11}{13}} (2.0 + 9.4s)D_{\text{rms}}(h_1(t));\] (6.4)

where \(h_1(t)\) is one bounce impulse response and \(s\) is defined as the ratio of the horizontal transmitter-receiver (TR) separation to the TR diagonal, the latter being defined as the length of the segment of the line between the transmitter and the receiver.

Another important parameter that is used for study of performance at different data rates in a dispersive channel is the normalized delay spread \(D_T\), which is a dimensionless parameter defined as:

\[D_T = \frac{D_{\text{rms}}}{T_b}.\] (6.5)

### 6.3 Unequalized Performance

#### 6.3.1 OOK

The block diagram of an unequalized OOK system is given in Figure 6.1. Except for the channel in Figure 6.1 considered to be dispersive with an impulse response of \(h(t)\), the OOK system is identical to system given in Figure 2.7. The optical signal \(x(t)\) is then subjected to the multipath distortion, hence the channel output \(\phi(t)\) in the absence of noise is given by:

\[\phi(t) = x(t) \otimes h(t);\] (6.6)

where the symbol \(\otimes\) denotes convolution. The receiver front consists of the unit energy filter \(r(t)\), followed by a sampler and a threshold detector detail of which can be found in Section 2.7. The input signal to the matched filter is given by:

\[z(t) = R[\phi(t) + n(t)].\] (6.7)
Figure 6.1: The block diagram of the unequalized OOK system.

The system can be modelled using the discrete time model and the discrete-time impulse response $h_t$ of the cascaded system (the transmitter filter, channel and the receiver filter) is given as [96]:

$$h_t = p(t) \otimes h(t) \otimes r(t)|_{t=it_T};$$

(6.8)

with the normalization $\sum_t h_t = 1$ and sampling times are shifted to maximize the zero-sample $h_0$. Unless the channel is non-dispersive, $h_t$ contains a zero tap, a single precursor tap (with the largest magnitude) and possibly multiple postcursor taps. On a non-dispersive channel, the optimum sampling point, i.e. the point which minimises the probability of error, occurs at the end of each bit period $T_b$. However, on a dispersive channel, the optimum sampling point changes as the severity of ISI changes. The receiver filter output $y_t$ corresponding to the penultimate bit, in the absence of noise, is given by:

$$y_t = 2R\rho_{av} a_t \otimes h_t|_{t=i\zeta};$$

(6.9)

where $\zeta$ is the number of channel taps and $a_t = \{a_1, a_2, \ldots, a_\zeta\}$ is the $\zeta$ bit sequence.

The BER is approximated by averaging over all possible bits sequence of length $\zeta$, and is given by [153]:

$$P_e = \frac{1}{2\zeta} \sum_{i\in s_0} Q\left(\frac{R\rho_{av}\sqrt{T_b} - y_i}{\sqrt{N_0}}\right) + \frac{1}{2\zeta} \sum_{i\in s_1} Q\left(\frac{y_i - R\rho_{av}\sqrt{T_b}}{\sqrt{N_0}}\right);$$

(6.10)

where $s_0$ and $s_1$ correspond to bit “0” and “1”, respectively.

The unequalized NOPR for OOK to achieve a BER of $10^{-6}$ in a diffuse channel with $D_T$ of [0, 1] is given in Figure 6.2. The simulations are carried out for a data rate of 200 Mbps though the data rate (bit duration) used is irrelevant as the RMS delay spread is normalized to bit duration. For theoretical NOPR, the reader can refer to [51] and for
the power penalty using a five pole Bessel filter with a 3-dB cut-off frequency of $0.6/T_b$ filter refer to [96]. The NOPR in this chapter are entirely based on computer simulations.

It is clearly apparent from Figure 6.2 that the unequalized NOPR of OOK increases exponentially with $D_T$. A NOPR of 3 dB is incurred when $D_T$ is $\sim 0.24$. When $D_T$ is 0.51, the NOPR is $\sim 18$ dB beyond which the target BER of $10^{-6}$ is practically impossible to achieve with a reasonable optical power.

The OPP in an unequalized system can be approximated using the worst-case bit sequences, consisting of a single one bit preceded and followed by a long string of zeros and the OPP at a low BER can be approximated using [96]:

$$\text{unequalised OPP (dB)} = 10\log_{10} \left[ \frac{Q^{-1}(2^g \xi)}{(2h_0 - 1)Q^{-1}(\xi)} \right] \quad (6.11)$$

The simulation and predicted (using (6.11)) OPPs for the OOK against the $h_0$ are given in Figure 6.3. There is a close match between the theoretical and simulated results for a range of $h_0$. The OPP increases with the decreasing value of $h_0$. This is expected for a channel with severe ISI where $h_0$ reduces.

![Figure 6.2: NOPR against the normalized delay spread $D_T$ for unequalized OOK in a diffuse indoor OWC channel.](image)
6.3.2 PPM

The block diagram of the unequalized PPM system with both hard and soft decision decoding schemes is given in Figure 6.4. The detailed descriptions of the matched filter based receiver for the PPM system including the soft and hard decision decoding schemes are discussed in Section 2.8.1.2. The key difference here is the channel, which is dispersive with the impulse response of $h(t)$. The output of the matched filter is sampled and either a hard decision decoding or a soft decision decoding can be applied.

Figure 6.4: The block diagram of the unequalized PPM system with hard and soft decision decoding schemes.
To calculate the SER for the PPM hard decoding system, one need to consider all possible combination of the PPM symbols within the channel span $\delta$, calculate the slot error probability of individual slot and average over the entire channel span. Hence the slot error probability of PPM is given by:

$$P_{se, PPM, hard} = \frac{1}{2^L} \sum_{t=1}^{\frac{\delta}{\gamma}} \sum_{t=1}^{L} Q \left( \frac{\gamma_t + \alpha_{opt}}{\sqrt{N_0/2}} \right) + \frac{(L-1)}{L} Q \left( \frac{\alpha_{opt} - \gamma_t}{\sqrt{N_0/2}} \right);$$

where $\alpha_{opt}$ is the optimum threshold level. Unlike OOK, $\alpha_{opt}$ does not lie in the middle of the zero and one level due to unequal probability of occurrence of the empty slots and pulses. In fact $\alpha_{opt}$ is a complicated function of the bit resolution and the discrete-time impulse response $h_i$. An iterative approach to calculate the optimum threshold level $\alpha_{opt}$ and approximate $P_{se, PPM, hard}$ is taken in [51]. The iterative approach requires a significant computationally time, thus not practical for $\delta > 20$ [51].

In this work a constant threshold level $\alpha_{th}$ is utilized which is given by:

$$\alpha_{th} = 0.5 - 0.25 \sum_{i=1}^{\infty} h_i. \tag{6.13}$$

The summation $\sum_{i=1}^{\infty} h_i$ provides the estimation of the energy of pulse that is spread to its adjacent pulses due to the dispersion. For a LOS link, the summation is zero and hence $\alpha_{th} = 0.5$. The dispersive channel will have a non-zero summation value. The value of $\alpha_{th}$ in a dispersive channel is less than 0.5. Assuming that one occurs in slot $q$ of each symbol, the average symbol error probability for unequalized PPM soft decoding is given by [51, 181]:

$$P_{symbol, PPM, soft} = \frac{1}{2^L} \sum_{t=1}^{\delta} \sum_{p=1}^{L} Q \left( \frac{Y_{(t-1)L+q} - Y_{(t-1)L+p}}{\sqrt{N_0}} \right). \tag{6.14}$$

Computer simulations are carried out to determine the NOPR to achieve a SER of $10^{-6}$ for unequalized 4, 8 and 16-PPM with the soft and hard decision decoding schemes and are given in Figure 6.5. The threshold level given by (6.13) is used for the hard decision decoding. Also shown is the NOPR for OOK for comparisons. The soft decision decoding shows much improved performance compared to the hard decision decoding for all range of $D_T$ and for all bit resolutions. The higher order PPM shows sharp
increment in the NOPR with increasing $D_T$ for both soft and hard decision decoding schemes. This is due to the decrease in slot duration with the increase order for PPM, effectively increasing the ISI. For example, for $D_T > 0.19$, 4-PPM(hard) offers lower NOPR to achieve a SER of $10^{-6}$ compared to the 16-PPM(hard). For the soft decision decoding, the intersection point for 4-PPM and 16-PPM is $\sim 0.24$. It can also be observed that OOK offer the least power penalty compared to all orders of the PPM(hard) for highly dispersive channel ($D_T > 0.27$) and 4-PPM (soft) offers the least power requirement for higher $D_T$ values. The soft decision scheme offers improved resistance to ISI and difference in the OPPs for the soft and hard decoding increases with $D_T$. The difference in NOPR for the soft and hard decision decoding schemes increases from 1.5 dB at $D_T = 0$ to $\sim 8.5$ dB at $D_T = 0.4$ for 4-PPM with the soft decoding always requiring lower NOPR. The difference is even higher for 8 and 16-PPM with a noticeable difference of $\sim 12.5$ dB at $D_T = 0.23$ for 16-PPM. This clearly demonstrates the advantage of the soft decision decoding over the hard decision decoding in diffuse channel.

![Figure 6.5: NOPR against the normalized delay spread for 4, 8 and 16-PPM with hard and soft decision decoding schemes in a dispersive channel.](image)
6.3.3 DPIM

The block diagram of the matched filter based receiver for unequalized DPIM system is given in Figure 6.6. The matched filter based DPIM system is described in Section 2.8.1.3, hence is not repeated here. The only difference lies in the channel, which is considered to be dispersive. The channel output of the system in Figure 6.6 can be calculated using (6.6) and replacing $T_b$ by the sampling time of DPIM in (6.8) gives the system impulse response. The output of the matched filter is sampled and sliced to generate the DPIM sequence.

Similar to OOK and PPM schemes, for calculation of the error probability all possible DPIM sequences of at least $\zeta$ slots are generated. The SER is approximated by averaging over all possible slot sequences of length $\zeta$ and is as follows:

$$P_{se,DPIM} = \frac{1}{2^\zeta} \sum_i \frac{1}{L_{DPIM}} Q \left( \frac{y_i + \alpha_{opt}}{\sqrt{N_0}/2} \right) + \frac{L_{DPIM} - 1}{L_{DPIM}} Q \left( \frac{\alpha_{opt} - y_i}{\sqrt{N_0}/2} \right). \quad (6.15)$$

Additional empty slot(s), immediately following a pulse, can be added to DPIM symbol to increase the immunity to the ISI due to multipath propagation [190]. The addition of the guard slots complicates the SER calculations and cannot easily be expressed in a concise form. For further discussion on the SER of DPIM(1GS), refer to [51]

The NOPR for unequalized DPIM system with zero and one guard slot in the diffuse channel is shown in Figure 6.7. The NOPR in this study is solely calculated using the Monte Carlo simulations. With no guard slots, the threshold level is set at half the energy level as it provides the near optimum error probability. However, for the optimum performance using one guard, the threshold level should be adjusted for different $D_T$. NOPR using (6.15) is reported in [51]. The difference with the result in [51] may appear as optimization is not carried out in this study. In this study, the threshold level for the DPIM(1GS) is calculated using (6.13). As in case of the PPM system, the NOPR for the DPIM increases more sharply for the higher order of the bit resolution due to smaller slot duration as the bit resolution increases. OOK shows the least NOPR for $D_T > 0.2$ compared to DPIM(0GS). The DPIM(1GS) scheme offers significantly improved performance compared to DPIM(0GS) especially at higher values of $D_T$. When decoding DPIM with a guard slot, if a pulse is detected then the
next slot is automatically assigned a zero. Since the adjacent slots to a pulse are the most affected by ISI, this approach of adding guard slot(s) provides a significant resistance to the ISI [190]. Expectedly, the optical power gain obtained using the guard slot increases with increasing $D_T$. The 4-DPIM(1GS) and 8-DPIM(1GS) offer lower NOPR compared to the OOK for all range of $D_T$.

In case of the DPIM with one or more guard slots, there can only be limited number of valid DPIM sequence. For example, the valid 3-bit sequence for DPIM(1GS) are given in Table 6.1. The valid DPIM(1GS) sequences do not contain two consecutive ones. Ignoring all zero sequence, it can be observed that bit sequences are orthogonal like in PPM symbol and hence there is possibility of soft decision decoding. However due to presence of all zero sequence in DPIM(1GS), a soft decision decoding approach applicable to PPM scheme need to be modified. In this study, a hybrid of soft and hard decision decoding for DPIM(1GS) is proposed. To explain the hybrid approach, the slot values (in bold) that must precede or proceed to make valid DPIM(1GS) sequence is also given in Table 6.1. In the case that no slot values given in bold means both pulse and empty slots are possible. Close look at this table reveals that all valid sequences have either 000 or 010 sequence. This unique pattern in valid DPIM(1GS) sequence can be exploited for the decoding. Considering central bit $b_i$ is to be decoded, the hybrid decoding approach can be carried out using the following algorithm:

\[
\text{if } b_i > \text{threshold} \&\& b_i > b_{i-1} \&\& b_i > b_{i+1} \\
\hat{b}_i = 1 \\
\text{else } \hat{b}_i = 0
\] (6.16)

Figure 6.6: Block diagram of the unequalized DPIM system with a threshold detector.
Figure 6.7: NOPR against the normalized delay spread for 4, 8 and 16-DPIM with and without guard slots in a dispersive channel.

Table 6.1: Valid DPIM(1GS) 3-bit sequence.

| 000 | 0010 | 010 | 0100 |

This literally means to assign a value of one to the slot with the highest amplitude if one or more slots within a 3-bit sequence have amplitudes greater than the threshold value. In a dispersive channel, since the adjacent slot contributes the maximum ISI, this simple algorithm can be effective in reducing the power penalty as in case of soft decision decoding PPM. Increasing guard slots can lead to further reduction in the power penalty at the cost of reduced throughput.
The NOPR against the normalized delay spread for 4, 8 and 16-DPIM(1GS) with hard and soft decoding schemes in a dispersive channel is given in Figure 6.8. The soft decoding here refers to the decoding based on the algorithm given in (6.16). The threshold level for the hard decoding is calculated using (6.13). However, the threshold level of $h_0/2$ is used for the soft decoding. Though importance of soft decoding is not noticeable for $D_T < 0.1$, a significant reduction in NOPR can be achieved using the soft decoding for a highly dispersive channel. Soft decoding 16-DPIM offers 0 and $\sim 13.7$ dB reduction in NOPRs compared to the hard decoding for $D_T$ of 0 and 0.4, respectively. In 8-DPIM, the reductions in NOPRs are 0 and $\sim 15.5$ dB for $D_T$ of 0 and 0.55, respectively. Lesser gain is achieved for 4-DPIM. The soft decoding can be applied to completely eliminate the power penalty in a less dispersive channel.

![Figure 6.8: NOPR against the normalized delay spread for 4, 8 and 16-DPIM(1GS) with hard and soft decoding schemes in a dispersive channel.](image)
6.4 Equalization Techniques

As explained in the Section 6.3, a significant power penalty incurs due to the ISI in a diffuse channel, which makes such a scheme practically less attractive particularly at higher data rates (i.e. > 10 Mbps). A number of solutions exist to reduce the effect of the ISI, with the optimum solution being the MLSD scheme [256], where data sequences are selected to minimize the Euclidean distance. However, practical implementation of MLSD is rather complex since the complexity increases exponentially with memory of the channel. Additionally, for modulation schemes with non-fixed symbol boundaries (DPIM and DPPM), MLSD scheme is not a practically viable option. Moreover, a simpler equalizing structures based on the FIR digital filter performs well and performance close to that of MLSD can be attained for indoor OWC channels [43, 249].

The block diagrams of the structure of a linear equalizer for the zero ISI at the sampling instant are given in Figure 6.9 and Figure 6.10, respectively. The receiver filter response $G_R(f)$ is generally matched to the transmitter filter response $G_T(f)$, i.e. $G_R(f) = G_T^*(f)$. For zero ISI at the sampling instant, the frequency response $G_e(f)$ of the equalizer should be inverse of the channel impulse response $C(f)$ [257]. i.e.:

$$G_e(f) = \frac{1}{C(f)}.$$  \hspace{1cm} (6.17)

Since ISI caused by the channel is limited to a finite number of symbols, the practical channel equalizer is an FIR filter. Since the ISI is zero at the sampling instant, such a filter is called the zero forcing equalizer (ZFE). The structure of the channel equalizing filter is given in Figure 6.10. The tap weights $C_n$ can be obtained by solving a simultaneous $2L+1$ equations as [258]:

Figure 6.9: Block diagram of system with an equalizer [257].
Figure 6.10: Block diagram of the linear equalizer.

\[
\begin{bmatrix}
  y_0 & y_{-L+1} & \cdots & y_{-L} & \cdots & y_{2L+4} & y_{-2L} \\
  y_{L-1} & y_0 & \cdots & y_{-L+1} & \cdots & y_{-2L} & y_{2L+3} \\
  \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
  y_L & y_{L-1} & \cdots & y_0 & \cdots & y_{-L+1} & y_{-L} \\
  \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
  y_{2L-1} & y_{2L-2} & \cdots & y_{L-1} & \cdots & y_0 & y_{-1} \\
  y_{2L} & y_{2L-1} & \cdots & y_L & \cdots & y_1 & y_0 \\
\end{bmatrix}
\begin{bmatrix}
  C_{-L} \\
  C_{-L+1} \\
  \vdots \\
  C_0 \\
  \vdots \\
  C_{L-1} \\
  C_L \\
\end{bmatrix}
= \begin{bmatrix}
  0 \\
  0 \\
  \vdots \\
  1 \\
  \vdots \\
  0 \\
  0 \\
\end{bmatrix}
\] (6.18)

A major drawback of the ZFE is that it ignores the presence of additive noise which may result in a significant noise enhancement. This can be understood by noting that the equalizer filter response is the inverse of the channel response so the equalizer places large gain where \(C(f)\) is small, boosting the noise in process. An alternative is a channel equalizer with the optimization based on the minimum mean-square error (MMSE) criterion [257]. The MMSE equalizer relaxes the zero ISI condition and selects a channel equalizer characteristic so that the combined power in the residual ISI and the additive noise at the output of the equalizer are minimized.

A significantly poor performance due to the noise enhancement can be observed using a linear equalizer for channels having a spectral null. In such cases, a nonlinear equalizer where the previously detected symbols are feedback to detect the present symbol can be implemented. A generalized structure of a DFE is given in Figure 6.11. The feedforward filter can be a fractionally spaced with adjustable tap coefficients and the feedforward filter is symbol spaced [249].
Significant amount of research work have been reported on the performance of the DFEs for different modulation techniques in diffuse indoor OW links [43, 52, 67, 96-99]. DFEs are effective in mitigating ISI in indoor OW channels with a BER performance close to that of the MLSD [96]. Since transmission channel parameters are not known in advance and the physical channel is time varying; adaptive algorithms are the preferred option for equalization. In this scenario a training sequence is transmitted to approximate the channel characteristics, and is used at the receiver to adjust the equalizer’s parameters accordingly. The adaptive algorithm is adopted throughout this chapter.

6.5 Equalization as a Classification Problem

Consider a baseband communication system as shown in Figure 6.1. The discrete received signal is given by:

\[ y_i = \sum_{n=0}^{\zeta} h_n a_{n-i} + n_i = b_i + n_i ; \]  

(6.19)

where \( b_i \) is the noise free channel output, \( n_i \) is the AWGN, and \( h_n \) is the channel taps given by the ceiling bounce model.

The \( J \) th order equalizer has \( J \) taps with equally spaced delay \( \tau \) for symbol space equalizer, where \( \tau \) is the bit duration for OOK and the slot durations for other modulation techniques. The channel output can be written in vector form as:
\[ Y_i = [y_i \ y_{i-1} \ldots \ y_{i-j+1}]^T; \]  

where \( T \) represents the transpose operation. Hence the channel has \( J \)-dimensional observation space. Depending on the output vector \( Y_i \), the equalizer tries to estimate the transmitted sequence \( \{a_i\} \). In other words, the equalizer classifies the receiver vector \( Y_i \) into one of the two classes: binary zero and binary one. The current and past \( J + \zeta \) number of the transmitted symbols affect the classification decision of the equalizer. Hence, for a channel with an impulse response length of \( \zeta + 1 \), the possible combination of binary channel input sequence is \([103, 250]\):

\[ a_i = [a_i \ a_{i-1} \ldots \ a_{i-\zeta-j+1}]^T. \]  

(6.21)

The total number of the possible combinations of \( a_i \) is \( n_s = 2^{J+\zeta} \). The corresponding noise free channel output vector referred to as the desired channel state is given by:

\[ b_i = [b_i \ b_{i-1} \ldots \ b_{i-j+1}]^T. \]  

(6.22)

The desired channel output state can be partitioned into two classes \( \{0, 1\} \) according to the binary values of the transmitted symbol \( a_i \) as \([103, 250]\):

\[ \hat{a}_i^+ = \{b_i|a_{i;k} = +1\}; \]

\[ \hat{a}_i^- = \{b_i|a_{i;k} = -0\}; \]  

(6.23)

where state \( \hat{a}_i^+ \) corresponds to the input binary value of “1” and \( \hat{a}_i^\dagger \) corresponds to the input binary value of “0”. The output of the channel clusters around the desired noise free outputs. The equalization problem is hence forming a decision boundary that corresponds to the transmitted symbol. Therefore, determining the values of the transmitted symbol with the knowledge of the observation vectors is basically a classification problem. Thus channel equalization is equivalent to partitioning of the \( J \)-dimensional channel output vectors into two decision regions.

The linear decision boundary may be utilized when the patterns are linearly separable. However, practical channels are not linearly separable and hence a linear boundary region on such channel is not the optimal. In general, the optimal decision boundary is nonlinear and the realization of the nonlinear decision boundary can be achieved by using ANN with a nonlinear transfer function.
6.6 Introduction to Artificial Neural Network

ANN is a mathematical and computer model which is loosely based on the biological neural networks. ANN, with a nonlinear statistical modelling capacity, is extensively used for modelling complex relationships between inputs and outputs and for pattern classification. Although introduced in 1948 [259], the extensive studies of ANN started only in the early eighties after important theoretical results related to ANN were attained. Now ANN finds its application in diverse areas such as the computing [260], medicine [261-263], finance [264], control system [265], statistical modelling [266], engineering [267].

ANN consists of simple processing units, neurons (or cells) interconnected in predefined manner. The neurons communicate by sending signals to each other. A neuron is limited to functionality of classifying only linearly separable classes [268]. However, ANN with many neurons can perform a complicated task like pattern classification, nonlinear mapping. In fact, ANN with sufficient number of neurons are universal approximators [269].

6.6.1 Neuron

Each neuron in the ANN does a simple task of modifying the input(s) by some predefined mathematical rule. The neuron has $N$ inputs $\{x_i : i = 1, \ldots, N\}$, a weight $w_i$ associating with each inputs and an output $y$. There may be additional parameter $w_0$ known as the bias which can be thought as weight associated with a constant input $x_0$ always set to 1. The functional block diagram of a neuron is shown in Figure 6.12.

![Figure 6.12: The schematic diagram of neuron showing inputs, a bias, weights and an output.](image-url)
The intermediate output $a$ can be calculated mathematically as:

$$a = \sum_i w_i x_i;$$

where $i = 0, \ldots, N$ if there is a bias and $i = 1, \ldots, N$ otherwise.

The output $y$ is a function of the activation $a$ and is given by:

$$y = f(a).$$

The activation or transfer function $f(.)$ depends on the application but is generally differentiable. Some popular activation functions are described below.

(i) **Linear Function**: Defined as $y = ma$. For $m = 1$, the function is known as an identity function as the output is the exact copy of input.

(ii) **Binary Threshold Function**: limits the activation to 1 or 0 depending on the net input relative to some threshold function. Considering a threshold level of $\theta$, the output is given by:

$$y = \begin{cases} 
1 & \text{if } a \geq \theta \\
0 & \text{if } a < \theta 
\end{cases}.$$  

(iii) **Sigmoid Function (logistic and tanh)**: are commonly used activation functions for nonlinear processing and pattern classification. The output of the log-sigmoid function is a continuous function in the range of 0 to 1 defined as:

$$y = \frac{1}{1 + e^{-a}}.$$  

The tan-sigmoid function is a variation of the log-sigmoid function as output ranges from -1 to +1, given by:

$$y = \tanh(a).$$
6.6.2 ANN Architectures

The neurons can be interconnected in different and complex manners. The simplest way is to arrange neurons in a single layer. However there are other topologies, the most common are described below briefly.

i. Single layer feedforward network: It contains only an output layer connected to an input layer (Figure 6.13). The number of neurons in each layer varies depending on the number of inputs and outputs requirement for a particular application, but the network is strictly feedforward, i.e. signal flows from the input layer to the output layer only. Single layer networks are limited in capacity because of classification capability in linearly separable classes [268].

ii. Multilayer feedforward network: In order to extract the higher order statistics of data, higher number of neurons and layers are necessary [270]. Hence multilayer networks with capability of forming complex decision regions is utilised in different application. Provided there is a sufficient number of neurons a 2-layer ANN can be used a universal approximator mapping any input-output data set [269]. Figure 6.14 shows a fully connected 2-layer network. Every multilayer network consists of (i) an input layer with no processing taking place, thus not counted as part of a network layers, (ii) a hidden layer and (iii) an output layer.

iii. Recurrent neural network (RNN): Unlike multilayer network, here the output is feedback to the input layer as shown in Figure 6.15. The network is very useful in time-series prediction. The training is more difficult in the recurrent network because of its chaotic behaviour [271]. Elman and the Hopfield networks are common recurrent network architecture [271].
Figure 6.13: A single layer feedforward network with 2 output neurons.

Figure 6.14: Fully connected feedforward multilayer network.

Figure 6.15: Neural network with feedback connection.
6.7 Training Network

The training of ANN is accomplished by providing ANN with the input and desired output data sets. The ANN can adjust its free parameters (weights and bias) based on the input and the desired output to minimize the cost function $E(n)$ (difference between the desired response $d(n)$ and actual response $y(n)$ of the network). The training process depends on two factors: a training data set and a training algorithm. The training data set should be representative of the task to be learnt. A poorly selected training set may increase the learning time. The training algorithm requires a minimization of the cost function. The convergence of cost function to the local minima instead of the global minimum has been an issue and algorithms based on the adaptive learning rate can improve the learning rate as well as a convergence to the global maximum [272, 273].

The learning can be classified into supervised and unsupervised learning. In supervised learning, the network is provided with an input-output pair that represents the task to be learnt. The network adjusts its free parameters so that the cost function is minimized. In unsupervised learning or self-organisation, the desired response is not present and the network is trained to respond to clusters of pattern within the input. In this paradigm the ANN is supposed to discover statistically salient features of the input population [274].

In this study, multilayer feedforward ANN is used for adaptive channel equalization for the indoor OWC. The supervised learning is more suitable of the equalization as the training sequence can be used to approximate channel more accurately. A popular supervised training algorithm known as the backpropagation (BP) is described below.

6.7.1 Backpropagation Learning

The BP supervised learning algorithm is the most popular training algorithm for multilayer networks. It adjusts the weight of ANN to minimize the cost function $E(n)$:

$$E(n) = \|d(n) - y(n)\|^2 .$$

(6.29)

BP algorithm performs a gradient descent on $E(n)$ in order to reach a minimum. The weights are updated as:
where $w_{ij}$ is the weight from the hidden node $i$ to the node $j$ and $\eta$ is the learning rate parameter. The performance of the algorithm is sensitive to $\eta$. If $\eta$ is too small, the algorithm takes long time to converge and if $\eta$ is too large, the system may oscillate causing instability [270]. Hence adaptive learning rates are adopted for faster convergence [272, 273].

The BP can be summarised as [275]:

Step 1: Initialize the weights and thresholds to small random numbers.
Step 2: Present the input vectors, $x(n)$ and desired output $d(n)$.
Step 3: Calculate the actual output $y(n)$ from the input vector sets and calculate $E(n)$.
Step 4: Adapt weight based on (3.8).
Step 5: Go to step 2.

6.8 The ANN based Adaptive Equalizer

All practical channels are non-ideal in nature (i.e. introducing phase and amplitude distortions), thus resulting in the ISI. The effect of the channel is minimized at the receiver by incorporating an equalizer. Since practical channels are time-varying and channel parameters are not known in advance, an adaptive equalizer having a tapped delay line (TDL) with adjustable coefficients is preferred [179]. The current and past values of the received signals are linearly weighted by the equalizer coefficients and summed to produce an output. However, the distortion caused by a dispersive channel is nonlinear in nature in the most practical situations. Hence, the received signal at each sampling instant may be considered as a nonlinear function of the past values of the transmitted symbols [103]. Furthermore, channels are nonstationary; the overall channel response becomes a nonlinear dynamic mapping. On such channels, these equalizers exhibit poor performance [103, 252] and ANN with a nonlinear mapping capability has been proposed showing improved performance [103, 252, 276-280]. Fundamentally, the equalization problem is defined as a classification problem and ANN is employed for the classification [103, 250].
Since the channel parameters are not known in advance, the adaptive algorithm in which equalizing filter coefficients are adjusted using a training sequence is often the preferred model. The ANN based equalizer proposed here hence is an alternative to the adaptive linear and DF equalizers based on the traditional FIR digital filters. Both the linear and DF structures are investigated for equalization in a diffuse indoor OWC channel. The effectiveness of the ANN equalizer for a number of modulation schemes is discussed below.

### 6.8.1 Equalized OOK

The ANN based adaptive linear equalizer structure for OOK system is shown in Figure 6.16. The structure is similar to Figure 6.1, except for the receiver part. Since the matched filter based receiver is non-optimum for a dispersive channel where a significant power penalty incurs, it is replaced by an ANN based receiver in Figure 6.16. The received signal is sampled at the data rate $R_b$. The sample outputs are passed through a feedforward filter and ANN for equalization. The output of the ANN is sliced using a threshold value of 0.5 to generate a binary zero or one.

The detailed structure of the feedforward filter and an ANN based equalizer is shown in Figure 6.17. The sampled output $y_i$ is passed through a TDL of length $J$. The output vector from the TDL is fed in to the ANN for classifications. For the effective use of ANN as an equalizer, ANN is first trained by transmitting a number of known OOK symbols. The ANN parameters are then adjusted to make the difference between the desired output and the ANN output as small as possible. The BP training algorithm is given in Section 6.7. Once the network is trained, it can be used as an equalizer.

The DF structure based on the ANN is shown in Figure 6.18 and Figure 6.19. The detected signals are fed back to the ANN equalizer through a feedback TDL of length $K$. The nonlinear structure due to the feedback filter provides enhanced performance compared to the linear structure. In this DF structure, the previously detected signal is fed back to ANN. The basic idea of the feedback structure is that if previously detected symbols are known, with appropriate weighting, the ISI contributed by these symbols can be cancelled out. One of the key problems of the DF structure is the possibility of error propagations as the detector error is feedback to the system.
Figure 6.16: The system block diagram of ANN based linear equalizer for indoor OW communication.

Figure 6.17: ANN based linear equalizer structure.

Figure 6.18: System block diagram of ANN based DFE receiver.

Figure 6.19: ANN based DFE structure.
These are open questions: what should be the size of the network? What architecture should be chosen? How many layers should be in the network? There are not satisfactory answers to these questions nor a predefined rule. The number of neurons in the input and output layers depends on the input vector and the desired outputs. However, the number of hidden layers and neurons can be varied. Increasing the hidden layers results in increased system complexity and the training time; however too few neurons may result in an unsatisfactory performance. The goal of optimising ANN is to find an architecture which takes less time to train, less storage requirement and less complexity without performance degradation. There are two major approaches for designing an optimal network structure: (i) build a larger network and prune the number of neurons with reduced connections, and (ii) start with a small network and neurons and continue to grow until the desired level of performance is achieved [281].

Theoretically there is no reason for using more than two hidden layers; practically the ANN structure with a single hidden layer is sufficient. Using two hidden layers rarely improves the model, and it may introduce a greater risk of converging to a local minima of cost function [282]. If sufficient neurons in a hidden layer are used, then it is not necessary to use more than one hidden layer [283]. Due to the risk of converging to the local minima, a single hidden layer is utilized with sufficient number of neurons. Theoretically, it is difficult to determine the exact number of neurons required in the hidden layer. Hence in this study, six neurons in the hidden layer is utilized as simulation results have shown that it could provide near optimum results for all range of delay spread for all modulation techniques, though the number of neurons can be reduced for a less dispersive channel.

Another key issue in applying the ANN in supervised learning method is the learning algorithm. Although the philosophy of all training algorithms is the same; to minimize the cost function; they differ in the algorithm to obtain the minimization of cost function. Some training algorithms converge faster, but require larger memory space while some guarantee convergence to the global minimum of cost function [272]. The training algorithms available in Matlab 7.4.0 are listed in Table 6.2. For the comparative study, a 2-layer ANN with six and 1 neurons in the hidden and output layers, respectively is selected. The SNR is chosen as 24 dB for all simulation with a different combination of transfer functions. For each training algorithm, a total of 9 simulations are carried out and the average time required for successful training is calculated and
listed in the second column of Table 6.2. The Levenberg-Marquardt algorithm requires
the least time to train whereas the variable learning rate (traindx) requires the longest
time. However, it is to be noted that the memory requirements for the Levenberg-
Marquardt algorithm is larger than for any other algorithms [284]. Another key factor in
selecting the training algorithm is the performance evaluation under different
conditions. The BER performance for a range of SNRs and the channel delay spreads
are simulated for training algorithms requiring a training time of < 3 second. It is found
that the scaled conjugate gradient algorithm provides the most consistence performance
with improved performance compared to the Levenberg-Marquardt in a highly
dispersive channel. Based on the optimization discussed above, a feedforward
backpropagation ANN with the parameters given Table 6.3 is chosen for the all the
simulations hereafter.

Table 6.2: The list of training algorithm for ANN.

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>Average training time (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levenberg-Marquardt</td>
<td>1.88</td>
</tr>
<tr>
<td>BFGS algorithm</td>
<td>7.00</td>
</tr>
<tr>
<td>Variable learning rate</td>
<td>4.2</td>
</tr>
<tr>
<td>Resilient backpropagation</td>
<td>2.64</td>
</tr>
<tr>
<td>Scaled conjugate gradient</td>
<td>2.83</td>
</tr>
<tr>
<td>Conjugate gradient with Powell/Beale restarts</td>
<td>3.07</td>
</tr>
<tr>
<td>Fletcher-Powell conjugate gradient</td>
<td>3.90</td>
</tr>
<tr>
<td>Polak-Ribiére conjugate gradient</td>
<td>2.46</td>
</tr>
</tbody>
</table>

Table 6.3: ANN parameters for equalizations.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN type</td>
<td>Feedforward BP MLP</td>
</tr>
<tr>
<td>Number of hidden layer</td>
<td>1</td>
</tr>
<tr>
<td>Transfer functions (hidden layer)</td>
<td>Log-sigmoid</td>
</tr>
<tr>
<td>Transfer functions (output layer)</td>
<td>Linear</td>
</tr>
<tr>
<td>Training length</td>
<td>1000</td>
</tr>
<tr>
<td>Training algorithm</td>
<td>Scaled conjugate gradient</td>
</tr>
</tbody>
</table>
For comparative study of the linear and DF equalizers, the mean square error (MSE) while training, can give a clear indication of the relative performance of the equalizers. MSEs against the number of iterations for the linear and the DF structures for OOK with a $D_T$ value of 2 are given in Figure 6.20. All the simulation parameters for both equalizers were kept the same and the error propagation in the DF equalizer is not taken into considerations. It is obvious that lower MSE values are hard to obtain at lower SNR values (i.e. 15 dB) as the AWGN is the dominant source of noise indicating the possibility of higher BER. MSE at a SNR value of 25 dB is significantly low for both structures, thus illustrating successful training and improved performance. For both SNR values, the DF structure shows slightly lower MSEs compared to that of the linear equalizer, thus signifying the possibility for improved performance. The training is effectively accomplished after 50 iterations for the SNR value of 25 dB since no significant changes to the MSE are observed.

The trained ANN can be used for the adaptive equalization in dispersive channels. The NOPR for the ANN based linear and DF equalizers for a range of $D_T$ are shown in Figure 6.21. Also shown is the NOPR for the unequalized case for a matched filter based receiver. The DF scheme offers the least NOPR for all range of $D_T$ closely followed by the linear case. Unlike the unequalized system where the irreducible NOPR
can be observed at $D_T > 0.5$, the equalized cases do not show such case even for $D_T = 2$ for both linear and DF equalizers. The linear and DF schemes show identical performance for $D_T < 1$ varying only at $D_T > 1$. At lower $D_T$ values, typically $< 0.01$, the equalizers show no improvement in the performance. However, the effectiveness of the equalizer in reducing the NOPR becomes apparent with increasing $D_T$. The optical power gain achieved with the equalizer increases as the channel became more dispersive. For example, DFE yields NOPR reduction of $\sim 0.8$ dB and $\sim 6$ dB for $D_T$ of 0.1 and 0.4, respectively. Compared to the LOS ($D_T = 0$) case, the OPP for $D_T$ of 2 is $\sim 6$ dB for DFE, OPP increases with $D_T$. Two factors have contributed to the power penalty: (i) ever presence of the residual ISI particularly when channel is highly dispersive and (ii) incorrect decisions being feedback to ANN [179].

It is not possible to predict the exact OPP for the adaptive DFE as the equalizer parameters are adjusted based on the training sequence. Since adaptive ANN has been used, the weight and the bias of ANN are difficult to predict, which in turn give rise to difficulty in predicting the exact impulse response of the ANN. The expression for estimation of OPPs for the unequalized and ZF-DFE are given in [96] in which the expression for the ZFE is derived by using the polynomial curve fitting method and OPPs are given by [96]:

![Figure 6.21: NOPR versus the normalized delay spread for unequalized and ANN equalized (linear and decision feedback) OOK schemes.](image_url)
Equations (6.11) and (6.31) suggest that there is a strong relation between the OPPs and $h_0$ for the unequalized and equalized systems. The predicted and simulated OPPs against $h_0$ for the DFE and unequalized systems at a data rate of 200 Mbps are given in Figure 6.22. The OPPs for both equalized and unequalized OOK have a similar profile showing an exponential growth while decreasing $h_0$. As expected, the slope for the equalized system is much reduced compared to the unequalized system. The predicted results using (6.31) matches the simulated results only for a less dispersive channel ($h_0 > 0.6$) and the clear deviation in the curve appears for $h_0 < 0.6$. For a highly dispersive channel, it is not feasible to predict OPP using only $h_0$ as the residual ISI in the equalized system can expand beyond a bit duration. Since the indoor OW channel shows an exponential decay in the impulse response, the residual ISI decrease exponentially. By observing the trend of the OPP, it is found that OPP can be predicted with a high degree of accuracy if an impulse response taps of $h_0$ and $h_1$ are considered. The following expression provides a better estimation of OPP, which is found using curve fitting method.

$$\text{DFE OPP (dB)} = -10 \log_{10}(h_0 + 0.3h_1).$$  (6.32)
Since the channel impulse response is exponentially decaying, the effect of $h_1$ is much reduced compared to $h_0$ in the OPP and hence $h_1$ is scaled by 0.3. The scaling factor is found by a trial and error method and OPP for the modified expression in (6.32) is given in Figure 6.22. It can be observed that (6.31) and (6.32) provide identical OPPs for $h_0 > 0.6$. However, the modified expression provides a close match to the simulated results for a highly dispersive channel. A further channel component beyond $h_1$ might be necessary to consider to predict the exact OPP if the channel becomes dispersive.

6.8.2 Equalized PPM

The adaptive linear and DF equalization structures for the PPM schemes for both hard and soft decision decoding schemes are shown in Figure 6.23 and Figure 6.24, respectively. The received PPM signal is sampled at $1/T_{s-PPM}$ which is passed to the ANN through a TDL for equalization. The structure of the linear equalizer for the PPM scheme is essentially similar to that of the OOK equalizer. A trained ANN is used for the channel equalization. The hard or soft decision decoding schemes can be carried out to the equalized output for regeneration of PPM symbols. Similar to the OOK, a threshold value of 0.5 is used for the hard decoding scheme. However, in the soft decision decoding, the entire slots within the symbol are compared and a slot with the maximum amplitude is assigned one and all other slots are automatically set to zero. The DF structure for hard decision decoding is simple to implement as the hard decision output can be directly feedback to the ANN (Figure 6.24). However, the DF is difficult to implement for soft decision decoding as the receiver has to buffer a PPM symbol before making a decision. The delay in the decoding means a soft decision output cannot be feedback to ANN. One simple approach is to feedback the hard decision output as shown in Figure 6.24. The key issue for the soft decision decoding is the feedback of the hard decision. As a result, the error in the hard decision tends to propagate. Thus, a significant performance improvement is difficult to achieve using soft decision decoding compared to the hard decision though complexity increased significantly as both hard and soft decision decoding is necessary at the receiver.
The NOPR to achieve a SER of $10^{-6}$ for the PPM hard decision decoding scheme with an ANN based adaptive linear equalizer for a range of $D_T$ is shown in Figure 6.25. Also shown is the NOPR for the unequalized PPM. Equalized soft decoding offers improved performance compared to the hard decoding for all range of $D_T$ and for all bit resolutions, though NOPR difference for the hard and soft decision decoding schemes decrease as the channel become more dispersive. Similar to the unequalized case, the NOPR for the equalized cases also shows an exponential growth. However, the gradients of the curves are significantly reduced and do not shows the infinite power penalties even at a $D_T$ of 2. Unlike the unequalized cases where higher order PPM shows a sharp rise in the NOPR with the increasing value of $D_T$, equalized systems show almost similar profile for all bit resolutions with reduced increment in the power penalty. As expected, the reduction in NOPR for the equalizer system compared to the unequalized case increases with increasing value of $D_T$. For example, the reduction in NOPR for the equalized system compared to the unequalized case is 0 dB and ~ 7.3 dB at $D_T$ values of 0.01 and 0.3, respectively for 4-PPM. However, the gain is larger for 8-PPM with ~ 9.6 dB difference at $D_T$ of 0.3. Higher gain is achieved at higher values of $D_T$. However, comparison is not possible for the higher $D_T$ values as the unequalized cases require very high NOPR.
Figure 6.25: NOPR against the normalized delay spread $D_T$ for unequalized and ANN based linear equalizer for PPM hard decision decoding scheme.

Further insight in the performance of equalized system can be achieved by observing the OPPs for different bit resolutions as shown in Figure 6.26. The OPP is calculated by subtracting the NOPR for the equalized system from the LOS system while keeping the modulation techniques and bit resolution the same. The curves show that OPP are the least and highest for the OOK system with the widest slot duration and 16-PPM with the shortest slot duration respectively. An interesting feature is that 4-PPM and 8-PPM show almost identical OPPs. Two factors are involved for the feature (a) the slot duration and (b) the probability of two consecutive pulses. Since 8-PPM has shorter pulse duration, the OPP should be higher than for 4-PPM. On the other hand due to longer symbol length, the probability of two consecutive pulses is significantly lower for 8-PPM compared to 4-PPM, hence the power penalty related to two consecutive pulses is higher for 4-PPM (note that avoiding two consecutive pulses can provide significant performance improvement as in DPIM [190]).
Figure 6.26: OPP against the normalized delay spread $D_T$ for unequalized and ANN based linear equalizers for PPM with a hard decision decoding scheme.

The NOPR against $D_T$ for the soft decision 4, 8 and 16-PPM with an ANN based adaptive linear equalizer is depicted in Figure 6.27. Also shown is the NOPR for the unequalized cases. As in other equalized cases, the equalized system illustrates a significantly improved performance compared to unequalized cases and showing no infinite NOPR for the $D_T$ of 2. Since the soft decision decoding provides natural immunity to the ISI even without an equalizer, the reduction in NOPR using the equalizer is higher for the hard decision decoding. For example, the equalized system offers a reduction of $\sim 7.3$ dB and $\sim 4$ dB in NOPR for 4-PPM system at $D_T$ of 0.3 for the hard and soft decision decoding schemes, respectively. It should be noted that higher gain in the equalized hard decision should not be interpreted as ineffectiveness of the equalizer for the soft decoding. Rather the soft decoding without an equalizer also provides some resistance to the ISI, meaning reduced gain with an equalizer. For example, the NOPRs for the unequalized 4-PPM at a $D_T$ of 0.3 are $\sim 6.9$ dB and $\sim 2.5$ dB for the hard and soft decision decoding schemes, respectively. For the equalized systems, the NOPRs are $\sim -0.42$ dB and $\sim -1.51$ dB for the hard and soft decision decoding respectively. This clearly indicates that the soft decoding offer reduced NOPR for both the equalized and unequalized systems.
Figure 6.27: NOPR against the normalized delay spread $D_T$ for unequalized and ANN based linear equalizers for PPM with a soft decision decoding scheme.

Figure 6.28: OPP against the normalized delay spread $D_T$ for unequalized and ANN based linear equalizers for PPM with a soft decision decoding scheme.
The OPP for the equalized PPM system with the soft decision decoding for $D_T$ of $[0, 2]$ is given in Figure 6.28. As in the case of hard decision decoding, the OPP is the highest for 16-PPM. However, the difference of OPPs between 4, 8 and 16-PPM is small and the OPP tends to approach the same value at higher value of $D_T$. As explained previously, the key roles are played by the power penalty due to the slot durations and the probability of two consecutive slots.

The comparative study of ANN based linear and DF equalizers for the PPM with a hard decision decoding scheme are carried out for different values of $D_T$ and OPP versus $D_T$ is demonstrated in Figure 6.29. Like the case of OOK, DFE provides a significant reduction in OPP compared to the linear equalizer only when the channel is highly dispersive, see Figure 6.29. The performance gain with DFE compared to the linear equalizer is apparent for $D_T > 0.2$ and the gain increases as the channel becomes more dispersive. The OPPs difference for the DF and linear equalizers are $\sim 0.1$ dB and $\sim 0.6$ dB for 16-PPM at $D_T$ of 0.2 and 1, respectively. Like the linear equalizer case, the OPPs for the 4-PPM and 8-PPM are identical for DFs. The simulation confirmed that DF soft decoding does not provide any improvement in performance compared to the hard decoding due to the hard decision decoding in feedback loop (see Figure 6.24) and hence is not reported here.

Figure 6.29: OPP versus the normalized delay spread $D_T$ for ANN based linear and DF equalizers for PPM with a hard decision decoding scheme.
6.8.3 **Equalized DPIM**

The structures of the ANN based linear and DF equalizers for DPIM system are given in Figure 6.30 and Figure 6.31, respectively. The transmitter part and the channel are exactly the same as in Figure 6.6 and hence they are not duplicated here. The random binary data are first converted into a DPIM sequence and transmitted through a multipath channel. The received signal is sampled at the slot rate and the sample outputs are fed to the ANN through the TDLs. As in other case of adaptive equalizer, the ANN is first trained to estimate the channel prior to being utilized as an equalizer. The output of the equalizer is sliced to regenerate the DPIM sequences. Both linear and DF structures are studied. In the DF structure, the threshold output is fed back to the equalizer using additional TDLs, see Figure 6.31.

The NOPR to achieve a SER of $10^{-6}$ against the $D_T$ for equalized 4, 8 and 16-DPIM with an ANN based linear equalizer is outlined in Figure 6.32. Also shown is the NOPR of the unequalized system. Similar to other equalized systems, ANN based equalizer shows a significant reduction in NOPR compared to the unequalized cases for $D_T > 0.1$. Equalization offers ~ 6 dB reduction in NOPR for 4-DPIM compared to the unequalized case at $D_T = 0.3$. Notice that it is not possible to completely remove the ISI and hence a nominal OPP occurs for the equalized case if $D_T < 0.1$ in comparison to the LOS channel. However higher OPP is visible at $D_T > 0.1$ and the OPP is ~ 6 dB at $D_T = 2$ for all cases.

![Figure 6.30: ANN based linear equalizer for DPIM scheme.](image1)

![Figure 6.31: ANN based decision feedback equalizer for DPIM scheme.](image2)
NOPR versus the normalized RMS delay spread for unequalized and linear ANN equalizers for the DPIM (0GS) scheme.

The OPP associated with dispersion in the ANN based linear and DF equalizer for DPIM scheme is depicted in Figure 6.33 for a range of $D_T$. It can be observed that the OPP for DPIM system increases exponentially with $D_T$ though the gradient is much lower than the unequalized system. Unlike the case of PPM, the difference in the OPP is very marginal for all values of bit resolution and it is also closer to the OOK. This is due to the combined effect of two counter factors, the slot duration and probability of two consecutive slots. As a result, though the ISI due to the short slot duration is high for higher bit resolution, it is counter balanced by the lower probability of two consecutive slots. As in the previous cases, the DF structure provides improved performance compared to the linear structure for highly dispersive channel and a difference of $\sim 0.6$ dB is observed at $D_T$ of 1.5.
6.8.4 Comparative Study of the ANN and FIR Based Equalizers

The comparative studies of the linear and DF based equalizers based on the ANN and the traditional FIR filters are carried out in this section. To evaluate the performance of the traditional and the ANN based equalizers, the MSE is calculated between the equalizer outputs and the desired outputs. MSEs are calculated in identical channel conditions and hence can be used to measure for effectiveness of the equalizer. To calculate the MSE, 1000 random bits are transmitted through a diffuse channel with $D_T$ of 2 at a data rate of 200 Mbps using the OOK modulation scheme. For the simplicity as well as for more comprehensive comparisons, the channel is assumed to be noise free and hence error in the equalizer outputs is solely due to dispersion in the channel. The noise free received sequence is used for training of the ANN and the traditional equalizer. The outputs of the equalizers are compared with the desired output to calculate MSEs. The resulting MSEs for both equalizers are given in Figure 6.34. The MSE for the traditional linear equalizer is in the range of $10^{-4}$ to $10^{-1}$ while for the ANN equalizer is in the range $10^{-8}$ to $10^{-4}$. This indicates the effectiveness of the ANN as an equalizer compared to the traditional equalizer.
Figure 6.34: The MSE between the actual and target outputs from the linear equalizers for: (a) FIR filter equalizer, and (b) ANN equalizer.

The bit error probability of the ANN and the traditional linear equalizers for the OOK modulation scheme in a dispersive channel with $D_T$ of 2 at a data rate of 200 Mbps is given in Figure 6.35. The figure reveals that the traditional linear equalizer can match the ANN based equalizer even in highly dispersive channel but the advantage of the ANN is in terms of reduced training length (TL). The simulation results show that the number of training symbols required for the traditional equalizer is significantly higher than that of the ANN equalizer especially in highly dispersive channel. BER performance indicates that the ANN trained using 200 bits offers almost identical performance to that of the traditional equalizer trained using 1000 bits for higher SNR values. Lower training length means reduced training time, less complexity and improved throughput.
Figure 6.35: BER against the electrical SNR for the traditional and ANN linear equalizers for the OOK scheme at a data rate of 200 Mbps for a channel with $D_T$ of 2 with different training lengths (TLs).

The bit error probability of the ANN and the traditional DFE for the OOK modulation scheme in a dispersive channel with $D_T$ of 2 at a data rate of 200 Mbps is given in Figure 6.36. As with the linear equalizer, the DF ANN equalizer requires significantly lower training time compared to the traditional equalizer. It is found that the traditional DFE significantly is difficult to train in a highly dispersive channel and the LMS does not converge for almost all range of step sizes. Hence, a normalized LMS [285] is used to train the traditional equalizer. On the other hand, the entire training algorithms provide almost similar performance for the ANN based receiver with a training length of 500 matching the performance of the traditional equalizer with a training length of 2000. This also simplifies the ANN structure and parameter optimization compared to the traditional equalizers.
Summary

Artificial neural network based linear and decision feedback equalizers were proposed and studied for the dispersive indoor optical wireless channel. The unequalized studies showed that the NOPR to achieve a bit error probability of $10^{-6}$ increases significantly as the channel becomes more dispersive with irreducible power penalties for the $D_T > 0.5$ for the OOK system. The power penalty is more severe for modulation techniques with smaller slot durations. Hence the unequalized power penalty increment is the sharpest for 16-PPM. For PPM systems soft decision decoding offers a significant resistance to the ISI compared to the hard decision decoding. The soft decoding requires $\sim 8.5$ dB less NOPR compared to the hard decision decoding to achieve a SER of $10^{-6}$ at $D_T = 0.4$ for 4-PPM. Higher difference is noticeable for higher order of PPM. Similar to cases of OOK and PPM with a hard decision decoding scheme, the unequalized DPIM also shows an exponential increment in NOPR with $D_T$. Inclusion of guard slot(s) to avoid consecutive pulses in a DPIM scheme can provide resistance to the ISI. Further
reduction in NOPR for DPIM(1GS) in a diffuse channel can be achieved by implementing a hybrid decoding algorithm. The hybrid algorithm which is combination of hard and soft decision decoding schemes was proposed for decoding of DPIM(1GS) system showing an improved performance in a dispersive channel. However these techniques were not adequate in a highly dispersive channel to make the NOPR feasible for practical applications. Thus, an equalizer is incorporated in the dispersive channel.

In this study, the effectiveness of the feedforward backpropagation ANN for channel equalization in a diffuse indoor optical environment was investigated for OOK, PPM and DPIM systems. The ANN was first trained in a supervised manner to estimate the channel response and then used for equalization. It was observed that ANN is very effective in reducing the effect of ISI for all modulation techniques providing a significant reduction in NOPR compared to the unequalized systems. The equalized systems do not show any irreducible power penalty even for channel with $D_T$ of 2 for all modulation techniques. The decision feedback structure offered improved performance compared to the linear equalizer structure for highly dispersive channel, though such improvement is not observed in the less dispersive channels. Due to the practical limitations, soft decision decoding feedback structure does not provide any improvement compared to the hard decoding for the PPM system. The OPP for the equalized system is the least for the OOK system closely followed by DPIM and PPM. 16-PPM showed the highest power penalty, whereas 4-PPM and 8-PPM showed almost identical power penalties. DPIM system also showed similar power penalties for all bit resolutions.

The comparative studies of the traditional finite impulse response filter based and the ANN based equalizer demonstrated that both can be effective in reducing the ISI in a dispersive channel. The traditional equalizer can match the performance of the ANN based equalizer for all channel conditions. The advantage of the ANN is on the easiness of training especially in a highly dispersive channel as well as a reduced training length. The simulation results showed that ANN requires a significantly reduced training length compared to the traditional equalizer structure. A reduced training length means reduced training time, less complexity and improved throughput.
Chapter 7  Discrete Wavelet Transform and Artificial Neural Network Based Receiver

7.1  Introductions

In the previous two chapters, the effects of interferences due to fluorescent light and multipath propagation in indoor OWC systems are studied by separately treating the FLI and the ISI. The receivers are designed to mitigate one of the factors in absence of the other. In a LOS channel, ISI is not present and hence a DWT based receiver is more than adequate. However, the ISI due to multipath propagation and FLI are present simultaneously in the diffuse environment. In Chapter 6, FLI is ignored when analysing the effect of multipath induced ISI with an equalizer. In this chapter, the combined effect of ISI and FLI with the DWT-ANN based receiver is presented. The studies in Chapters 5 and 6 showed that if a suitable mitigating technique is deployed, one of the interference (FLI or ISI) is the dominant source of system impairment. The power penalty due to the FLI is significantly higher even with the DWT at low data rates. The power penalty due to the FLI reduces to less than 1.5 dB for OOK and 0 dB for PPM at data rate >40 Mbps. However, the residual ISI causes significant power penalty even with an equalizer. The combined effect of the FLI and ISI can be significantly worse than the individual effect, even with mitigating techniques. This chapter explores the consequence of the FLI in diffuse link with DWT-ANN based receiver. An ANN based linear equalizer is deployed in conjunction with the DWT based denoising scheme. The performance of the DWT-ANN based receiver for different modulation techniques is given in details below.
7.1 OOK

Since the OPP due to FLI is significantly high for all data rates, an alleviating technique is always incorporated in the receiver. Thus, it is assumed throughout this chapter that the receiver integrates a DWT based denoising. To analyse the effect of FLI in a diffuse link, the NOPR for the OOK scheme to achieve a BER of $10^{-6}$ is calculated using a computer simulation for the unequalized system. The NOPR against $D_T$ of $[0, 1]$ in an unequalized diffuse channel in the presence of FLI with DWT denoising is given in Figure 7.1 for data rates of 40, 120 and 200 Mbps. Also shown is the unequalized performance in the absence of the FLI. Since the NOPR without FLI is independent of data rates, a single NOPR curve represents the performance for all data rates. The figure reveals that the NOPR for the channel with FLI depends on data rates, with higher data rates requiring lower NOPR for the same value of $D_T$. OPP at 40 Mbps is significantly higher compared to that of 120 Mbps due to the fact that OPP due to the FLI is higher at lower data rates. Also, the OPP curve is the steepest for lower data rates while that of channel without FLI is the least sharp. The difference in NOPRs for the LOS link ($D_T = 0$) with/without FLI at 40 Mbps and 120 Mbps are $\sim 2$ dB and $\sim 1$ dB, respectively. However, the difference increases sharply with $D_T$ to $\sim 8$ dB and $\sim 2.8$ dB at $D_T = 0.28$. This shows that the combined effect of the FLI and ISI is more severe than the individual effect.

The natural measure to mitigate the combined effect is to use a combination of ANN and DWT. The proposed DWT-ANN receiver design to reduce the combined effect of the FLI and ISI is given in Figure 7.2. The received signal is first denoised using DWT and then fed to the ANN for equalization. The descriptions of the DWT based denoising and the ANN based equalizer are given in Chapters 6 and 7, respectively and is not repeated here.

The NOPR in the presence of the FLI and ISI depend on the data rate and $D_T$, respectively. Thus, to fully understand the effect of one factor in the presence of another, NOPR are calculated under the conditions of (a) a fixed data rate for a range of $D_T$ and (b) fixed value of $D_T$ with varying data rates.
Figure 7.1: Unequalized NOPR against the normalized delay spread in presence/absence of FLI with/without the DWT based denoising scheme for data rates of 40, 120 and 200 Mbps.

Figure 7.2: The block diagram of the DWT-ANN based receiver for OOK modulation scheme for an indoor OWC link.

The NOPR to achieve a BER of $10^{-6}$ for the DWT-ANN receiver in a diffuse indoor OWC channel with $D_T$ of $[0, 2]$ in the presence of the FLI at data rates of 40, 120 and 200 Mbps is given in Figure 7.3. Also shown is the equalized performance in the absence of FLI. The NOPR for all cases show an exponential increment with $D_T$. In presence of the FLI, a data rate of 40 Mbps requires the highest NOPR and 120 and 200 Mbps show identical NOPR. Unlike the unequalized case, the differences in NOPR with and without FLI show little variation over a range of $D_T$. The difference in NOPR at 40 Mbps for the channel without and with FLI increases from 1.8 dB at $D_T = 0$ to 2.4 dB at $D_T = 2$. However, such increment is not observed at higher data rates. This indicates that combined OPP due to FLI and ISI for DWT-ANN receiver is roughly the summation of individual OPPs.
To analyse the effect of the FLI in a diffuse channel, OPP is calculated for different data rates with a fixed value of $D_T$. The OPP for OOK system in presence of FLI with $D_T$ of 0, 0.4, 1.2 and 2 at data rates of 20-200 Mbps for the DWT-ANN receiver is shown Figure 7.4. Also shown is the OPP for DWT based denoising with a threshold detector (without ANN) for a LOS link (see Chapter 5 for details). The OPP increases as the channel get more dispersive; channel with $D_T = 2$ showing the largest power penalty whereas LOS ($D_T = 0$) links show the least power penalty. For a fixed value of $D_T$, the OPP decreases with increasing data rates as power penalty due to FLI decreases with the increase of data rates. For the channel with $D_T$ of 2, the OPP reduces from $\sim 9.6$ dB at a data rate of 20 Mbps to 6.8 dB at a data rate $> 100$ Mbps. There is little variation ($< 0.5$ dB) in the difference of OPPs for all range of data rates. It can be seen that the OPP of DWT-ANN receiver is less than that of DWT-threshold based receiver for a LOS link. A maximum difference of $\sim 0.3$ dB is observable with an average value of $\sim 0.2$ dB. This indicates that the threshold value of zero used for the DWT-threshold receiver is not the optimum. ANN with adaptability capability can adjust the threshold value, thus giving the optimum performance. To find the optimum threshold value, further analysis is necessary. Since the performance of the suboptimal threshold level of zero can provide performance close to optimum level, further analysis is not carried out to find the optimum threshold level.
Figure 7.4: OPP versus the data rates (20-200 Mbps) for the DWT-ANN based receiver OOK scheme with the normalized delay spread values of 0, 0.4, 1.2 and 2 in presence of the FLI.

7.2 PPM

Unlike OOK, where significant power penalty incurs due to FLI even with denoising, the OPP for PPM soft decision decoding schemes with FLI reduces to zero above a data rate of 20 Mbps. Since power penalty due to ISI at low data rates is insignificant, DWT-ANN is not necessary to obtain the optimum performance for the soft decision decoding scheme. DWT based denoising at low data rates and ANN equalization at high data rates is sufficient to obtain the optimum performance. Though the power penalty due to FLI can effectively be eliminated using the DWT based denoising scheme for PPM hard decision decoding, a significant power penalty incurs if DWT is not incorporated. Hence, the DWT-ANN based receiver is suggested for the PPM hard decision decoding scheme. The block diagram of DWT-ANN based receiver for the PPM scheme is given in Figure 7.5. The receiver consists of a DWT denoising module followed by an ANN equalizer. The soft or hard decision decoding can be carried out to the equalized output, details of which can be found in the Section 2.8.1.2. As explained previously, the DWT-ANN based receiver is not necessary for the soft decision decoding scheme. Thus, here the study is focused on the DWT-ANN based receiver for PPM with hard decision decoding only.
Figure 7.5: The block diagram of DWT-ANN based receiver for PPM hard and soft decision decoding scheme in diffuse indoor OWC in presence of FLI.

The OPP for the DWT-ANN receiver against $D_T$ for 4-PPM in presence of FLI at data rates of 2 and 5 Mbps is given in Figure 7.6. The OPP of 4-PPM in a diffuse channel in absence of FLI is also shown for comparison. The OPP in presence of the FLI is identical to that of OPP without FLI at a data rate $\geq$ 5 Mbps. This shows that the effect of FLI can be completely removed in a diffuse channel for PPM schemes with a proper denoising technique. The dominating factor for the power penalty for the PPM scheme is ISI which increases exponentially even with an equalizer. In a diffuse channel, the OPP is higher at 2 Mbps than at 5 Mbps with a minimum difference of 1.5 dB. Practically speaking the OPP curve for 2 Mbps has little meaning at higher $D_T$ values. The typical $D_{rms}$ value for a normal room environment is 10-12 ns [95], which corresponds to $D_T$ of 0.02 - 0.024 at a data rate of 2 Mbps. At this low value of $D_T$, the system acts almost like a LOS link with negligible OPP due to ISI (see Figure 7.6, OPP curve without FLI). $D_T$ of 0.2 at 2 Mbps corresponds to $D_{rms}$ value of 100 ns, which is not a realistic delay spread value for a practical channel. Hence, it is safe to say that ISI is the dominating cause of OPP for a diffuse channel even in the presence of intense FLI for the PPM scheme. The higher order of PPM scheme also shows similar profile.
Figure 7.6: OPP for DWT-ANN receiver at SER of $10^{-6}$ against the $D_T$ of [0, 2] for 4-PPM with a hard decision decoding scheme in a diffuse channel with FLI at data rates of 2 and 5 Mbps.

7.3 DPIM

The performance of the DPIM scheme in a LOS link in presence of FLI with DWT denoising is intermediate between PPM and OOK. Similar performance profile is expected for DPIM in a diffuse link with lower order and higher orders DPIM showing performance similar to OOK and PPM respectively. The receiver design based on DWT-ANN for the DPIM scheme is demonstrated in Figure 7.7. The DPIM received signal corrupted by the FLI and ISI is first sampled at $1/T_{s-DPIM}$ followed by the DWT based denoising module. The denoised signal is then fed to ANN for equalization. The equalized output is sliced using a threshold value of 0.5 to regenerate DPIM symbol sequences. The detail of DWT based denoising and ANN based equalizer for the DPIM scheme is described in Chapters 5 and 6.
In order to fully understand the behaviour of DPIM in the presence of FLI, an investigation over a range of bit resolutions is necessary. The computer simulation is carried out to determine the OPP to achieve a SER of $10^{-6}$ in a diffuse link for 4 and 16-DPIM with the DWT-ANN based receiver. The results are shown in Figure 7.8 and Figure 7.9 for $D_T$ of [0, 2]. As in the case of OOK, the difference in OPPs between the channel with and without FLI is observed in a dispersive channel for 4-DPIM. However, the DPIM scheme shows identical OPP profile above 40 Mbps. The differences in OPP for the channel with and without FLI are $\sim 2.4$ dB and $\sim 3.1$ dB at $D_T$ of 0 and 2, respectively for a data rate of 10 Mbps. The differences are effectively reduced to lower values ($0.5$ dB at $D_T = 0$ and $1$ dB at $D_T = 2$) at a data rate $> 40$ Mbps as the DWT based denoising scheme is more effective at higher data rates (see Section 5.5.3 for detail).

16-DPIM shows significantly different profile to 4-DPIM with much reduced power penalty. Similar to PPM, there is no difference in the OPP performance for the channel with and without FLI at a data rate $> 20$ Mbps. However, a small difference in OPP of $\sim 0.5$ dB can be observed between the channel with and without FLI at a data rate of 10 Mbps. This proves the effectiveness of the DWT-ANN based receiver in significantly enhancing the performance of all baseband modulation techniques with/without the FLI.
Figure 7.8: OPP for the DWT-ANN receiver at SER of $10^{-6}$ against the normalized delay spread of 0.01-2 for 4-DPIM in presence of FLI at data rates of 10, 40 and 120 Mbps.

Figure 7.9: OPP for the DWT-ANN receiver at SER of $10^{-6}$ against the normalized delay spread of 0.01-2 for 16-DPIM in presence of FLI at data rates of 10 and 40 Mbps.
7.4 Summary

This chapter provided a comprehensive study of the performance of baseband modulation techniques for the dispersive indoor OWC channel in the presence of FLI with the DWT-ANN based receiver. Depending on the modulation type, power penalty due to FLI or ISI can be significantly high. Mitigating techniques to remove either FLI or ISI is not effective to remove the effect of both factors. Hence, DWT based denoising and ANN equalization were proposed. It was shown that the DWT-ANN based receiver is very effective in reducing the power penalty due to the FLI and ISI irrespective of the modulation type. The comparative study of OOK in a diffuse link showed that difference in OPP for a channel with and without FLI decrease with increasing the data rate. However, above a certain data rate (120 Mbps in this case), the difference remains constant. A maximum difference in OPP of ≈ 2.4 dB at $D_T = 2$ is observed for OOK at a data rate of 40 Mbps. The difference reduces to ≈ 0.9 dB at a data rate ≥ 120 Mbps. For the channel with $D_T$ of 2, the OPP reduces from ≈ 9.6 dB at a data rate of 20 Mbps to 6.8 dB at a data rate of > 100 Mbps. Note that the OPP due to ISI in a multipath dispersive channel without FLI at $D_T$ of 2 is ≈ 6 dB. This proves the effectiveness of DWT-ANN based receiver to remove the FLI and ISI. Similar profile of OPP in dispersive channel with FLI is shown by 4-DPIM. However, the difference in OPP for channel with and without FLI is smaller for 4-DPIM compared to OOK with a maximum OPP of 1 dB at 40 Mbps. This is due to the fact that DWT is more effective in reducing the FLI in DPIM scheme.

The effect of FLI can be completely eliminated in PPM with the soft decision decoding scheme at data rates higher than 20 Mbps, thus removing the need for DWT denoising. A simple equalizer with soft decoding provides the optimum performance. However, for PPM with hard decision decoding, a significant power penalty occurs due to FLI and hence the DWT-ANN receiver has to be incorporated in a dispersive channel. Unlike the case of OOK, the performance of the DWT-ANN receiver in the presence of FLI can match the performance of channel without FLI. Since PPM has very small spectral components at the DC and low frequency components, DWT is very effective in removing the effect of FLI. This gives rise to the identical performance for PPM with the hard decision decoding scheme with/without FLI at a data rate greater than 5 Mbps. Similar performance profile was observed for 16-DPIM at a data rate of 20 Mbps or higher, thus illustrating the effectiveness of the DWT-ANN based receiver.
Chapter 8  Adaptive Decoding of Convolutional Code using Artificial Neural Network

8.1  Introductions

Viterbi algorithm is the optimum method for decoding convolutional code using the MLSD technique. However, complexity, delay and memory requirements associated with the Viterbi algorithm are relatively high and hence a sub-optimal decoding of convolutional code using ANN has been intensively studied [286-297]. The ANN, as an alternative to the Viterbi algorithm, has been suggested because of the low complexity, parallel processing, adaptability and fault tolerance capabilities. Though the performance of ANN as an error control decoder of block codes is comparable to the optimal decoder, the performance of ANN as convolutional decoder is far from being satisfactory [296]. A number of structures and approaches have been suggested to improve the performance of ANN as a convolutional decoder. They can broadly be classified into three classes: (i) feedforward network trained using the minimum Hamming distance codewords [294, 295], (ii) RNN with the iterative decoding [287, 291-293] and (iii) fixed-weight training-free ANN [294]. In the first approach, a feedforward ANN is trained to act as a decoder for 1/N rate convolutional code. The received signal is partitioned into a number of codewords using an overlapping sliding window. ANN is trained to identify errors in the received codeword and hence correctly decodes the transmitted bits from the noisy received signal. With the optimum training strategy, the performance of the ANN decoder can closely match that of the Viterbi decoder [295]. However, the limiting factor is the large training length which is impractical for real time applications [295].

The decoding problem is formulated as the noise energy function (NEF) minimization problem where the gradient descent algorithm (GDA) can be employed to solve the
problem [287, 291]. An RNN with iterative decoding is applied to decode $1/N$ convolutional code using the GDA. Error performance of RNN decoder is comparable to the Viterbi algorithm and performs extremely well for some specially structured convolutional codes [287]. However, the large number of iterations (as high as 100) required to ensure that ANN performs as well as the Viterbi algorithm [289] makes such scheme practically infeasible. In [294] ANN based convolutional decoder based on the “neuralization” of the Viterbi decoder is presented, where the connection weights of the ANN decoder are fixed to either +1 or -1. The ANN decoder structure is similar to the Viterbi decoder with performance matching that of the ideal Viterbi algorithm. However, the system is not adaptive and like the Viterbi decoder, a separate design is necessary for each encoder.

The quest for efficient structure, minimum iterations and practically feasible training length for the adaptive decoding of convolutional code is the motivation to suggest the MLP as an alternative to the Viterbi decoding. A ‘soft’ sliding block decoding method using ANN for convolutional code is proposed and investigated. This approach is loosely based on the block decoding algorithm [298]. However, instead of using a look up table, ANN is trained to decode a bit sequence from the received sequence. This approach makes the decoding more flexible and adaptive. Soft decoding of the convolutional code using Viterbi algorithm offers significant performance improvement compared to the hard decoding but at the cost of increased complexity [179]. Unlike the Viterbi algorithm, the ANN soft decoding does not incur any additional decoding complexity compared to the hard decoding. Hence soft decoding would be more relevant for practical applications. The following advantages can be outlined compared to the existing ANN based decoder: (i) a reduced training length compared to [295], (ii) performance close to the ‘soft’ decision Viterbi algorithm, (iii) similar performance to the RNN decoder with reduced computational complexity and with no iterations (which reduces decoding time), (iv) soft input soft output decoding method for improved performance and (v) adaptive decoding without need for a look-up table.

This chapter provides the ANN based decoding algorithm for convolutional code with performance comparisons with the Viterbi algorithm. A case study is provided to inspect effectiveness for decoding and equalization in a diffuse indoor OWC channel.
8.2 The Structure of ANN Decoder

The ANN decoder proposed here is based on the sliding block decoding introduced in [298]. The block diagram of discrete equivalent of digital communication system with convolutional encoder and decoder is shown in Figure 8.1. The transmitted bit sequence $x_k$ are generated by applying convolutional encoding on the information bits $a_k$. The receiver incorporates a matched filter and a sampler. For simplicity, only the sample output $y_k$ is shown in the figure. For the ‘hard’ decoding $y_k$ is sliced using a threshold level to generate the binary sequence. For the ‘soft’ decoding, quantized values of $y_k$ are presented to decoder. The convolutional decoder then estimates the transmitted bit sequence $\hat{a}_k$.

The Viterbi algorithm for convolutional code is described in detail in Chapter four. In this study, ANN decoder is considered. Though the task of the ANN decoder and the Viterbi decoder is the same, the working principle is completely different. The principle of Viterbi algorithm is to find a path in the Trellis that will minimize the path metrics between the received and valid bit sequences. The ANN decoder on the other hand works on the concept of the classifications. The ANN classifies the received signal into one of the two classes: binary ‘1’ or ‘0’ based on the observation vector. To clarify the concept, consider one portion of Trellis transition from the initial state $p$ to another state $q$ at a discrete time $k$ (Figure 8.2). If a decoder can predict the state $p$ or $q$ with high reliability based on observation vectors, then it is very likely that the decoder can classify the received signal. Hence the task of decoder is to estimate these states with high reliability as well as to classify the received sequence to estimate $a_k$.

![Figure 8.1: The block diagram of discrete equivalent of communication system with convolutional encoder and decoder.](image-url)
The schematic of ANN decoder is given in Figure 8.3. The received sequence \( \{y_k : 1 < k < \infty \} \) are first sorted into overlapping \( W \)-codeword \( R_k = \{y_k, y_{k-M}, \ldots, y_{k-M}, \ldots, y_{k+D}\} \), where \( W = M + D \), \( M \) and \( D \) are called the memory and delay, respectively [298]. The \( W \)-codeword window sequence is fed to the ANN for estimating bits \( a_k \) that corresponds to the reference codeword. It must be pointed out that it is not necessary to use the central codeword as a reference and hence \( M \neq D \). The window is shifted by one time unit with each decoding cycle. The ANN estimates the decoding bit based on the windowed input. In this decoding approach using the ANN; it is assumed that if the window size \( W \) is long enough and ANN is trained properly, the ANN can estimate \( a_k \) with a low probability of error. The effectiveness of the ANN decoder hence depends on a number of factors; the most important are the training length, the decoding window, the size of ANN and the training SNR. The optimization of the ANN parameter is discussed in the following section.
8.3 Optimization of ANN Parameters

In order to obtain optimum performance of ANN, there are a number of constraints that needs to be optimized. Computer simulations are carried out with the simulation parameters given in Table 8.1. The simulation results and optimum parameters for a ½ convolutional encoder are discussed below.

8.3.1 Window Length and Decoding Position

The accuracy and system complexity of ANN decoder depends on the window length $W$. A short length window does not provide enough information for successful classification, whereas a long window length increases the complexity without necessarily enhancing the performance. However, the difficulty arises in optimizing the window length as the performance also depends on number of other parameters including the training length, the number of neurons and training SNR. Rather than optimizing all parameters, the approach taken in this study is to optimize a unique parameter at a time.

Table 8.1 The simulation parameters for ANN decoder.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window length $W$</td>
<td>4-9</td>
</tr>
<tr>
<td>Constraint length</td>
<td>3</td>
</tr>
<tr>
<td>Code rate</td>
<td>½</td>
</tr>
<tr>
<td>Generation vectors</td>
<td>[1 7]</td>
</tr>
<tr>
<td>ANN type</td>
<td>Feedforward backpropagation</td>
</tr>
<tr>
<td>No. of hidden layers</td>
<td>1</td>
</tr>
<tr>
<td>No. of neurons in hidden layer</td>
<td>$6W$</td>
</tr>
<tr>
<td>Transfer function</td>
<td>Log-sigmoid</td>
</tr>
<tr>
<td>Training SNR</td>
<td>3 -7 dB</td>
</tr>
<tr>
<td>Training length</td>
<td>1,000 -100,000</td>
</tr>
</tbody>
</table>
A number of simulations are carried out for $W = 4$ to 13 and for varying the memory $M$ and delay $D$ (see Figure 8.3). A training length of 50000 bits and $6W$ neurons in the hidden layer is deployed. For each combination of $W$ and $D$, the performance of ANN decoder is simulated by varying the training SNR from 1 - 8 dB. The best BER performance for a range of SNR is determined for each $W$ as depicted in Figure 8.4. The figure illustrates that the optimum performance is obtained when $W = 7$ with $W > 7$ showing marginally inferior performance. A shorter window length leads to significantly inferior BER performance. Smaller $W$ will not provide enough information and the classification will be prone to error. A larger value of $W$ means increased classification boundaries requiring extensive training for correct classification. To obtain similar performance to $W = 7$ for larger window length, the training length needs to be increased. The optimum performance for $W = 7$ is obtained at $D = 2$. The BER performance for $W = 8$ and for $W = 6$ is also close to $W = 7$. 
8.3.2 Number of Neurons

The classification capability of ANN depends on the number of neurons in the hidden layer. Since a single layer with sufficient number of neurons is adequate for performance of any task, the optimum structure for ANN is obtained by varying number of neurons in the hidden layer. The BER performance against the SNR for ANN decoder with the number of neurons varying from 1W to 8W is given in Figure 8.5. It can be observed that a small number of neurons (< 4W) would provide a significantly inferior performance. However, employing higher number of neurons (> 8W) does not offer a superior performance. Since the task of optimization is to use as few neurons as possible without compromising in performance, 6W neurons will be adopted in this study for the ANN decoder.

8.3.3 Training SNR

The training is carried out by transmitting a predefined coded sequence through an AWGN channel. The noise is added to the training sequence in order to present the ANN decoder with all possible random error patterns that could occur during the transmission. The performance of the ANN decoder is very sensitive to the SNR. A small training SNR value could result in the Hamming distance between the transmitted and received codewords being greater than the minimum Hamming distance \(D_{hm}\), thus leading to futile training. (Note: the maximum number of errors that a decoder can correct is \((D_{hm}-1)/2\); hence if the number of errors within the decoding window is greater than \((D_{hm}-1)/2\), the decoder cannot correct the errors). On the other hand, if the training SNR is very large, ANN will be provided with insufficient number of error patterns within the codewords, thus leading to less efficient training. This empirical observation clearly illustrates that ANN must be trained with the optimum training SNRs. Simulations are carried out to optimize the training SNR and results are given in Figure 8.6. The results show that SNR in the range of 2-5 dB is optimum for effective training with SNR = 2 dB showing slightly superior performance.
Figure 8.5: The BER against the SNR for an ANN decoder with varying number of neurons in the hidden layer.

Figure 8.6: The BER against the SNR for an ANN decoder for a range of neurons in hidden layer.
8.3.4 Training Length

For the optimum performance of ANN decoder, the ANN should be provided with all possible error combination that may occur. Depending upon the window length and training SNR, the training length can vary. For the optimum window length of 7, the BER against the SNR for different training lengths is demonstrated in Figure 8.7. The results illustrate that a training length of 40000 is close to optimum. A training length greater than 40000 displays only a marginal improvement, which is apparent only for low values of SNR. A training length of 30000 offers only marginally inferior performance.

![Figure 8.7: The BER against the SNR for an ANN decoder for a range of training length.](image-url)
8.4 Comparative Study of ANN and Viterbi Decoder

Comparative studies of the BER performance of the ANN decoder against the optimum Viterbi decoder can quantify the effectiveness of the ANN decoder. Simulations are carried out to calculate the BERs for: (i) uncoded system, (ii) coded system with the Viterbi ‘hard’ and ‘soft’ decoding schemes and (iii) coded system with ANN ‘hard’ and ‘soft’ decoding schemes. The BER against the SNR for coded and uncoded systems are presented in Figure 8.8. As expected, the ‘soft’ decision decoding shows the best BER performance, whereas with the ‘hard’ decoding showing an improved performance compared to the uncoded system. The performance of the ANN and Viterbi decoder is identical for ‘hard’ decision decoding at low SNR values, though marginal performance improvement can be achieved with ANN at higher SNR values. The ‘soft’ Viterbi decoder offers improved performance compared to the ANN ‘soft’ decoder. However the difference in SNR at a BER of $10^{-6}$ is < 0.6 dB, indicating the effectiveness of the ANN decoder. Further improvement in the BER performance of ANN is suggested using the iterative decoding [287]. Since the improvement achieved by iterative decoding in this case is < 0.6 dB (provided that ANN can match the optimum performance of Viterbi ‘soft’ decoding), the iterative decoding does not provide a significant improvement for the proposed ANN decoder.

![Graph showing BER against SNR for uncoded and convolutional coded systems with ANN and Viterbi 'hard' and 'soft' decoders in AWGN channel.](image)

Figure 8.8: BER against the SNR for uncoded and convolutional coded systems with ANN and Viterbi ‘hard’ and ‘soft’ decoders in AWGN channel.
Though the performance is slightly inferior, ANN offers a number of advantages including ability to deal with analogue input signal without the need for quantization and a shorter length decoding window size. The decoding is done entirely based on the windowed received sequence, without the knowledge of the initial and final states, thus parallel decoding is possible. Furthermore, due to the soft input soft output strategies, one can extract reliability information that can be utilized to enhance the system performance. The reliability information can further be used for predicting the possible error position and for iterative decoding.

### 8.5 Performance of ANN Equalizer and ANN Decoder in Diffuse Indoor OWC Channels

Here, the ANN equalizer is proposed for compensating ISI in a dispersive OWC link as well as for error control to reduce the effect of AWGN noise. In fact, the equalizer and the error control are utilized in the receiver to improve the overall performance of the system. In principle, the equalization and decoding task can be combined as a single task. However, with many factors involved for optimum decoding and equalization, the resulting statistical relationship becomes thorny to manage in an efficient manner [299]. Hence, the equalization and decoding are carried out separately. The system block diagram of an ANN equalizer and an ANN decoder for an indoor OWC system is given in Figure 8.9. At the receiver, both the ANN equalizer and the ANN decoder are incorporated. It is not difficult to observe that the system given in Figure 8.9 is a combination of systems described in Figure 8.1 and Figure 6.16, the only difference being the inclusion of an interleaver/deinterleaver pair at the transmitter and receiver, respectively. The interleaver/deinterleaver pair randomizes the sequential error at the equalizer output, resulting in improved performance with application of error control coding.

![Block Diagram of ANN based Equalizer and Decoder](image)

**Figure 8.9:** The block diagram of ANN based equalizer and decoder for diffuse indoor OWC channel.
The BER performance of an equalized system with and without an error control code in a dispersive channel with $D_T$ of 1 is given in Figure 8.10. Since coding without equalization does not provide any system improvement in a dispersive channel, such system is not considered here. The benefit of using coding in conjunction with the equalizer is clearly demonstrated in the BER curves as SNR required to achieve a certain BER is the smallest for such systems (Figure 8.10). The equalizer compensates the ISI due to multipath propagation and the error control code minimizes the error due to the AWGN in the channel. Hence the overall performance is superior than using the equalizer and error control code separately. The application of the soft decoding offers a reduction in SNR of $\sim 4$ dB to achieve a BER of $10^{-6}$ compared to the equalizer system without the error control code. A performance difference of $\sim 1.5$ dB is noticeable between the ‘hard’ and ‘soft’ decision decoding schemes with ‘soft’ decision decoding offering an enhanced performance. The performance of the ANN and Viterbi ‘hard’ decoder matches each other. Similar to the previous cases, the Viterbi ‘soft’ decoding always outperforms the ANN ‘soft’ decoding.

![Figure 8.10: BER against the SNR for an ANN equalizer with ANN and Viterbi ‘hard’ and ‘soft’ decoders in a dispersive channel with $D_T$ of 1.](image-url)
To appreciate the effect of the interleaver, simulations are carried out in identical channel conditions using an identical equalizer and decoder but with and without the interleaver/deinterleaver pair. The BER performance against the SNR for such system is illustrated in Figure 8.11. The figure clearly demonstrates the advantage of using interleaver for both ‘soft’ and ‘hard’ decoding as a performance improvement of > 0.5 dB is achieved for ‘soft’ decoding and > 1 dB for ‘hard’ decoding. The interleaver randomizes the sequential error in the output of the equalizer; hence an improved performance can be achieved.

Further improvement using the iterative equalization and decoding can be achieved. However, the focus here is to prove the existence of adaptive decoding for the convolutional code. Further study is necessary to investigate the performance of ANN decoder with larger constraint length.

Figure 8.11: BER against the SNR for an ANN equalizer, ANN decoder with and without interleaver/deinterleaver pair in a dispersive channel with $D_T$ of 1.
8.6 Summary

A ‘soft’ sliding block ANN decoder for the $\frac{1}{2}$ rate convolutional code was proposed and studied. Unlike Viterbi algorithm, where the decoder locates a path that minimizes the Hamming distance between the possible transmitted and received codewords, the ANN classifies the signal in a complex vector plane based on the observation vector. A two layered feedforward backpropagation ANN with the Log-sigmoid transfer function was trained for classification tasks. Simulations were carried out to optimize system parameters for the best performance and it was observed that a training length of 40000 bits with a decoding window of 7 trained at an SNR value of 2 dB would provide optimum performance. The comparative study with Viterbi decoder showed that ANN decoder outperforms the Viterbi ‘hard’ decoder. The Viterbi ‘soft’ decoder provides the best BER performance for the entire range of SNRs outperforming the ANN ‘soft’ decoder by a SNR value of 0.6 dB at the BER of $10^{-6}$. The combination of the ANN equalizer and the ANN decoder was a very effective in improving overall system performance. A SNR reduction of ~ 4 dB was obtained using the ANN ‘soft’ decoder compared to uncoded equalized system in diffuse indoor OWC channels. Incorporating interleaver/deinterleaver pair at the transceiver can also enhance the performance with a potential gain of 1 dB using ‘soft’ decoding. Though the ANN decoder provides an improved performance compared to uncoded scheme and offers a number of advantages compared to Viterbi decoder, a further study and modification in the ANN structure is necessary to make the decoder practically realizable and efficient. It this Chapter, it was proved that ANN can act as a decoder for $\frac{1}{2}$ rate convolutional code with constraint length of 3. Due to time constraints, the ANN structure for constraint length greater than 3 was not investigated. Further study might be useful to generalize the ANN decoder for convolutional code.
Chapter 9  Hardware Realization

9.1  Introductions

The Chapters six, seven and eight introduced a number of techniques that can be used to reduce the effect of FLI and ISI. The wavelet based denoising significantly reduces the power penalty due to the FLI and the ANN can be an effective measure to reduce the power penalty due to ISI. The computer simulations were carried out to measure the effectiveness of the DWT-ANN receiver. In this chapter, the realization of such system in a digital signal processing (DSP) board is reported. The DSP is preferred over analogue components due to space, flexibility and ease of use. A small change in design parameters may results in complete rewiring of hard-wired analogue circuit, while the same effect can be achieved by changing few lines of code in a ROM or EPROM of DSP.

Matlab/Simulink Embedded IDE link [300] in combination with Texas instrument (TI) code composer studio (CCS) is used for rapid prototyping of the system. The system is implemented in DSK TMS320C6713 DSP board. TMS320C6713 is capable of floating-point operations with clock speed of 225 MHz [301]. Hence if the system could be successfully realized in the DSP board, any modern DSP board could be used for high speed operations. To verify the DSP results, output from the DSP board is imported to the host computer and compared with the Matlab output. Details of the DSP implementation with significant outputs are described in this chapter.
9.2 DWT Denoising in DSP

Though Matlab simulation provides a significant insight into working principle of DWT, to obtain a model close to practical cases, the Simulink is preferred. The Matlab and Simulink treat the boundary value conditions differently and hence significant differences can be observed in the initial output of DWT decomposition. Moreover, the filter delays are ignored in the Matlab. As a result, a working Simulink model of DWT denoising is necessary to implement the proposed system in DSP board. The Simulink model then can be converted into C-language which can be used to program the DSP board using the CCS.

The Simulink model of DWT based denoising is shown in Figure 9.1. The signal is first decomposed into a number of wavelet levels. The DWT decomposition is implemented using a filter bank (see Figure 9.2 (a)). Each level of decomposition is accomplished passing the signal thorough a HPF and a LPF. The output of the LPF is further decomposed using the similar filters until the desired level of decomposition is obtained. For denoising FLI, the output of LPF from the lowest level of decomposition filter is made zero as explained in Chapter 5, Section 5.5. The denoised signal is reconstructed by reversing the decomposition process as shown in Figure 9.2 (b). The reconstruction filter bank is exact mirror image of decomposition filter bank. It can be observed that a number of delays are used in the reconstruction process to account the filter delays. Filter delays are cumulative and depend on the order of LPF or HPF. Hence different delay values are required at different level of reconstruction (see Figure 9.2 (b)). In this study, the family of Daubechies mother wavelet (db8) is utilized with an order of 15. Hence the delay values are $15 \times 2^{(2i-1)}$, where $i \in \mathbb{Z}$ & $i > 0$.

Figure 9.1: Simulink diagram of the DWT based denoising
Figure 9.2: The block diagram of (a) DWT decomposition and (b) DWT reconstruction.

Figure 9.3: The received OOK signal at 50 Mbps in presence of FLI denoised using Matlab and Simulink
The OOK signal at 50 Mbps in presence of FLI denoised using Matlab and Simulink are given in Figure 9.3. For simplicity, the received signal is assumed to be free from any other form of noises and interference. For like to like comparisons, filter delay in the Simulink model is removed. Except for the initial phases of 0 - 0.5 µs, the difference in the denoised signals are negligible. The differences in output at 0 - 0.5 µs is observed as the boundary conditions are treated differently in Matlab and Simulink [302]. However, this study showed that the difference in initial outputs doesn’t significantly affect the error probability of overall system.

The Simulink model can be converted into assembly code for the TMS320C6713 using Simulink and CCS. To verify the output from the DSP board, the real-time data exchange (RTDX) link is used to transfer data from DSP to computer. The received signal is denoised using DWT model given in Figure 9.1 and reconstructed using model given in Figure 9.2. The denoised signal is then fed back to host computer and DSP outputs are compared with Matlab outputs as shown in Figure 9.4. It should be noted here that the processing in the Matlab and DSP are independent of each other. The C-code for the DWT based denoising is given in Appendix A.

Figure 9.4: The Simulink model of DSP implementation of the DWT based denoising.
The error signal $e_r$ is calculated by subtracting Matlab output with DSP output. The square of error signal for sample values is demonstrated in Figure 9.5. It can be observed that except for the initial phases, the error signal $e_r$ is significantly low in the range of $10^{-6}$. Since the denoised outputs are sliced using a threshold value of zero, the low value of $e_r$ does not affect the error probability of the system. This provides evidence that the DWT based denoising can be successfully implemented in the DSP having capability of floating point operations.

9.3 ANN Based Equalizer in DSP

For the realization of ANN based equalizer, a similar approach is taken for DWT denoising is applied. The equalizer model is first realized in Simulink and the converted into assembly code for the TMS320C6713 using Simulink and CCS. The Simulink model of the ANN based DFE is given in Figure 9.6. For the simplicity of design, the number of feedforward and feedback TDLs, and the number of neurons in hidden layer is predefined and taken as six. The ANN is first trained in Matlab. The weight and bias

![Figure 9.5: Square of error signal $e_r$ between the DSP and Matlab denoised outputs against number of samples.](image)
of the trained ANN is exported to the Simulink for rapid prototyping. The equalized outputs are sliced using a threshold level of 0.5. The resulting binary outputs are transferred to the host computer to calculate the BER. The C-code for the ANN based DFE is given in Appendix B.

The selection of equalized BER from Simulink model and DSP processing is tabulated in Table 9.1. It can be observed that the two results are strikingly similar for all range of SNR indicating the successful implementation of the ANN based DFE in the DSP board. The ANN based equalizer is implemented for a range of data rates and SNR values and found that the Simulink and the DSP outputs match each other for all scenarios. Since a slicer is applied to the ANN output, a minor difference in the output values in Simulink and DSP will not significantly changes the BER performance; leading to identical BER performance for all range of SNRs.

![Simulink model of ANN based DFE structure.](image)

Table 9.1: The BER calculated using the Simulink model and DSP implementation.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>BER(DSP)</th>
<th>BER(Simulink)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.197</td>
<td>0.197</td>
</tr>
<tr>
<td>16</td>
<td>0.052</td>
<td>0.052</td>
</tr>
<tr>
<td>18</td>
<td>0.023</td>
<td>0.023</td>
</tr>
<tr>
<td>20</td>
<td>0.0012</td>
<td>0.0012</td>
</tr>
</tbody>
</table>
9.4 Summary

The realization of the proposed receiver based on DWT based denoising and ANN equalizer was achieved in TMS320C6713 DSB board. For the realization of the system, Simulink model of the proposed receivers were designed. The outputs from the Simulink and Matlab were compared and results showed that the outputs are fairly similar for DWT based denoising. The difference in the Simulink and the Matlab denoised outputs at the initial phase was due to difference in handling the boundary conditions. However, the difference did not make any changes in overall performance of the system. The comparative study of DSP and Matlab outputs showed the error signal was less than $10^{-6}$ indicating successful implementation of the DWT in DSP. Similar results were obtained for the ANN equalizer. In fact, the BERs obtained from the Simulink and the DSP processing were identical. This indicates that proposed receiver can be successfully implemented in DSP having capability of floating point operations.
Chapter 10  Conclusions and Future Works

10.1  Conclusions

The objective of research was to explore techniques to overcome challenges that hinder the full utilization of potential unlimited bandwidth in optical wavelength for wireless indoor personal communications. Three key challenges, namely the eye safety, fluorescent light interference and multipath induced intersymbol interference were taken into consideration. Their adverse affect in indoor optical wireless links were investigated and possible alleviation techniques were proposed. The comparative studies of existing and the proposed solutions were also carried out to recognize the possible benefit of proposed solutions.

Eye-safety is a critical issue which should be given an upmost priority in design consideration. Eye-safety limits the maximum average optical power that can be transmitted using a point source, thus limiting the link range. Wide beam area transmitter or holographic diffuse can be utilized to make the light source ocular safe. Alternatively, power efficient modulation techniques like PPM, DPIM and DH-PIM can be utilized to reduce transmitted power without necessarily compromising overall system reliability. Further, a suitable error control code can be used to reduce an SNR required to achieve a desired error probability.

The simplest method of improving reliability of communication system is by utilization of repetition code discussed in detail in Chapter 3. Bit repetition in which a bit is retransmitted predefined number of times for OOK and symbol repetition in which a symbol is retransmitted a number of times for PPM are effective measures which had been investigated in literature. The study took the repetition concept further and applied to a number of variable length modulation schemes like DPIM and DH-PIM. The DPIM
and DH-PIM schemes can be trade off for either the bandwidth or the power efficiencies and hence useful for indoor OWC system. However, difficulties in decoding of the repetition code arise due to non-fix symbol boundaries. A majority symbol decision process in which the symbol that is repeated the highest number of times is assumed to be valid symbol at the receiver. For the calculation of error probability for such decoding scheme, the average symbol length, the symbol error probability and error position needs to be taken into consideration. Expression for slot error probability of the variable symbol length modulation scheme with retransmission scheme was derived for retransmission rates of 3, 4 and 5 and given in details in Chapter 3, Section 3.4. The retransmission rate of greater than 5 is not recommendable due to significant reduction in throughput. The slot error probability of the retransmission scheme is directly proportional to the symbol error probability and inversely related to the average symbol length. Hence the retransmission scheme is more effective if average symbol length is less as it reduces the symbol error probability. Theoretically it is proven that the code gain is higher for higher retransmission rate as the slot error probability depends on the higher power of symbol error probability without repetition. The theoretical slot error probability of retransmission scheme is verified using computer simulation for 16-DH-PIM1&2. The simulation showed excellent matching with the analytical error probability; confirming the validity of analysis. Though verified only for the DH-PIM system, it is expected that it will equally be valid for all variable modulation schemes. A code gain of ~ 2 dB and ~ 4 dB is obtained for retransmission rates of 3 and 5 at a slot error probability of 10^{-4}.

The retransmission scheme is effective, simple to implement without the need for additional transceiver. However, the penalty is a significant reduction in the data throughput. For example, to achieve a code gain of ~ 3 dB, the retransmission rate should be four, meaning a 300% overhead burden. Hence more effective convolutional code was the subject of Chapter 4. The convolutional code is not only very effective but also the only option for variable symbol length modulation techniques. The block code cannot be applied to these modulation schemes due to lack of fixed symbol boundaries. The convolutional code was applied to DPIM and DH-PIM schemes. The upper bound for error probability for coded sequence was derived and verified using computer simulation.
DH-PIM with a unique header pattern applied to the convolutional encoder results in a distinctive pattern. As a result, the state diagram and hence the error probability for convolutional coded DH-PIM is different from the general case. A new expression for upper bound for error probabilities of a ½ rate convolutional encoder with constrain length of 3 was derived. The comparative studies of upper error bounds for DH-PIM and general case showed that for the same uncoded error probability, the convolutional coded DH-PIM should offer lower error probability. However, at lower error probability of \( \leq 10^{-6} \), the upper bound for CC-DH-PIM and the general upper bound almost overlap. The predicted and simulated error probability for the CC-DH-PIM matched each other reasonably well providing the validity of theoretical analysis. The convolutional code provides significant reduction in SNR to achieve a certain error probability. The reduction in SNR increases with decreasing error probability. A code gain of ~ 4 dB is observed at a SER of \( 10^{-4} \) for DH-PIM\(_{1&2}\). Comparative study of CC-DH-PIM\(_1\) with other modulation scheme showed that it outperforms the uncoded PPM. However, coded PPM offers the best performance. The error probability of 16-CC-DH-PIM\(_2\) is very close to the standard 16-DH-PIM\(_1\), 16-CC-DH-PIM\(_2\) requiring an additional SNR of 0.5 dB to achieve the same level of performance. Increasing the constraint length further reduces the SNR requirement. An additional ~ 2 dB code gain can be achieved at a SER of \( 10^{-5} \) using an encoder with constraint length of 7 compared to the encoder with constraint length of 3. Similar code gain was also observed for DPIM schemes. The reduction in SNR requirement means reduction in the average transmitted power. Hence the code gain due to the convolutional code can be used to increase the link length or trade off for the system performance.

The second challenge that was undertaken in this research was the interference due to artificial light sources. It is a unique challenge in the sense that the noise introduced by artificial light sources is periodic and can extend up to MHz range. Among the artificial light sources, the interference produced by fluorescent light driven by electronic ballasts possesses the most serious problem. The three popular modulations techniques OOK, PPM and DPIM were taken as subject of study and optical power requirement to achieve an error probability of \( 10^{-6} \) was evaluated under different conditions. The optical power requirements for all modulation schemes in presence of FLI were very high with almost a constant value irrespective of the data rates. For OOK, the optical power requirement was > 16 dB and for DPIM and PPM, the values depend on the bit resolution with higher bit resolution requiring less power. PPM with soft decision
decoding offered the highest immunity to the fluorescent light interference and optical power penalty is negligible even without any filter above the data rates > 20 Mbps. The immunity in PPM soft decision decoding is achieved as a sample value relative to other samples within a symbol is important, rather than the absolute values in other cases. The simplest method to reduce the FLI is by utilization of a HPF with suitable cut-off frequency. An alternative method based on DWT was investigated in this study. The fundamental concept of DWT based denoising is to separate the received signal into different bands of frequency using DWT decomposition and remove the band of signal that corresponds to the interference during reconstruction process. For the effective removal of the interference, the number of decomposition levels needed to be varied based on the data rate and the bit resolution. The optimum decomposition levels for OOK, PPM and DPIM schemes were determined for a range of data rates.

The DWT based denoising proved to be very effective in eliminating the effect of FLI at higher data rate. The optical power penalty due to the interference is effectively reduced to ~ 1.6 dB at 40 Mbps for OOK, which is a reduction of ~7.4 dB compared to the system without denoising. The power penalty is reduced further at higher data rates to a value of ~ 1.2 dB at 200 Mbps. The optical power penalty is always present for the OOK system due to spectral overlapping of interfering and modulating signal; as both have high spectral content near the DC value. For the modulating schemes with low spectral content near DC value like PPM, the power penalty due to the FLI can effectively be eliminated. Contrary to the OOK scheme, the power penalty is reduced to a null value using DWT based denoising for data rates of > 10 Mbps for 4-PPM and > 5 Mbps for 8 & 16-PPM with a hard decision decoding scheme. Since PPM with the soft decision decoding is immune to the FLI, the denoising does not provide any improvement for data rates > 20 Mbps. However, a marked improvement is observed at a lower data rate for all bit resolutions. DPIM was a special case in which the lower order of DPIM showed characteristic similar to OOK and higher order DPIM similar to PPM. The phenomenon is observed due to progressive reduction in spectral content near a DC value with increasing bit resolution. Though the DWT is very effective in reducing the effect of FLI for DPIM, it still leaves a power penalty of 0.7 dB for 4-DPIM at the data rates of > 40 Mbps. The power penalty is completely eliminated above the data rates of 30 Mbps for 16-DPIM.
Comparative studies of the HPF and DWT based denoising for effective removal of FLI were also carried out. The study showed that DWT has potential to outperform HPF with reduced complexity. The filter order for practical realization is also significantly reduced from a value of 2148 for HPF to 15 for DWT at 200 Mbps. This clearly indicates the advantage of DWT over HPF for effective denoising of FLI.

One of the most important challenges that hinder the full utilization of potential high bandwidth in the optical wavelength was the subject of Chapter 6. ISI due multipath propagation is critical at high data rates and can lead to a significant power penalty making such systems practically infeasible unless a compensation technique is incorporated at the receiver. The optical power penalty increases exponentially with the normalized delay spread and the OOK scheme is practically unrealizable above the normalized delay spread of 0.5. The ISI is more severe to the modulation scheme having smaller slot duration. It was observed that the soft decision decoding significantly improved the resistance to ISI compared to the hard decision decoding for the PPM scheme. A new hybrid decoding approach was proposed for DPIM(1GS). The hybrid approach combined the soft and hard decoding as soft decoding is not feasible for DPIM due to practical reasons. The hybrid approach offered a significant reduction in optical power requirement. However, the approach was not adequate to make diffuse system practically feasible at highly dispersive channel. The traditional approach of reducing the effect of ISI is utilization of an equalizing filter at the receiver. A new equalizing structure based on classification problem was proposed and the ANN was utilized as classification tool. A number of parameters for the ANN equalizer were optimized including number of neurons in the hidden layer, a training algorithm and a training length. Two architectures: the linear and the decision feedback were studied with later showing improved performance at a highly dispersive channel. Unlike the unequalized cases, the equalized systems did not show infinite power penalty even at a normalized delay spread of 2 indicating effectiveness of the proposed scheme. However, complete elimination of the ISI was not feasible and a small residual power penalty was observed for the equalized system. The power penalty was dependent on the normalized delay spread, modulation schemes and equalizer structures. A comparative study of the ANN based equalizer and traditional equalizer was also carried out. The mean square error for the ANN based equalizer is significantly lower than that of the traditional equalizer indicating a possible improvement. In fact, the ANN equalizer can match the
performance of traditional equalizer in all channel conditions with a reduced training length.

The combined effect of FLI and ISI was investigated in Chapter 7. The power penalty due to FLI with DWT denoising is more pronounced at low data rates while the ISI has severe effect only at high data rates. To compensate the combined effect of FLI and ISI, an DWT-ANN based receiver was proposed. The power penalty due to combined effects was found to be roughly the summation of individual power penalties. Identical performances were observed for PPM with a hard decision decoding scheme with and without FLI in a diffuse channel at a data rate greater than 5 Mbps. Similar performance profile was observed for 16-DPIM at a data rate of 20 Mbps or higher presenting evidence of the effectiveness of DWT-ANN based receiver to successfully eliminate FLI and ISI.

In Chapter 8, adaptive soft sliding decoding of convolutional code using ANN was studied. Though the Viterbi algorithm is the optimum for the convolutional code, a number of practical limitations caused to look for an alternative approach. The adaptive decoding scheme for an error control code was subject of interest as decoding does not require the knowledge of the encoder and hence offering possibility of adaptive encoding to obtain optimum performance in a given environment. A feedforward backpropagation ANN was used to decode the convolutional code. A number of ANN parameters including number of neurons, decoding window and training length were optimized for efficient training. With optimum parameters utilized for the ANN decoder, it was observed that ANN with a hard decision decoding structure can match the performance of the Viterbi hard decision decoding. However the Viterbi soft decision decoding offers the best performance outperforming the ANN soft decoding by > 0.6 dB. This signifies that the suboptimal ANN decoder can also be very effective convolutional decoder.

Finally, the practical realization of the DWT–ANN receiver was carried out using a DSP board and reported in Chapter 9. Rapid prototyping of the proposed receiver was carried out using the Matlab/Simulink and a code composer studio and practically realized in TMS320C6713 DSK DSP board. To verify the experimental results, the DSP output was transferred to the host computer in real time using RDTX and compared with the simulation results. The comparison showed that DSP board output differs only
marginally to simulation results. However the marginal difference does not change the
overall error probability of the system. The output from the DSP board was obtained for
different conditions and the results always verified the computer simulation, thus
indicating a successful realization of the DWT-ANN receiver in the DSP board.

10.2 Future Works

Though extensive study of the DWT-ANN based receiver had been carried for a number
of channel conditions, it is imperative to provide a list of further works that is necessary
to make the system more efficient and effective as well as for guidelines in further
research perspective. A number of encouraging results were obtained and some of the
results need further investigation in order to comprehend.

The most important improvement can be obtained in the practical realization of the
DWT-ANN. In this study, an offline training strategy in which the weight and the bias
for ANN were determined by computer simulations was utilized. However, the online
training strategy in which the ANN parameters are adjusted in the DSP board itself
would be more practical for real time application. The offline training is a valid method
for verification purposes only.

A brief study of combined decoding and equalization using the ANN was carried out in
Chapter 8 showing effectiveness of the ANN based decoder and equalizer. A broader
study is necessary to establish this approach. Further enhancement can be obtained by
soft decoding of the convolutional code as well as iterative decoding. Turbo decoding
and equalization using ANN can be a topic of further investigation though such study
can be very challenging due to limited investigations so far.

The study of the ANN decoder for convolutional code was limited to a ½ rate encoder.
The ANN decoder showed promising outputs encouraging further investigations. It is an
interesting prospect to design an ANN decoder for a puncture convolutional code.
Furthermore, it is still too early to predict the effectiveness of the ANN decoder for the
turbo code. A strategy needs to be developed for the information exchange between
different nodes of the ANN decoder for iterative decoding of turbo decoding. The
interleaver/deinterleaver pair used in turbo code can cause a serious problem in
decoding. Nonetheless, such study can be very useful to further understand the turbo code as well as to design adaptive decoder for turbo code if successful.

The constraint length utilised in this study for a convolutional encoder with an ANN decoder is three. However, a longer constraint length provides further code gain with the penalty of increased complexity. The ANN decoder is based on a classification problem. Hence longer constraint length means a larger decoding window and higher number of classification boundaries. This can lead to increase in the training length, and the number of hidden neurons. Due to limitation of scope, the study of ANN decoder is not carried out beyond the constraint length of 3. The ANN decoder for encoder with a constraint length of greater than 3 represents a new research project.

One of the key limitations of the study is the focus on the indoor wireless applications though the proposed receiver design could easily be adapted to any digital communications. Since the ANN has adaptability, in principle ANN based receiver should perform equally well in nonstationary environment. The receiver design can be easily adapted to outdoor free space optical communications where the link is frequently exposed to the adverse environmental conditions like rain, fog, smoke. The adaptability of the DWT-ANN based receiver in such environment is very important for practical applications and is a subject of future research.
# Appendix A

## Filter Coefficients of Wavelet Families [302, 303]

The filter coefficients of different mother wavelets (Daubechies dbi, i=1,2,…,8) for DWT analysis are given in the appendix. The wavelet name (e.g. db1 for first member of Daubechies wavelet) is given in first row with filter coefficients in corresponding column.

Table A.1: Filter coefficients of Daubechies wavelets

<table>
<thead>
<tr>
<th>db1</th>
<th>db2</th>
<th>db3</th>
<th>db4</th>
<th>db5</th>
<th>db6</th>
<th>db7</th>
<th>db8</th>
<th>db9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7071067812</td>
<td>0.482962913145</td>
<td>0.332670552950963</td>
<td>0.230377813309</td>
<td>0.160102397974</td>
<td>0.111540743350</td>
<td>0.077852054085</td>
<td>0.054415842243</td>
<td>0.038077947364</td>
</tr>
<tr>
<td>0.7071067812</td>
<td>0.836516303737</td>
<td>0.80689150933336</td>
<td>0.714846570553</td>
<td>0.603829269797</td>
<td>0.494623890398</td>
<td>0.396539319482</td>
<td>0.312871590914</td>
<td>0.243834674613</td>
</tr>
<tr>
<td>0.22413868042</td>
<td>0.459877502119332</td>
<td>0.630880767940</td>
<td>0.724308528438</td>
<td>0.751133908021</td>
<td>0.729132090846</td>
<td>0.675630736297</td>
<td>0.604823123690</td>
<td>0.657288078051</td>
</tr>
<tr>
<td>-0.129049522551</td>
<td>0.135011020010391</td>
<td>0.085441273882247</td>
<td>-0.187034811719</td>
<td>-0.224294887066</td>
<td>-0.22626493965</td>
<td>-0.143906003929</td>
<td>-0.015829105256</td>
<td>0.133197385825</td>
</tr>
<tr>
<td>0.035226291882102</td>
<td>0.030841381836</td>
<td>-0.032244869585</td>
<td>-0.129766876567</td>
<td>-0.224036184994</td>
<td>-0.284015542962</td>
<td>-0.29327383279</td>
<td>0.148540749338</td>
<td>0.096840783232</td>
</tr>
<tr>
<td>0.032883011667</td>
<td>0.077571493840</td>
<td>0.097501605587</td>
<td>0.071309219267</td>
<td>0.004724845747</td>
<td>-0.096840783232</td>
<td>0.148540749338</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
</tr>
<tr>
<td>-0.010597401785</td>
<td>-0.006241490213</td>
<td>0.027522865530</td>
<td>0.080612609151</td>
<td>0.128747462660</td>
<td>0.148540749338</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
<td>0.096840783232</td>
</tr>
<tr>
<td>-0.012580751999</td>
<td>-0.031582039317</td>
<td>-0.038029936935</td>
<td>-0.017369301002</td>
<td>0.030725681479</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
</tr>
<tr>
<td>0.003335725285</td>
<td>0.000553842201</td>
<td>-0.016575451631</td>
<td>-0.044088253931</td>
<td>-0.067632829061</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
</tr>
<tr>
<td>0.004777257511</td>
<td>0.012550998556</td>
<td>0.013981027917</td>
<td>0.000250947115</td>
<td>0.000250947115</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
</tr>
<tr>
<td>-0.001077301085</td>
<td>0.000429577973</td>
<td>0.008746094047</td>
<td>0.022361662124</td>
<td>0.022361662124</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
<td>0.096840783232</td>
<td>0.148540749338</td>
</tr>
<tr>
<td>-0.001801640704</td>
<td>-0.004870352993</td>
<td>-0.00723024758</td>
<td>0.000230385764</td>
<td>0.000230385764</td>
<td>-0.00723024758</td>
<td>0.000230385764</td>
<td>0.000230385764</td>
<td>0.000230385764</td>
</tr>
<tr>
<td>0.000357313800</td>
<td>-0.000391740373</td>
<td>-0.004281503682</td>
<td>0.000039347320</td>
<td>0.000039347320</td>
<td>-0.004281503682</td>
<td>0.000039347320</td>
<td>0.000039347320</td>
<td>0.000039347320</td>
</tr>
</tbody>
</table>
Table A.2: Filter coefficients of Symlets wavelets (Sym2- Sym8)

<table>
<thead>
<tr>
<th>Sym 2</th>
<th>Sym 3</th>
<th>Sym 4</th>
<th>Sym 5</th>
<th>Sym 6</th>
<th>Sym 7</th>
<th>Sym 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.482962913145</td>
<td>0.332670552951</td>
<td>0.032221310064</td>
<td>0.019538882735</td>
<td>-0.007800708325</td>
<td>0.010268 176709</td>
<td>0.001889950333</td>
</tr>
<tr>
<td>0.836516303737</td>
<td>0.806891509313</td>
<td>-0.012603967262</td>
<td>-0.021101834025</td>
<td>0.001767711864</td>
<td>0.004010 244872</td>
<td>-0.000302920515</td>
</tr>
<tr>
<td>0.224143868042</td>
<td>0.459877502119</td>
<td>-0.099219543577</td>
<td>-0.175328089908</td>
<td>0.044724901771</td>
<td>-0.107808 237704</td>
<td>-0.014952258337</td>
</tr>
<tr>
<td>-0.129409522551</td>
<td>-0.135011020010</td>
<td>0.297857795606</td>
<td>0.016602105762</td>
<td>-0.021060292512</td>
<td>-0.140047 240443</td>
<td>0.003808752014</td>
</tr>
<tr>
<td>-0.085441273882</td>
<td>0.803738751807</td>
<td>0.633978963458</td>
<td>-0.072637522786</td>
<td>0.288629 631752</td>
<td>0.049137179674</td>
<td></td>
</tr>
<tr>
<td>0.035226291882</td>
<td>0.497618667633</td>
<td>0.723407690402</td>
<td>0.337929421728</td>
<td>0.767764 317003</td>
<td>-0.027219029917</td>
<td></td>
</tr>
<tr>
<td>-0.029635527646</td>
<td>-0.039134249302</td>
<td>0.491055941927</td>
<td>0.017441 255087</td>
<td>0.364441894835</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.075765714789</td>
<td>-0.048311742586</td>
<td>0.78641141030</td>
<td>0.536101 917092</td>
<td>-0.051945838108</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.029519490926</td>
<td>-0.039134249302</td>
<td>0.491055941927</td>
<td>0.017441 255087</td>
<td>0.364441894835</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.027333068345</td>
<td>-0.117990111148</td>
<td>0.067892 693501</td>
<td>0.481359651258</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.003490712084</td>
<td>0.030515 513166</td>
<td>-0.061273359068</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.015404109327</td>
<td>-0.012636 303403</td>
<td>-0.143294238351</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.001047 384889</td>
<td>0.007607487325</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.002681 814568</td>
<td>0.031695087811</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.000542132332</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.003382415951</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.3: Filter coefficients of Coiflet wavelets (Coif 1 - Coif 4)

<table>
<thead>
<tr>
<th>Coif 1</th>
<th>Coif 2</th>
<th>Coif 3</th>
<th>Coif 4</th>
<th>Coif 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.072732619513</td>
<td>0.016387336464</td>
<td>-0.003793512864</td>
<td>0.000892313669</td>
<td>-0.000212080840</td>
</tr>
<tr>
<td>0.337897662458</td>
<td>-0.041464936782</td>
<td>0.00782596427</td>
<td>-0.001629492013</td>
<td>0.000358589688</td>
</tr>
<tr>
<td>0.852572020212</td>
<td>-0.067372554722</td>
<td>0.023452696142</td>
<td>-0.007346166328</td>
<td>0.002178236358</td>
</tr>
<tr>
<td>0.38486486864</td>
<td>0.386110066823</td>
<td>-0.06771911282</td>
<td>0.016068943965</td>
<td>-0.004159358782</td>
</tr>
<tr>
<td>0.072732619513</td>
<td>0.812723635450</td>
<td>-0.061123390003</td>
<td>0.026682300156</td>
<td>-0.01031117521</td>
</tr>
<tr>
<td>-0.015655728135</td>
<td>0.417005184424</td>
<td>0.405176902410</td>
<td>-0.08126699681</td>
<td>0.023408156788</td>
</tr>
<tr>
<td></td>
<td>-0.076488599079</td>
<td>0.793777222626</td>
<td>-0.056077313317</td>
<td>0.028168028974</td>
</tr>
<tr>
<td></td>
<td>-0.059434418647</td>
<td>0.42843476378</td>
<td>0.415308407030</td>
<td>-0.091920010569</td>
</tr>
<tr>
<td></td>
<td>0.023680171946</td>
<td>-0.07199821619</td>
<td>0.782238930921</td>
<td>-0.052043163181</td>
</tr>
<tr>
<td></td>
<td>0.005611434819</td>
<td>-0.082301927107</td>
<td>0.434386056491</td>
<td>0.421566206733</td>
</tr>
<tr>
<td></td>
<td>-0.001823208871</td>
<td>0.034555027573</td>
<td>-0.066427474263</td>
<td>0.774289603730</td>
</tr>
<tr>
<td></td>
<td>-0.000720549445</td>
<td>0.015880544864</td>
<td>-0.096220442034</td>
<td>0.437991626216</td>
</tr>
<tr>
<td></td>
<td>-0.009007976137</td>
<td>0.03934427123</td>
<td>-0.062035963969</td>
<td>0.0000140541150</td>
</tr>
<tr>
<td></td>
<td>-0.002574517689</td>
<td>0.025082261848</td>
<td>-0.105574208714</td>
<td>0.000041340432</td>
</tr>
<tr>
<td></td>
<td>0.001117518771</td>
<td>-0.01521731528</td>
<td>0.041289208754</td>
<td>0.000021315027</td>
</tr>
<tr>
<td></td>
<td>0.000466216960</td>
<td>-0.005658826867</td>
<td>0.032683574270</td>
<td>0.000033746555</td>
</tr>
<tr>
<td></td>
<td>-0.000070983303</td>
<td>0.003751436157</td>
<td>-0.019761778945</td>
<td>0.000000167443</td>
</tr>
<tr>
<td></td>
<td>-0.000034599773</td>
<td>0.001266561929</td>
<td>-0.009164231163</td>
<td>0.000000095177</td>
</tr>
<tr>
<td></td>
<td>-0.000058902076</td>
<td>0.006764185449</td>
<td>-0.000025997455</td>
<td>0.000000167443</td>
</tr>
<tr>
<td></td>
<td>-0.000025997455</td>
<td>0.0042333373213</td>
<td>0.000016628637</td>
<td>0.000000167443</td>
</tr>
<tr>
<td></td>
<td>0.000062339034</td>
<td>-0.00003259582</td>
<td>0.0000302259582</td>
<td>0.000000095177</td>
</tr>
<tr>
<td></td>
<td>0.000031229876</td>
<td>-0.000001784985</td>
<td>0.0000140541150</td>
<td>0.000000095177</td>
</tr>
<tr>
<td></td>
<td>-0.000004134043</td>
<td></td>
<td>0.0000140541150</td>
<td>0.000000095177</td>
</tr>
</tbody>
</table>

Table A.4: Filter coefficients of Biorthogonal Spline (Bior) wavelets

<table>
<thead>
<tr>
<th>Bior 1.3</th>
<th>Bior 1.5</th>
<th>Bior 2.2</th>
<th>Bior 2.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7071067812</td>
<td>0.7071067812</td>
<td>0.3535533906</td>
<td>0.3535533906</td>
</tr>
<tr>
<td>0.7071067812</td>
<td>0.7071067812</td>
<td>0.3535533906</td>
<td>0.3535533906</td>
</tr>
<tr>
<td>0.08838834765</td>
<td>0.01657281518</td>
<td>-0.1767766953</td>
<td>0.03314563037</td>
</tr>
<tr>
<td>0.08838834765</td>
<td>0.01657281518</td>
<td>-0.1767766953</td>
<td>0.03314563037</td>
</tr>
<tr>
<td>0.7071067812</td>
<td>-0.121533978</td>
<td>0.3535533906</td>
<td>-0.06629126074</td>
</tr>
<tr>
<td>0.7071067812</td>
<td>0.121533978</td>
<td>1.066660172</td>
<td>-0.1767766953</td>
</tr>
<tr>
<td>0.08838834765</td>
<td>0.7071067812</td>
<td>0.3535533906</td>
<td>0.4198446513</td>
</tr>
<tr>
<td>0.08838834765</td>
<td>0.7071067812</td>
<td>-0.1767766953</td>
<td>0.994368911</td>
</tr>
<tr>
<td>0.121533978</td>
<td>0.4198446513</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.121533978</td>
<td>-0.1767766953</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.01657281518</td>
<td>-0.06629126074</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01657281518</td>
<td>0.03314563037</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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