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Abstract

Solenoid valves play a vital role in many machines and systems. If one of these devices breaks down the whole system can be affected. Because of this importance of valves, it is desirable to observe these parts to detect faults, both when they are occurring and before they can cause serious damage. Among several possible methods of observation (monitoring actuation time, electrical current, fluidic parameters and others) the observation of mechanical vibrations is a well known method of observing mechanical systems which is commonly used for observation of rotating machinery, but which includes several challenges for diagnosis of solenoid valves.

This thesis investigates the possibilities and advantages of vibration analysis of fault detection for solenoid valves. New algorithms are developed to automatically segment the overall non-stationary raw data to smaller sections with a higher degree of stationarity. These new segments are interpretable in a mechanical sense and they separate different sources of vibration. Furthermore a new method to detect regions of interest in a spectrum for classification without “a priori knowledge” about the process has been developed.

The experiments presented in this thesis give the evidence that these new methods of pre-processing and feature extraction enable reliable classification results for transient signals as they occur in the vibration of a switching valve.
Contents

CONTENTS ...................................................................................................................... I

LIST OF TABLES ......................................................................................................... VII

LIST OF FIGURES ..................................................................................................... VIII

GLOSSARY ................................................................................................................... XIII

LIST OF MAIN NOTATION ...................................................................................... XIV

ACKNOWLEDGEMENTS ............................................................................................. XVI

DECLARATION OF ORIGINALITY ............................................................................ XVII

1  INTRODUCTION ....................................................................................................... 1

1.1  Motivations and Research Objectives ................................................................. 1

1.2  Overview of vibration analysis ........................................................................... 1

1.3  Condition monitoring for valves ......................................................................... 3

1.4  Overview of the Thesis ....................................................................................... 6

1.4.1  Organisation of the Thesis ............................................................................... 6

1.4.2  Involved persons and their projects ............................................................... 7
2 BACKGROUND .......................................................................................................................... 8

2.1 General .................................................................................................................................. 8

2.2 Solenoid Valves ....................................................................................................................... 8
  2.2.1 Different valve types .......................................................................................................... 8
  2.2.2 Typical applications and safety demands .......................................................................... 10

2.3 Vibration analysis .................................................................................................................. 11
  2.3.1 Introduction ...................................................................................................................... 11
  2.3.2 The accelerometer ........................................................................................................... 11
  2.3.3 Random character of vibration signals ............................................................................ 12

2.4 Applied vibration analysis ..................................................................................................... 12
  2.4.1 Different sources .............................................................................................................. 12
  2.4.2 Applications .................................................................................................................... 14

2.5 Important failures of solenoid valves .................................................................................... 15

2.6 Conclusions .......................................................................................................................... 17

3 MODEL OF THE SWITCHING PROCESSES ........................................................................ 18

3.1 Introduction .......................................................................................................................... 18

3.2 Energy conversions during valve switching .......................................................................... 19

3.3 Frequency excitation caused by the impact ......................................................................... 24

3.4 Simulink model .................................................................................................................... 32

3.5 Conclusions .......................................................................................................................... 35
## 4 CLASSIFICATION

- **4.1 Introduction** .............................................................................. 37
- **4.2 General information** .................................................................. 37
- **4.3 Classification scheme** ................................................................. 39
- **4.4 Preprocessing** ........................................................................... 41
- **4.5 Feature extraction or selection** .................................................... 43
- **4.6 Survey of different classifiers** ....................................................... 44
  - **4.6.1 Introduction** ......................................................................... 44
  - **4.6.2 Neural Networks** ................................................................. 46
- **4.7 Conclusions** .............................................................................. 52

## 5 DATA ACQUISITION

- **5.1 Introduction** .............................................................................. 54
- **5.2 The sensor** ................................................................................ 55
  - **5.2.1 Selection of the sensor principle** .......................................... 55
  - **5.2.2 The frequency bandwidth of the sensor** .................................. 60
  - **5.2.3 The ADXL105 accelerometer** .............................................. 66
  - **5.2.4 Mounting of the sensor** ......................................................... 71
- **5.3 Sampling of the measurements** ................................................... 75
- **5.4 Experimental setup** ................................................................... 76
  - **5.4.1 Environmental conditions** .................................................... 76
  - **5.4.2 Multiple faulty devices** .......................................................... 80
  - **5.4.3 Deterioration of the measurements** ....................................... 81
5.5 Conclusions ........................................................................................................... 83

6 PREPROCESSING......................................................................................................... 85

6.1 Important properties of the vibration patterns ....................................................... 85
   6.1.1 Stationarity ..................................................................................................... 86
   6.1.2 Electromagnetic Interference (EMI) .............................................................. 86

6.2 Conclusions ............................................................................................................. 90

7 TIME-FREQUENCY SEGMENTATION ....................................................................... 91

7.1 Introduction ........................................................................................................... 91

7.2 Time-frequency distributions ............................................................................... 92

7.3 Segmentation in the time-domain ......................................................................... 94
   7.3.1 Mechanical processes during valve switching .............................................. 94
   7.3.2 Modified Hanning Window .......................................................................... 99
   7.3.3 Application to different valves .................................................................... 105

7.4 Segmentation in the frequency-domain ................................................................ 107

7.5 Stationarity of the segments ................................................................................ 112

7.6 Stationarity of a train of switching events ............................................................ 117

7.7 Comparison with other TFDs .............................................................................. 120
   7.7.1 Automatic parameterisation ........................................................................ 120
   7.7.2 Identification of Regions of Interest ......................................................... 123

7.8 Spectral representation ......................................................................................... 123

7.9 Conclusions ........................................................................................................... 126
8 FEATURE EXTRACTION .................................................................................. 127

8.1 Introduction ................................................................................................. 127

8.2 Features in the frequency domain ................................................................. 127
  8.2.1 Introduction ............................................................................................. 127
  8.2.2 Segmentation with the Spectral Analysis Matrix ................................. 130

8.3 Comparison of the SAM-method with other techniques ............................. 141

8.4 Features extracted from the ROI ................................................................. 143
  8.4.1 Linear trend ............................................................................................ 144
  8.4.2 Energy ................................................................................................... 144
  8.4.3 Kurtosis .................................................................................................. 144
  8.4.4 Skewness ............................................................................................... 145

8.5 Time-domain features .................................................................................. 145
  8.5.1 Length of the segment ........................................................................... 145
  8.5.2 Energy ................................................................................................... 145
  8.5.3 Kurtosis .................................................................................................. 145
  8.5.4 Skewness ............................................................................................... 145

8.6 Conclusions ................................................................................................. 146

9 CLASSIFICATION RESULTS .......................................................................... 147

9.1 Introduction ................................................................................................. 147

9.2 Preprocessing of the feature matrix ............................................................. 147

9.3 Selection of a classifier ................................................................................. 148

9.4 Minimum Distance Classifiers .................................................................... 151
  9.4.1 Correlation coefficient .......................................................................... 151
9.4.2 Euclidean distance ................................................................. 152

9.5 Neural Network Classifiers......................................................... 153
  9.5.1 Introduction........................................................................... 153
  9.5.2 Architecture ....................................................................... 154

9.6 Conclusions ............................................................................... 157

10 CONCLUSION AND RECOMMENDATIONS ...................................... 159
  10.1 Conclusions........................................................................... 159

10.2 Recommendations for further work............................................ 160
  10.2.1 Extended Spectral Analysis Matrix....................................... 160
  10.2.2 Observation of similar devices............................................. 161

APPENDIX A: AUTHOR'S PUBLICATIONS........................................... 162

APPENDIX B: AUTHOR'S LECTURES .................................................. 164

APPENDIX C: RELATED STUDIES...................................................... 165

REFERENCES.................................................................................. 166
List of Tables

Table 1-1 Involved persons and their projects......................................................... 7
Table 2-1: Failure classes detected in this research project........................................ 15
Table 5-1: Different accelerometers ........................................................................ 60
Table 5-2: Experimental setup ................................................................................... 77
Table 5-3: Number of recorded switching events....................................................... 78
Table 7-1 Different Segments in the vibration pattern ............................................... 97
Table 7-2 Parameters for the modified Hanning window ........................................... 103
Table 7-3 Model order determined with AIC ............................................................. 125
Table 8-1 Example for the generation of the SAM ..................................................... 131
Table 8-2 Misclassification rates ................................................................................ 143
Table 9-1 Investigation of different families of classifiers ........................................... 150
Table 9-2 Classification results with correlation coefficient based classification....... 152
Table 9-3 Classification results with Euclidean distance based classification .......... 152
Table 9-4 Classification results with MLP ................................................................. 156
Table 9-5 Misclassification of a LVQ network ............................................................ 157
List of Figures

Figure 2-1 Technical drawing of valve type 6011 ................................................................. 9

Figure 2-2 Valve type 6011 ..................................................................................... 10

Figure 2-3 Typical transient vibration signal ............................................................... 13

Figure 2-4: Idealised decision border ........................................................................ 16

Figure 3-1 Energy conversion during switching .......................................................... 20

Figure 3-2 Dirac impulse ......................................................................................... 25

Figure 3-3 Model of the impact ................................................................................ 25

Figure 3-4 Model of velocity $v(t)$, displacement $x(t)$ and force $F(t)$ for body impact at a rigid surface. Body leaves surface at $A$. ................................................................................ 26

Figure 3-5 Spectrum of the impact force ................................................................. 29

Figure 3-6 Forces of solenoid and spring - after [Kallenbach00] ............................ 30

Figure 3-7 Spectrum and model for a switching-off event ........................................ 31

Figure 3-8 Spectrum and model for a switching-on event ......................................... 32

Figure 3-9 Simulink model of a switching valve – after [Beck94] .......................... 33

Figure 3-10 FEM computation of $L$ ......................................................................... 34

Figure 3-11 Results of the simulink model ............................................................... 35

Figure 4-1 Classification process ............................................................................. 40
Figure 4-2 Sketch of a human neuron - after [Kinnebrock94] ........................................ 47
Figure 4-3 A single artificial neuron .................................................................................. 49
Figure 4-4 Multi-Layer-Perceptron .................................................................................... 51
Figure 5-1 Possible sensors ............................................................................................... 56
Figure 5-2 Principle of a capacitive accelerometer ............................................................. 58
Figure 5-3 STFFT of air-borne sound of a switching on event of valve 6011 .................. 61
Figure 5-4 STFFT of air-borne sound of a switching off event of valve 6011 ............... 61
Figure 5-5 STFFT of air-borne sound of a switching on event of valve 6013 ............... 61
Figure 5-6 STFFT of air-borne sound of a switching off event of valve 6013 ............... 62
Figure 5-7 Switching off event of valve 6011, measured with a piezoelectric sensor ... 62
Figure 5-8 First eigenmode ............................................................................................... 63
Figure 5-9 Second eigenmode .......................................................................................... 64
Figure 5-10 Third eigenmode ........................................................................................... 64
Figure 5-11 The overall classification scheme .................................................................. 67
Figure 5-12 Frequency response of the ADXL105 sensor .............................................. 68
Figure 5-13 Noise distribution ......................................................................................... 68
Figure 5-14 Output distribution of the ADXL105 ............................................................. 69
Figure 5-15 Sensitivity distribution of the ADXL105 ....................................................... 69
Figure 5-16 Noise density versus supply voltage ............................................................. 70
Figure 5-17 A typical on-off solenoid valve .................................................................... 71
Figure 7-25 Stationarity of the high-pass post-impact sub-sequence ......................... 117

Figure 7-26 Stationarity of vibration impulses ..................................................... 118

Figure 7-27 RMS of a train of switching events .................................................. 119

Figure 7-28 STFT of a vibration signal .............................................................. 121

Figure 7-29 STFT of the same vibration signal but with different parameters ........... 121

Figure 7-30 WT of a vibration signal ............................................................... 122

Figure 7-31 WT of the same signal but with different parameters ......................... 122

Figure 8-1 The Spectral Analysis Matrix (SAM) ................................................ 133

Figure 8-2 SAM without highly overlapping regions ........................................... 135

Figure 8-3 Thresholded version of the SAM .................................................... 136

Figure 8-4 SAM after median filtering ............................................................ 137

Figure 8-5 SAM without single class regions .................................................... 138

Figure 8-6 SAM without direct connected regions ............................................. 139

Figure 8-7 SAM without enclosed regions ....................................................... 140

Figure 8-8 Discriminant ability of the spectrum ................................................. 140

Figure 9-1 Number of neurons used in the Neural Network ............................... 155

Figure 9-2 Architecture of the Neural Network ............................................... 156
Glossary

ACF  autocorrelation function
ADC  analog-digital converter
AE   acoustic emission
AIC  Akaike’s information criterion
AR   autoregressive
EMI  electromagnetic interference
FFT  fast Fourier transform
FIR  finite impulse response
FT   Fourier transform
MEMS microelectromechanical system
MLP  multi-layer-perceptron
NN   neural network
PCA  principal component analysis
PDF  probability density function
QA   quality assurance
RMS  root mean square
SAM  spectral analysis matrix
SBS  Source Based Segmentation
SNR  signal-to-noise ratio
SOV  solenoid operated valve
STFT short-time Fourier transform
SVD  singular value decomposition
TFD  time-frequency distribution
TSD  time-scale distribution
WT   wavelet-transform
List of Main Notation

\( \psi \) number of flux linkages \( \text{Tm}^2 \)

\( \phi \) magnetic flux \( \text{Wb} \)

\( \delta(\cdot) \) dirac impulse

\( \varepsilon_1 \) overlapping threshold for the Spectral Analysis Matrix (SAM)

\( \lambda_c \) number of classes in a classification

\( \lambda_f \) dimension of the feature space

\( \lambda_m \) dimension of the measurement space

\( \kappa_m \) magnetic coefficient of efficiency

\( \tau_i \) duration of the impact (time when a force is acting between the impact partners) \( s \)

\( \tau_S \) contact time of body and movable mass in a model of the switching process \( s \)

\( \omega_{\text{res}} \) resonance angular frequency \( \text{rad} \)

\( \Delta x \) stroke of the valve \( m \)

\( A \) time point of the impact \( m \)

\( c \) force constant of the spring \( s \)

\( c_{\text{MODEL}} \) stiffness \( \text{N/m} \)

\( c_{\text{SAM}} \) number of columns in the Spectral Analysis Matrix (SAM)

\( E_{el} \) electrical energy \( J \)

\( E_{\text{kin}} \) kinetic energy \( J \)

\( E_{\text{mag}} \) magnetic energy \( J \)

\( E_{\text{th}} \) thermal energy \( J \)

\( F(t) \) force \( \text{N} \)

\( F_{\text{spring}} \) force of a spring \( \text{N} \)

\( f_{\text{res}} \) resonance frequency \( \text{Hz} \)

\( i(t) \) electrical current \( \text{A} \)

\( L \) inductance of the coil \( \text{H} \)
\( m \)  mass \( \text{kg} \)
\( m_1 \)  mass of the movable part in the valve \( \text{kg} \)
\( m_2 \)  mass of the valve body \( \text{kg} \)
\( n_w \)  number of effective turns in the winding \( \text{kg} \)
\( o \)  order of a model
\( \mathbf{O} \)  measurement matrix
\( q \)  vector with the discriminative power of certain frequencies in the Spectral Analysis Matrix (SAM)
\( R \)  ohmic resistance of the coil \( \Omega \)
\( r_{\text{SAM}} \)  number of rows in the Spectral Analysis Matrix (SAM)
\( S \)  Spectral Analysis Matrix (SAM)
\( s_{ij} \)  a distinct element of the Spectral Analysis Matrix (SAM)
\( s_{\text{max}} \)  maximum value in the Spectral Analysis Matrix (SAM)
\( s_{\text{min}} \)  minimum value in the Spectral Analysis Matrix (SAM)
\( t \)  time \( \text{s} \)
\( t_1 \)  threshold for the Spectral Analysis Matrix (SAM)
\( t_2 \)  threshold for the Spectral Analysis Matrix (SAM)
\( T_{\text{res}} \)  inverse of resonance frequency \( f_{\text{res}} \) \( \text{s} \)
\( t_{\text{switch}} \)  switching time (time between switching on or off the voltage and ceasing of all bouncing in the valve) \( \text{s} \)
\( u(t) \)  electrical voltage \( \text{V} \)
\( v(t) \)  velocity \( \text{ms}^{-1} \)
\( v_0 \)  initial velocity \( \text{ms}^{-1} \)
\( v_1' \)  velocity of the movable part in the valve after the impact \( \text{ms}^{-1} \)
\( v_2' \)  velocity of the valve body after the impact \( \text{ms}^{-1} \)
\( v_1 \)  velocity of the movable part in the valve before the impact \( \text{ms}^{-1} \)
\( v_2 \)  velocity of the valve body before the impact \( \text{ms}^{-1} \)
\( x(t) \)  displacement of the movable part of a valve \( \text{m} \)
\( x_{\text{max}} \)  maximal displacement of the movable part of a valve \( \text{m} \)
\( x_{\text{min}} \)  minimal displacement of the movable part of a valve \( \text{m} \)
Acknowledgements

I would like to thank all the people who were involved in this project for their support and their help to complete this research.

First of all, I am very grateful to my supervisor Dr. Sean Danaher for all his excellent advice and for sharing all his knowledge and experience in digital signal processing with me. I really learned a lot during this project from him. I also appreciate very much his patience in the way he explained some algorithms of digital signal processing that were new to me.

I'm also greatly indebted to Prof. Dr. Uwe Jäger for his uncomplicated support and advice. His feedback to my lectures and his recommendations for problems in the field of signal processing were a valuable help for me.

Special thanks are dedicated to my wife Doris. By her patience and love she was a great help during the project.

Last, but not least I would like to give thanks to Dr. Dieter Hentschel, Dr. Lothar Haupt, Bernd Frankenstein, Klaus-Jochen Fröhlich (all Fraunhofer-Institute for Nondestructive Testing, Dresden, Germany), Mathias Mannhardt and Petre Sora (both University of Applied Science, Heilbronn, Germany) and Dr. Egon Hüfner and Dr. Gunter Kabisch (Bürkert Fluid Control Systems, Ingelfingen, Germany) with whom I have had several collaborations during my PhD-research in different projects.
Declaration of originality

The contents of this thesis are original except where reference is made to the work of other researchers. This work has not been submitted in whole or part for a degree at any other university.

University of Northumbria

at Newcastle upon Tyne Christian Ellwein
1 Introduction

1.1 Motivations and Research Objectives

Condition based maintenance and tool monitoring are techniques which have been used in many systems and machines. It became necessary with a rising demand on the availability of industrial systems to detect faults before they can cause serious damage. Vibration analysis is a common way to supervise the state of mechanical systems and devices. Nevertheless, there is a need for observation systems for rather small and cheap valves. These devices have not been monitored until now because the expense of these parts is rather low. Today solenoid valves are used in the field of biotechnology, in fuel cells, in medical applications like dialysis and so on. This usage increases the need for higher reliability and supervision. Thus it was the objective of this research work to develop a vibration based condition monitoring system for small and cheap solenoid valves.

1.2 Overview of vibration analysis

Vibration analysis is used for quality control and condition based maintenance in a large variety of tasks and situations. The vibration of a machine, device or product will often give very valuable information about the state or the quality of the monitored system. A well-established approach for many problems is to use human expert knowledge for the observed sound. If a worker has gained enough experience he/she can often hear if a machine or a product is non-faulty or getting out of order. This method is still popular but there are several drawbacks: first, the work is tedious and misinterpretation will happen more probably with the working time. Another problem is that the knowledge
about the classification is bound to the worker. If he/she leaves the company the ability to monitor the process is lost. Consequently it has been an important aim since the fifties of the last century to develop artificial systems with the ability to monitor the sound of a system, or process, and to perform a classification between different states or classes [Pohl56]. A large body of work has been done in the field of rotating machines [Alguindigue93; McCormick96]. These systems are very suitable for vibration analysis because the resulting signals are periodic. Another reason for monitoring rotating machinery, such as generators and large engines, is the high cost of this equipment. They are rather expensive, thus there is a great need for maintenance and observation. Another application of vibration analysis is monitoring artificial heart valves. If an artificial heart valve is implanted in a human body it is necessary to observe the valve at periodic intervals to recognise faults and deterioration before serious damage happens. X-ray imaging is a non-invasive method but has the drawback of radiation exposure. Thus the sound of the heart valve is a commonly used signal for this monitoring task [Candy95; Plemons95]. Circuit Breakers in power transmission systems are also often monitored non-invasively. Vibration analysis is a common means for this observation [Park90; Aurud91; Runde96]. Another field for vibration analysis and failure detection is the observation of combustion engines [Cann92; Azzoni95]. Here also reciprocating events are measured and one important challenge of this task is to separate the different sources of vibration in an engine. Geological vibrations and seismic waves are also monitored with accelerometers and analysed to predict earthquakes and tidal waves like tsunamis [Basseville93; Conte96; Gupta00].
1.3 Condition monitoring for valves

Current plants and machines include many valves. These devices are often rather cheap and small but play a vital role in the overall system. If one of these devices breaks down the whole system can be affected. Because of this importance of valves it is desirable to observe these parts to detect faults both when they are occurring and before they can cause serious damage. In [Casada96] it was shown that no appreciable differences are apparent in relative failure rates of check valves used in nuclear power stations according to component age. Hence, straightforward approaches like measuring the life-time of a valve are not guaranteed to give reliable results. Due to this several more sophisticated methods for monitoring valves have been developed within the last few decades.

One approach is to analyse the coil current and voltage and to find features in the current shape which give the ability to classify between faulty and non-faulty valves [Kryter90; Blakeman97]. These systems make use of the typical shape of the current which has two changes in the sign of its derivative (see Figure 6-3, page 88). The vibration of valves is also used to observe the state of the devices. These approaches combine the signals of two [Uhri93] or up to four [Gallier97] accelerometers at different positions of the valve body and use the different signals to detect failures in the device. The observed valves in these research works were used in power plants and they were much larger than valves used for the research of this PhD-project. Another parameter of the devices which can be used for the supervision task is the actuation time of the device. Different operating times and root-mean-square values (RMS) of the vibrations signal are used to monitor artificial induced faults in servo valves [Yamashina90]. Active systems, which use an ultrasonic transmitter-receiver
transducer, are also used to determine the position, angle, velocity or flutter of the movable part in a check-valve and to detect failures by this means [Au-Yang91]. Sometimes flow induced vibrations are also used for the observation task. This is especially of interest if only leakage needs to be detected [Dimnick86; Thompson 97].

There are two important limitations of the known techniques: first, some of them need many expensive sensors or and substantial computational power. This is an important drawback if rather cheap valves in the fields of automation and control should be monitored. The second limitation is that some of the current approaches seem not to be able to monitor common faults such as some shown in Table 2-1 (page 15). For example, it seems to be impossible to monitor fault 3 (indentation in the seal) by observing the shape of the electrical current. But all the faults in Table 2-1 have been stated to be very important and serious by the quality assurance (QA) and service departments of Bürkert company [Bürkert00]. Thus, an approach based on vibration analysis with an accelerometer is used in this research work, because all important parts of the valve which should be observed are affected by the movement in the valve and thus may also influence the vibration pattern.

Important properties for a monitoring system are: the method of testing (intrusive or nonintrusive), the need for hardware equipment (sensors etc.) and computational power. All these factors have to be suitable for the particular supervision task. If the demand of reliability is very high and the effect of valve breakdown without earlier warning is very serious then one will accept higher expense of the monitoring system. This situation can occur for example to some valves in a nuclear power station. In a power station it is necessary to implement a nonintrusive test because it is not possible to shut down the plant very often. Nonintrusive testing is necessary also for artificial heart valves because
they have to be observed in vivo in a human body. A different situation is given for industrial plants and systems with lower safety requirements than e.g. a nuclear power station. It is often desirable to implement some diagnostic operation in the system, but the needs are much lower than in systems with a high dependability. A further application of monitoring is the final test after production. There is no need for a nonintrusive test because the devices are not yet assembled in a final circuit or system.

The project is a collaboration between the University of Northumbria at Newcastle, the University of Applied Sciences at Heilbronn, Germany, the Fraunhofer Institute for Non-Destructive Testing at Dresden, Germany and Bürkert Fluid Control Inc. at Ingelfingen, Germany. The aim of the project is to develop algorithms for monitoring the vibration signals of small solenoid valves for failure detection. One of the requirements of such algorithms is self-adaptation both to different valves and different environments. This research aims to integrate an accelerometer and some pre-processing electronics together with the valves to enable an online observation of the devices over their whole lifetime. It is possible to sense different process quantities, such as flow and pressure, for valves to observe the devices but the costs of the necessary equipment begin to outweigh the savings made by a condition based maintenance. Thus the aim of the project is to monitor the device with only one low-cost accelerometer and to gather all necessary information from this sensor.

An accelerometer was used, because the failures mentioned in Table 2-1 (page 15), which are the most important ones for valves, are of mechanical nature. The vibration of a device or a system was seen in many recent research projects to be a good indicator of mechanical failures [Cann92; Park90]. The devices which are to be monitored in this work are rather small compared with devices monitored in previous work. Also there is
only a single closing mechanism inside the devices which is different from the devices investigated in previous work. Thus a single accelerometer was seen to be a suitable sensor for data gathering.

1.4 Overview of the Thesis

1.4.1 Organisation of the Thesis
This thesis is divided into four parts:

I. Background (Chapter 2)
II. Theory (Chapter 3 - 4)
III. Experiments & Results (Chapter 5 - 9)
IV. Conclusions & Recommendations (Chapter 10)

In the first part of the thesis brief introductions to vibration analysis and solenoid valves are given. Both topics are not explained in full detail but mainly in their relevance for the research project. In the second part a model of the switching process is developed which covers the energy conversions during the switching process and an asymptotic estimation of the resulting spectra. Also some theoretical background about classification is presented. Results and the classification algorithm developed in this project and the contributions to knowledge of this research are presented in detail in the third part of the thesis. Emphasis is given to new techniques for pre-processing of the measured raw data developed during this PhD project. Finally, in the last part conclusions and recommendations for further work are given.
1.4.2 Involved persons and their projects

The following summary shows all other persons with their projects who where involved in the PhD project (ordered by date). These projects were proposed and supervised by the author or they were a collaboration with an external partner, respectively, as means of developing the ideas and results presented in this thesis.
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2 Background

2.1 General
This chapter provides some background information about solenoid valves and vibration analysis. The chapter is organised as follows: firstly, different types of solenoid valves are described briefly. Next the safety demands of valves in different applications are presented. The second topic, vibration analysis, is introduced first by describing an accelerometer used to measure vibration patterns and after this more information about the random character of several vibration signals and an organisation of vibration signals into distinct families are given. The chapter ends with a summary of important failures which are to be detected by the monitoring system developed in this research project.

2.2 Solenoid Valves
Solenoid valves are used in the fields of automation and control to perform a on-off-operation for fluid and gas flow. In contrast to this, a process valve operates continuously. On-off-valves are important and are very commonly used because of their low price, high operation speed and the low need of controlling intelligence.

2.2.1 Different valve types
Many different types of solenoid valves are used in industry. A very important kind of solenoid valves is the plunger-type system. These valves have a cylindrical plunger which is moved by the solenoid. The geometry of the movable part is an important advantage for machining the device and thus the plunger-type devices are the most
important valves (the quantity of sold plunger-type valves is higher than the quantities of all other principles). Other basic principles for solenoid valves are the rocker-principle and the pivot-principle. These different techniques are especially used when a separation between fluid and solenoid-circuitry is necessary. In Figure 2-1 a technical drawing of the plunger-type valve 6011 of Bürkert Company is shown. A detailed Figure of the plunger and the spring is also shown in Figure 6-4 (page 88). This type is typical for small size valves. Many devices of different manufactories and companies have a similar structure and thus this valve is representative of a large class of mechanical devices.

![Figure 2-1 Technical drawing of valve type 6011](image-url)
In Figure 2-2 the valve type 6011 is shown. The material of the body is brass and the housing of the coil and the cable plug is polyamide. The height of the device is 47mm and the weight is 125g. The nominal voltage is 24V DC and the power is 4W. The opening time is typically between 8 and 12 ms and the closing time between 14 and 16 ms. The dimensions of this valve are relatively small compared with many other valves used in power stations for example. Due to this, valves of these dimensions are often called *miniature solenoid valves*. This valve is used to control the flow of fluids and gases such as water, air, hydraulic fluid or technical vacuum. A large family of similar valves (scaled in the housing dimensions and the nominal diameter) is available from Bürkert and also from other suppliers, and they are implemented in many applications and systems. They often play a very important role in the overall system and thus there is a need for automatic supervision of these devices. This research work is validated with this type of valve but it is anticipated that the results can be generalised to a large number of different devices.

### 2.2.2 Typical applications and safety demands

Valves like the 6011 are used for example in electro-pneumatical machines such as packaging machines or assembling lines. These applications have normally no
extremely high safety demands. The risk for the environment or humans if one of these devices breaks down is not very severe. Nevertheless the economic costs caused by an unexpected break down of a single valve can be serious. These are the reasons, why condition based maintenance and failure detection for these valves was developed.

2.3 Vibration analysis

2.3.1 Introduction
Mechanical movement of systems, machines or devices usually causes vibration. This vibration signal differs considerably for each application and system. There are also often significant differences in the vibration pattern for different conditions of the same device or machine. If the air-connected surface of a system is vibrating than the vibration becomes audible and the condition of the system can be assessed by a human expert. The vibration can also be monitored by a sensor like an accelerometer, microphone or laser-vibrometer.

2.3.2 The accelerometer
To measure the vibration of mechanical systems an accelerometer is a frequently used sensor. An accelerometer is a damped mass-spring-system where the acceleration of the internal movable mass is causing an electrical measurable physical effect like the change of a capacity or the transfer of an electrical charge. The accelerometer is affected mainly by structure-borne sound and not by airborne sound. Thus a firm connection between the sensor and the measured object is necessary and the measurement is barely disturbed by other sources without a direct connection. Accelerometers are available for a wide range of frequency bandwidths, measurements ranges and sensitivities. Due to this it is possible to select a suitable transducer for
different types and sizes of valves. The selection of the sensor and the criteria which led to the decision to use an accelerometer in this research work are presented in detail in chapter 5. More background information about accelerometers can be found in the literature, for example [Lyon87, Wowk91, Wilson99 or Shieh01].

2.3.3 Random character of vibration signals
The vibration of a complex system like a valve (containing a spring, a moving mass, an elastomer seal, an armature guide tube, a coil and some screwed connections) is not a fully deterministic signal. The vibrations of a train of switching events of the same device do not coincide exactly. Because of mechanical tolerances in the measured valve and perturbations in the measurement chain, there is a stochastic part in each vibration pattern. Due to this it is necessary to work with a set of valves for each signal processing task and to implement algorithms which can deal with this random character of the patterns. It is also extremely difficult to develop an exact and reliable mathematical or physical model (white box model) of the vibrations.

2.4 Applied vibration analysis

2.4.1 Different sources
It is a common situation that vibration signals of a system, device or machine are recorded and classified to set of distinct classes which represent different conditions of the monitored object. Depending on the character of the vibration signals some steps of pre-processing are necessary which are determined by the kind of vibration and the type and influence of distortion. There are three main families of vibration signals which cover most of the signals interesting for condition monitoring: first, vibration signals can be gathered from rotating machinery like gears, electric motors, shafts and similar
systems. These vibration signals have periodicities and depend on the revolutions per minute of the system. This family is not a topic of this thesis. The second class of vibration signals is a kind of noise. These vibrations are caused by friction or they can be flow induced, for example. The difference to the first mentioned class is that these vibrations have no inherent periodicity because the process causing the vibrations is not periodic. Finally, the third important family of vibrations signals are transient signals. They occur in the cylinders of a combustion engine, they are generated by an impact hammer which is often used to excite an object during tests and they also can be recorded from switching devices like valves, relays or pneumatic cylinders where a linear motion is stopped rapidly. A typical vibration signal of this transient class is shown in Figure 2-3. It was recorded from a valve type 6011 from Bürkert company. The transient character of the process can be found in the observed pattern: the vibration signal is vanishing at the beginning and the end and it is highly non-stationary. Real world signals can often be a combination of more than one vibration family.

![Typical transient vibration signal](image.png)

**Figure 2-3** Typical transient vibration signal
Very often measurements are influenced by distortion and the signal of interest is not the only measured data. Vibration signals are often influenced by other external sources of vibration. In the case of solenoid valves common sources of distortion are for example pumps, other valves, motors and similar equipment often used in plants or systems. This effect was taken into account in this research project by adding "real-world" distortion to the vibration signals (see section 5.4.3). Another source of distortion in this project was the influence of electromagnetic interference (EMI) on the accelerometer when the solenoid was switched on or off. More details regarding this problem were presented later on in section 6.1.2.

2.4.2 Applications
Vibration analysis is used in many distinct areas due to the fact that many technical processes cause mechanical vibrations during their operation. These vibration pattern often alter with changes in the condition of the process or system. Hence, observing and classifying vibration patterns is a commonly performed task. Important applications are:

- Observation of movement caused vibration (for example reciprocating systems, rotating machinery, grinding processes, geological processes like earthquakes and many other applications) [McCormick96, Kocur00].

- Active monitoring systems with a vibration source and a transducer. These systems generate a determined vibration in the device under test and measure the response of the monitored system. Changes in the condition of the system which alter the transfer function of the transmission path for the vibration signals can be detected. A typical application is the final test of roof tiles which were strucked with a wooden stick and the subsequent sound pattern is analysed to detect faulty products
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[Jonuscheit98], or condition monitoring for valves with an active ultrasonic system [Au-Yang91].

- Supervision of the environment of a device or machine to detect external sources or situations which may affect the monitored object. This is done, for example, with data loggers to record shocks during transport [Hascher96].

2.5 Important failures of solenoid valves

There are several different failures which can occur in a miniature solenoid valves as described in section 2.2. A summary of possible failures is presented by Kryter in [Kryter90]. After discussion with the service engineers and the quality assurance (QA) department, both at Bürkert, the following failure classes were chosen for the classification:

<table>
<thead>
<tr>
<th>Failure class</th>
<th>Effect</th>
<th>(Artificial) creation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Hardening of</td>
<td>Valve will become</td>
<td>Age the seal and the movable part in the oven (150° - 200°C), some hours to some days</td>
</tr>
<tr>
<td>the seal</td>
<td>leaky</td>
<td></td>
</tr>
<tr>
<td>2 Swelling seal</td>
<td>The flow through the open valve is reduced</td>
<td>Put seal and closing member in boiling water</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Acetone, coffee, oil and shampoo can also cause this failure</td>
</tr>
<tr>
<td>3 Indentation in</td>
<td>Valve will become</td>
<td>Switch the valve without fluidic medium several million times to intend the seat in the seal</td>
</tr>
<tr>
<td>the seal</td>
<td>leaky</td>
<td></td>
</tr>
<tr>
<td>4 Waste in the</td>
<td>Valve will become</td>
<td>Insert small pieces (chips) of metal or plastic in the valve which will be found within the valve.</td>
</tr>
<tr>
<td>valve</td>
<td>leaky</td>
<td></td>
</tr>
<tr>
<td>5 Calcification of</td>
<td>The internal friction is increased and the</td>
<td>Put the valve into hard water and vaporise the water by boiling.</td>
</tr>
<tr>
<td>the valve</td>
<td>valve will stuck to open or close finally</td>
<td></td>
</tr>
</tbody>
</table>

Table 2-1: Failure classes detected in this research project
All the artificially induced faulty were beginning faults. This means that the deteriorated valves were still working and the classifier was trained to detect occurring faults before they can cause serious damage. Miniature solenoid valves are usually not repaired but replaced in case of a failure because this is cheaper in most cases. Thus failure detection is much more important than failure identification. For a replacement of a faulty valve it is enough to know that a failure has occurred. Details about the type of failure are only important if the valve should be repaired. If the different failures are not distinguished and only one decision boundary is trained between unfaulty and all the faulty classes the classifier will become smaller and the computational burden is reduced. This is the reason why all the different failures are mapped to one common cluster in this classification. In Figure 2-4 an idealised graphical representation of this classifier is given. Of course, the classifier developed in this project is not a naïve one such as the linear classifier in Figure 2-4 and the classes will not separate as perfectly as shown in Figure 2-4. This Figure only highlights the combination of all failures to one single cluster in opposition to the unfaulty patterns.

![Figure 2-4: Idealised decision border](image)

*Figure 2-4: Idealised decision border*
2.6 Conclusions

This chapter gave brief background information about the project. Solenoid valves were described and differences were shown between the family of small valves investigated in this project and devices observed in earlier work. After that an introduction to vibration analysis was presented and typical signals and applications were mentioned. Finally, important details about the supervised failures and the mapping of classes were given. In the next two chapters deeper theoretical information is presented: first a model of the switching operation is developed and after this an introduction to classification is given. The different steps to classify the failures mentioned in Table 2-1 were presented afterwards in chapters 5 to 9.
3 Model of the switching processes

3.1 Introduction
Modelling of physical or technical processes means finding an abstract description of the observed process. A model is a representation of a "real-world" signal or system which should cover the properties of interest with a suitable accuracy. Modelling is extremely useful for gathering deeper information about the process or to improve algorithms in fields such as classification, system identification, control or data transmission, to mention only some very important ones [Lindner99].

Several kinds of models have been developed and are used in a large variety of applications. Models can be arranged into three main classes [Isermann92]:

- **White-box models** are mathematical or physical models which are based for example on conservation laws (energy, impulse and so on) or chemical or physical equations of state. They can be generated without measurements, only by identifying physical laws which govern the process of interest.

- **Grey-box models** are differential equations where the elementary and internal structure of the process is lost and only the input-output-relation is represented for model-order \( o > 1 \). This can be seen also by the fact that it is not possible to give a unique block diagram for a differential equation of order \( o > 1 \).

- **Black-box models**, finally, are non-parametric models which were derived only from measurements with neither knowledge of the internal structure of the observed
process nor knowledge of physical or chemical laws which govern the process. A well-known example for this kind of model are Neural Networks.

The above cited organisation of different models is not consistent in literature: in [Hellendoorn97], for example, differential equations are denoted as white-box models.

To gather deeper information about the switching process of solenoid valves a model based of the energy conversions during the switching process was developed which is presented in the next sections. Additionally an asymptotic estimation of the excited frequencies due to the impact of the valve is presented in section 3.3. These theoretical results are validated by experimental measurements at the end of this chapter and also later on in section 5.2.2. Finally, a Simulink model is presented in section 3.4.

### 3.2 Energy conversions during valve switching

The vibration caused by switching a solenoid valve is caused by the movement and the impact of the movable part inside the valve. Several energy conversions are performed during the switching process. These steps are different for energising and de-energising of the solenoid and they are performed at different locations in the valve. A model of the different conversions of energy is shown in Figure 3-1 as a block diagram:
Both switching processes (energising and de-energising) start at the left side of Figure 3-1. The rectangular boxes represent different kinds of energy and the arrows indicate the paths of energy conversion. If two arrows go out of a single box then the energy represented by this box is converted into two different kinds of energy. The circles at the right side of Figure 3-1 indicate the final states of the conversion process which are accomplished during valve switching. In the following the different conversions are explained in more detail.

Electric energy is the initial energy in the valve-energising-process (① in Figure 3-1). It is converted by the solenoid into magnetic energy and thermal energy. Because of the ohmic resistance of the coil some electrical energy is converted into thermal energy and lost for the further process of switching the valve. Magnetic energy is acting on the movable part in the valve against the force of the spring. If the state of the solenoid is changed from unpowered to powered then magnetic energy is converted into kinetic energy of the movable part. This conversion is lossy because of eddy currents and
leakage flux and thermal energy is increased again. Friction is converting kinetic energy via vibrational energy into thermal energy during movement in the valve (path \( \mathcal{Q} \) in Figure 3-1). Potential energy is increased by strain of the spring and deformation of the elastomer of the seal. This is different for switching-on and –off (\( \mathcal{S} \) in Figure 3-1). The movable part in the valve may bounce one or more times. This means that potential energy of the spring or the elastomer is re-converted to kinetic energy and the movable part lifts again. This situation is indicated in Figure 3-1 by the dashed line. Vibrational energy is also caused by the impact of the valve. This energy is converted to thermal energy by internal friction in the device and the surrounding air. This conversion is also shown in path \( \mathcal{Q} \) of Figure 3-1. When the solenoid is de-energised and the valve switches off the potential energy of the compressed spring is converted into kinetic energy (path \( \mathcal{S} \)). This kinetic energy is converted mainly into vibrational energy and thermal energy because the potential energy of the elastomer will be almost zero after bouncing when the valve has closed finally. Thus the de-energisation is mainly from \( \mathcal{S} \) over path \( \mathcal{Q} \) to thermal energy.

Until this point the switching processes were described in a qualitative way. The following sections give more quantitative information about the different states during switching.

The electric energy applied to the solenoid during the switching time \( t_{\text{switch}} \) is defined by Equation (3-1).

\[
E_{el} = \int_{0}^{t_{\text{switch}}} u(t) i(t) dt
\]

(3-1)
with

\( u(t) \) is the voltage and

\( i(t) \) is the electrical current through the coil

\( t_{\text{switch}} \) is the time between switching on or off the electrical voltage and all bouncing in the valve has ceased

A certain part of this energy is converted to magnetic energy \( E_{\text{mag}} \), the other part is converted into thermal energy \( E_{\text{th}} \) which is lost during the switching process [Dobrinski93, Kallenbach00].

\[
E_{\text{el}} = E_{\text{mag}} + E_{\text{th}}
\]

\[ E_{\text{el}} = u_1(t) + u_2(t) + \int_0^{t_{\text{switch}}} Ri^2(t)dt \quad (3-2) \]

\[
E_{\text{el}} = \int_0^{t_{\text{switch}}} \left( \frac{\Psi(x,i)}{i} \frac{di}{dt} + \frac{\Psi(x,i)}{x} \frac{dx}{dt} \right) dt + \int_0^{t_{\text{switch}}} Ri^2(t)dt
\]

with

\( u_1 \) is the reverse voltage due to deviation of the electrical current and

\( u_2 \) is the reverse voltage due to deviation of the position of the plunger

\( R \) is the coil’s ohmic resistance

\( \Psi \) is the number of flux linkages [Lowther85] with

\[
\Psi = n\phi
\quad (3-3)
\]

where

\( n \) is the number of effective number of turns in the winding

\( \phi \) is the magnetic flux
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The kinetic energy which is converted from the magnetic energy and which is stored in the movable part is defined by:

\[ E_{\text{kin}} = \kappa_m \cdot E_{\text{mag}} \]  \hspace{1cm} (3-4)

\( \kappa_m \) is the magnetic coefficient of efficiency which depends on the stroke of the valve, the construction of the magnetic circuitry, parasitic air gaps, the materials used in the magnetic circuitry and the electrical excitation of the solenoid. The typical range is rather wide: \( 0.1 < \kappa_m < 0.75 \) [Kallenbach00].

For these conversion steps the following equation holds for small changes:

\[ dE_{el} = dE_{sh} + dE_{mag} + dE_{kin} \]  \hspace{1cm} (3-5)

The kinetic energy is limited because the velocity of the movable part is decreased to zero after switching. Thus also measured vibration caused by vibrational energy are bound in amplitude and temporal duration. A typical vibration signal of a switching valve is shown in Figure 2-3 (page 13).

During the impact kinetic energy of the movable is converted to vibrational, thermal and potential energy. Equation (3-6) holds for this process [Biegner99]:

\[ \frac{1}{2} m_1 v_1^2 + \frac{1}{2} m_2 v_2^2 = \frac{1}{2} m_1 v_1'^2 + \frac{1}{2} m_2 v_2'^2 + \Delta E_{sh} + \Delta E_{pot} \]  \hspace{1cm} (3-6)

\( v_1 \) and \( v_2 \) are the velocities of the movable part and the valve body before the impact and \( v_1' \) and \( v_2' \) are the velocities after the impact. \( m_1 \) and \( m_2 \) are the masses of the movable part and the valve body, respectively. \( \Delta E_{sh} \) is increase of thermal energy after the impact and \( \Delta E_{pot} \) is the change in potential energy of the spring. The work done on the spring is the integral over the force \( F_{\text{spring}} \) given in Equation (3-7).
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\[ W_{\text{spring}} = \int_{x_{\text{min}}}^{x_{\text{max}}} F_{\text{spring}} \, dx = -\int_{x_{\text{min}}}^{x_{\text{max}}} c \, x \, dx = -\left[ \frac{1}{2} c \, x^2 \right]_{x_{\text{min}}}^{x_{\text{max}}} = \frac{1}{2} c \, x_{\text{min}}^2 - \frac{1}{2} c \, x_{\text{max}}^2 \]  

(3-7)

Thus the change in potential energy of the spring is [Riley96]:

\[ \Delta E_{\text{pot}} = \frac{c \cdot (x_1^2 - x_2^2)}{2} = \frac{c \Delta x^2}{2} \]  

(3-8)

where

\( c \) is the force constant of the spring and

\( \Delta x \) is the stroke of valve

\( v_2 \) (the velocity of the valve body before the impact) can be assumed to be zero and also \( v_1^* \) and \( v_2^* \) are zero after decaying of the vibration. Thus Equation (3-6) can be reduced to

\[ \frac{1}{2} m v_1^2 = \Delta E_{\text{sh}} + \Delta E_{\text{pot}} \]  

(3-9)

3.3 Frequency excitation caused by the impact

Vibration at the housing of the valve is caused by the movement in the valve (friction) and the impact of the movable part (excitation of natural frequencies and bouncing). An idealised model of the impact is the Dirac-impulse \( \delta(t) \) with an infinite short duration in time. The spectral representation of a Dirac-impulse is infinite, flat and continuous. One important property of the Dirac-impulse is that it is highly localised in time or space:

\[ \delta(t) = \begin{cases} \infty & \text{if } t = 0 \\ 0 & \text{else} \end{cases} \]  

(3-10)

In Figure 3-2 \( \delta(t) \) is shown in the time- and frequency domain. A real-world impact differs from this idealised model in Equation (3-10) because the duration \( \tau_i \) of impact is finite.
A model of the mechanical impact in valve is presented in [Lyon87; Biegner99]. The process can be modelled by an elastic body of mass \( m \) striking a rigid surface. This idealised model is related to the closing of the valve (when the elastomer seal gets in contact with the metal seat). For the opening process of the valve, the solid back end of the movable part hits the second stable position in the valve and the force onset it very abrupt (metal to metal impact). This second case is discussed later. In Figure 3-3 different stages of the modelled switching process are shown:

**Figure 3-3 Model of the impact**
An elastic body with mass $m$ is considered to move with velocity $v_0$ and to strike the rigid surface at time $t=0$. The local strain of the body can be modelled by stiffness $c_{\text{MODEL}}$ (right hand in Figure 3-3). $v(t)$ is the velocity of the body of mass $m$ and $x(t)$ in Figure 3-4 is the displacement of the body with $v(t) = \dot{x}(t)$.

![Graphs of velocity, displacement, and force](image)

**Figure 3-4** Model of velocity $v(t)$, displacement $x(t)$ and force $F(t)$ for body impact at a rigid surface. Body leaves surface at $A$.

In Figure 3-4 the force $F(t)$ during the impact process is shown. The body hits a rigid surface at time $t=0$ and leaves the surface at time $t = A$. $t_S$ is the contact time of body and surface. When the spring-mass-system is in contact with the surface it begins to oscillate with a period determined from the resonance frequency.
\[ f_{\text{res}} = \omega_{\text{res}} = \frac{1}{2\pi} \sqrt{\frac{C_{\text{MODEL}}}{m}} \]  
(3-11)

The resonance period is the reciprocal of the resonance frequency:

\[ T_{\text{res}} = \frac{1}{f_{\text{res}}} = 2\pi \sqrt{\frac{m}{C_{\text{MODEL}}}} \]  
(3-12)

The displacement \( x(t) \) is the integral of the velocity \( v(t) \) and will have the sinoidal shape shown in the middle curve in Figure 3-4 over the half period in which the body stays in contact with the surface. The displacement times the contact stiffness equals the applied force which is shown in the bottom curve in Figure 3-4.

In [Lyon87], where the above presented model is proposed, the velocity \( v_0 \) is assumed to be constant for \( t < 0 \). This is not true for the closing process of a solenoid where the movable part is accelerated by the spring. Thus the model has to be expanded. The closing process starts when the voltage over the coil is switched off and the movable part is accelerated by the spring. The force of the spring depends on the position of the movable part:

\[ F_{\text{spring}}(x) = -cx \]  
(3-13)

The electrical current and the magnetic field are decay more slowly than the electrical voltage because the solenoid acts as a first order delay element for the electrical current (due to the inductance). The delay time of the coil depends on the external circuitry such as a freewheeling diode, varistor or similar approaches. Higher frequencies are excited in the valve for the higher velocity \( v_0 \) which is reached for the boundary condition with only the spring acting (see Equation (3-16). Also friction during the
switching process which is reducing the velocity is ignored for this investigation of the boundary condition in the following equations.

The acceleration of the movable part is given by

\[ a(x) = \frac{F(x)}{m} = \frac{cx}{m} \]  \hspace{1cm} (3-14)

The velocity of the movable part is the integral of the acceleration:

\[ v(x) = \int a(x) \, dx = \int \frac{cx}{m} \, dx = \frac{cx^2}{m \cdot 2} \]  \hspace{1cm} (3-15)

\( v_0 \) is the integral of Equation (3-15) taken from \( x_{\text{min}} \) to \( x_{\text{max}} \), where \( x_{\text{max}} - x_{\text{min}} \) is the stroke of the valve. With \( v(x_{\text{min}}) = 0 \) the final velocity \( v_0 \) is \( \frac{c(x_{\text{max}} - x_{\text{min}})^2}{2m} \).

The spectrum of the force \( F(t) \) is important for the excited frequencies in the valve. It is determined by Equation (3-16) and shown in Figure 3-5.

\[ F(\omega) = \int_{0}^{\omega_{\text{max}}} F_{\text{max}} \sin \left( \frac{\pi t}{\tau_s} \right) e^{j\omega t} \, dt = -\frac{2mv_0}{1 - \omega^2} \cdot e^{\frac{j\Omega}{2}} \cdot \cos \left( \frac{\Omega}{2} \right) \]  \hspace{1cm} (3-16)

with \( \Omega = \frac{\omega}{\omega_{\text{res}}} \)
Figure 3-5 Spectrum of the impact force

When the valve is opened the movable part is accelerated by the magnetic force against the force of the spring. The magnetic force is known in [Kallenbach00] to be

\[ F_{mag} = -\frac{\partial}{\partial x} \int_{0}^{y_k} i(\psi, x) d\psi \]  

(3-17)

which is highly non-linear.

A qualitative diagram of the magnetic force and the elastic force of the spring is given in Figure 3-6.
For this switching on event the impact is much more abrupt than for the switching off process because when the plunger in the valve moves up and opens the fluid channel the impact will happen between the metal backside of the plunger and the metal end of the armature guide tube. On the other hand, in the above explained case of a switching off valve, when the fluid channel is closed, the elastomer seal hits the metal seat of the valve. Thus the shape of the switching-on-force can not be modelled by a sinoidal shape as done in Figure 3-4. The shape of the force $F(t)$ which is exciting vibrations in the valve is a square wave in this case of metal to metal contact [Bigner99]. The spectrum of a square wave decays more slowly than a spectrum of a sinusoidal half wave (shown in Figure 3-5). The decaying rate is reduced to $-6\text{dB/octave}$ for this process. Thus higher frequencies are excited for the switching-on event than for the switching-off process. In Figure 3-7 the result of the above presented model description (bold line) and the data-
derived spectrum (dashed line) of a switching-off event are shown. The power spectral density was estimated using Walsh's averaged modified periodogram method with a window width of 128. The peak at the end of the spectrum (①) is due to the resonance frequency of the transducer.

Figure 3-7 Spectrum and model for a switching-off event
Figure 3-8 Spectrum and model for a switching-on event

In Figure 3-8 the corresponding diagram is shown for the switching-on event. The influence of the materials in these switching processes (elastomer → metal or metal → metal) is significant: the switching off event with the elastomer seal is a 2\textsuperscript{nd} order lowpass and the switching on event with two metals included is a 1\textsuperscript{st} order lowpass. It can be seen that the model fits quite well, and a piecewise linear trend of the frequency distribution is predicted.

3.4 Simulink model

Additional to the above presented model a simulink model of a solenoid valve is shown in Figure 3-9 which was developed at Bürkert some years ago [Beck94]. Because the model was already developed before this PhD-project it is only presented as "state of the art".
Figure 3-9 Simulink model of a switching valve – after [Beck94]
The inductance $L$ of the solenoid circuitry depends on the displacement of the plunger and the electrical current. This non-linear relation was estimated with a FEM computation with ANSYS. The result is shown in Figure 3-10.

![Figure 3-10 FEM computation of $L$.](image)

The output of the model is shown in Figure 3-11. It can be seen that different times and operations occur during valve switching (response time, travelling time). More details about the operation are also given in chapter 7.
3 Model of the switching processes

3.5 Conclusions

The above presented models give deeper insight in the switching processes of a solenoid valve. The different steps of energy conversion led to a new technique of segmenting the overall vibration signal in the time-frequency plane. This new algorithm is presented later on in chapter 7. Important advantages of this new technique are that the resulting time-frequency segments are interpretable in a mechanical or physical sense and that they correspond to distinct physical processes which generate different parts of the overall vibration signal. The spectra of the excited vibration signals were investigated in more detail in section 5.2 to select a suitable sensor for the data acquisition process. Before these practical results and experiments first theoretical background information is given about classification within the next chapter. This topic was of high relevance
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because the main goal of the project was to separate faulty and unfaulty valves by means of classifying the generated vibration patterns of solenoid valves.
4 Classification

4.1 Introduction
In this chapter the most important principles and essentials about ‘classification’ are summarised. Classification has been topic of scientific research for many decades and is still a very active field of research. Many textbooks have been published in this area and for further information it is referred to literature which is cited within the following sections. The rest of this chapter is organised as follows: first, general information about classification is summarised and then the classification scheme is presented in section 4.3 which shows the representation of the objects to be classified in different vector spaces. More details about preprocessing and feature extraction are given in sections 4.4 and 4.5, respectively. A survey on different classifiers follows in section 4.6 where the main focus is set on Neural Networks which are used as classifier in this project. The chapter ends with some conclusions and results in section 4.7 which were important for the experimental work presented in the next chapters.

4.2 General information
Classification is the task of mapping a set of objects which are each represented by several variables (features) to a smaller number of predefined distinct groups (or classes, or clusters) in a way that the structure within the set of objects is preserved in the new mapping. That is the within-group-scatter should be smaller for similar objects than the between-group-scatter [Gordon81; Li95]. There are many applications for classification in a large number of different fields, for example recognition of hand-
written or printed characters, speech recognition or crash detection in the airbag system of a car. Also many tasks in the field of digital image processing are concerned with classification. Different terms for this operation are 'discriminant analysis', 'pattern recognition' or 'supervised learning'. The mapping of measured data to distinct classes is performed by a so called 'classifier'. A classifier is an operator which works with numerical or symbolic data and can be related to as different fields as function approximation, statistics, vector analysis or set theory. It is usually a parameterisable operator which has to be adapted to a certain problem. This step of adaptation is called training or learning. Training of a classifier may be supervised or unsupervised. Unsupervised training (also called 'clustering') is based on the ability of the data to self-organise into a number of groups. Supervised training is performed if a labelled set of training data is used for the learning process. Further objects from the test data set are assigned to the class with the highest similarity [Darrell98]. The details of the learning process differ significantly for each family of classifiers but a common feature for all classes is that a training data subset of the objects to be classified is used for the training. This subset has to be representative of the relevant statistical properties of the overall classification set.

Sometimes it is difficult to get training-data which cover all uncertainties and differences within one class or group in an experimental programme. It is also often not known if examples of every possible class can be simulated with a reasonable level of accuracy, either numerically or experimentally. These are the reasons to sometimes choose an unsupervised classification strategy [Skitt93]. Unsupervised classification (mostly called 'clustering') is a task were the number of classes is not known before
classification and there are no labelled training data available. Thus the classifier itself has to be capable of exploring the number of classes which is optimal in a certain sense.

After training the classifier it is necessary to validate the accuracy of classification and measure the misclassification rate. This is done by applying a new and different set of test data to the classifier. These data should not have been used during the training process because the trained data are usually identified with higher accuracy than new data. The ability of a classifier to deal with unseen data which were not used during the training is called ‘generalisation’. A lack of generalisability is called ‘overfitting’. An overfitted classifier is able to classify the training data very well but the test data cannot be identified with suitable degree of accuracy. The degree of generalisation of a classifier is determined among other factors by the ‘size’ and the architecture of the classifier. ‘Size’ is the number of trainable basis-units in this context. A basis-unit is, for example, a single neuron in a Neural Network.

4.3 Classification scheme

Classification of patterns to distinct classes can be seen as a process of three steps:

1) Data acquisition and preprocessing

2) Feature extraction or feature selection

3) Classification

In Figure 4-1 a rough flowchart of this typical classification process is shown. These three steps represent the information about the objects in different vector-spaces. With one or more sensors, and suitable data acquisition tools, measurements are taken from an object to be classified. When the data are gathered from a set of sensors, the dimensionality is determined by the sampling rate, the number of channels (that is
usually the number of transducers) and the sampling time. The dimension of this raw data vector is $\lambda_m$. Because $\lambda_m$ is often very large (some hundred to many thousand data points are not unusual) and because interesting features may be hidden in the overall noisy raw signal the measured data are preprocessed and transformed to the feature space [Lai88]. The term "preprocessing" can include many different algorithms and techniques like filtering, quantisation, normalisation etc. A feature-vector of dimension $\lambda_f$ is a representation of the measured pattern in a lower dimensional space which contains and emphasises information of the original data with a high discriminative power. There are two common families of techniques to generate a feature vector [Niemann90, Fukunaga90, Webb99]:

- *feature selection* is the process when a smaller subset of set original data was used as features

- *feature extraction* is the process when the feature vector is gathered from a transformed (linear or non-linear) version of the original variables [Basak98].

The feature vector itself is used as input vector for a classifier which assigns the vector to one of $\lambda_c$ distinct classes or clusters. The higher the discriminative power of the features, the more easily the classifier can be realised.

![Diagram](image)

*Figure 4-1 Classification process*
For the dimensionality of the three spaces the following inequality holds:

$$\lambda_m > \lambda_f > \lambda_c$$  \hspace{1cm} (4-1)

The aim of classification is to partition the measurement domain into $\lambda_c$ disjoint classes $\Omega_k$ (k=1,2,...,c), i.e. $\Omega_\mu \cap \Omega_\nu = \emptyset$ for $\mu \neq \nu$ [Paulus01]. Because the dimension of the spaces is reduced in both transformations as shown in Equation (4-1) the transformations are singular and some information is lost.

The careful and sophisticated selection of preprocessing steps and feature extraction or selection techniques is very important for the classification performance. The different steps in Figure 4-1 are explained in more detail in the following sections.

### 4.4 Preprocessing

Preprocessing is often one of the first operations performed on the measured data, which increases the ability of the measurements to be classified. The operations used for preprocessing depend on the type of data which should be classified, the measurement chain and the desired result of classification. Usually, preprocessing algorithms are type-sustaining which means the type of the preprocessed object is not altered (an image is still an image or a speech signal is still a speech signal after preprocessing) [Paulus01]. Some important aims of preprocessing are mentioned in the following points.

- **To reduce noise or deterioration in the signal**: common techniques to reduce noise are to limit the bandwidth of the signal by filtering or to substitute the raw data by locally bound statistical properties like the mean or median value.
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- **To compress the signal by different coding or quantisation:** this step is, for example, the reduction of a colour image to a grey-scale or black-and-white representation. In many situations this step is very valuable for a classification of images and the differences between distinct classes appear much more clearly in the reduced image than in the coloured one.

- **To eliminate effects of different amplification or different sources by normalisation:** often the source or the measurement chain is altered by effects which are not correlated with the different classes. So there might be a variability in the measured data which has no discriminative power for the classification process. One important example is speech recognition. The distance of the speaker to the microphone or the loudness of his speech may alter and possibly even the identity of the speaker are not constant. Thus it is necessary for automatic speech recognition (especially for speaker independent recognition) to normalise certain parameters of the measurements. It is possible to normalise the range of the signal (typically to \([0;1]\) or \([-1;1]\)), the energy of the signal or the mean and standard deviation \((\mu=0;\sigma=1)\) [Niemann90]. Dynamic Time Warping: the time-axis of a time-sequence is also often normalised to deal with faster or slower signals (for example faster or slower speaking).

In many applications it is extremely important to preprocess the measured raw data in a suitable way because all ongoing steps in the classification will often not only be solved with less computational burden but also with higher accuracy after these steps.
4.5 Feature extraction or selection

The preprocessed signals are usually not suitable for direct classification because the dimensionality of the data vector is too high. The aim of feature selection or extraction is to find a smaller subset of variables in the preprocessed data which covers most of the discriminative power of the original data but reduces the dimensionality of the data vector by ignoring aspects of the measured sequence which do not contribute to classification. Features to be extracted can be, for example, statistical or geometrical parameters or the coefficients of a model based representation of the signal [Alguindigue93, Jossa99, Bissessur99]. Feature extraction is mostly driven by human experience because there are a vast amount of possible features which can be computed. It is also possible and very common to transform the measured data into a new domain (for example frequency-domain or time-scale-domain). This new description of the data is often very important in the extraction or selection of features. These transformations are sometimes seen as a preprocessing step [Niemann93] and sometimes attributed to feature extraction [Paulus01] in the literature. In this thesis they are used as one step of the feature extraction process because a new technique of feature extraction from spectra was developed during this research project and hence the relation of both tasks is very close in this work.

Very often some variables in a multivariate data set of features are correlated. Such a linear dependency is prejudicial for classification because linear dependent variables do not contribute further discriminative power but they enlarge the size of the classifier which increases the computational burden. To reduce redundant information within the feature set linear transformations to a lower dimensional spaces like the Singular Value Decomposition (SVD) or Principal Component Analysis (PCA) are used. These
techniques are often termed "feature selection in the transformed space" in pattern recognition literature [Webb99]. The basic principles of the SVD are presented in the following. For details it is referred to literature.

A m-by-n matrix \( A \) of measurements is considered to contain the preprocessed data. The SVD is an algorithm to decompose a matrix \( A \) into three new orthogonal matrices:

\[
U^T A V = \Sigma \\
[u_1, ..., u_m]^T A [v_1, ..., v_n] = \text{diag}(\sigma_1, ..., \sigma_p) \quad p = \min\{m, n\}
\]

where
\[
\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_p \geq 0
\]  

(4–2)

A trimmed down version of the SVD is shown in Equation (4–3):

\[
A = \sum_{i=1}^{r} \sigma_i u_i v_i^T
\]

with
\[
\sigma_1 \geq \ldots \geq \sigma_r > \sigma_{r+1} = \ldots = \sigma_p = 0
\]

(4–3)

This expansion of \( A \) is in a lower dimensional space if \( r < p \) covers the most important information of the original measurements. All new variables are linearly independent and thus very useful for classification [Golub96].

### 4.6 Survey of different classifiers

#### 4.6.1 Introduction

Nowadays there is a vast number of different classifiers available [Gordon81, Niemann90, Webb99]. Due to this the focus of this survey is to emphasise the main differences and properties of the different classifiers. One of the main differences between the classifier families is the use of the class-conditional probability density function \( p(x|\omega_i) \) for their operation [Ellwein02a]. This is the probability of the
occurrence of feature vector $x$ when the class is $\omega_i$. The first group is based on an estimation of this density. The Bayes' classifier in Equation (4-4) is one example for this group and the classifier with the optimal misclassification rate at all:

$$p(\omega_i|x) = \frac{p(x|\omega_i)p(\omega_i)}{p(x)}$$  \hspace{1cm} (4-4)

Because the probability densities are often not known many classifiers based on the class-conditional density function use estimates of the probability density function. Usually the normal distribution is assumed in this case. The algorithm used for this estimation is one important difference between the classifiers of the first group. This estimation can be parametric by assuming a certain model for the probability distribution (for example the normal distribution) or nonparametric like kernel density estimation.

The second important family of classifiers is based on decision rules which are derived directly from the data without explicit estimation of the class-conditional density function. An important linear classifier based on this approach is the singular value decomposition (SVD) [Danaher92] and frequently used non-linear classifiers of this family are neural networks [Webb99].

In this research work only the second family was used because it is not possible to define or estimate the probability of the different classes $p(\omega_i)$. This probability depends very much on the final application where the valve is used (temperature, kind of fluid which is switched by the valve, pressure of the medium...). Thus it is not possible to give a general value for this distribution and all classifiers based on this distribution can not be used.
Different classifiers can be compared by considering the probability of misclassification and the cost of making the classification (for example the computational effort which has to be taken) [Young74].

### 4.6.2 Neural Networks

#### 4.6.2.1 Introduction

Neural Networks (NN) are a technical simulation of parts of the human brain\(^1\) and they are used for non-linear function approximation, classification, control and other applications. Neural Networks have several interesting properties: they are parallel systems which consist of an interconnected mesh of simple processing elements, the neurons. Neural Networks are trainable and adaptable to different situations and tasks and they have the ability of generalisation which means they can cope with unseen data which are only similar to the trained patterns. They are often able to process vague, uncertain or incomplete information and data. Nevertheless, Neural Networks are no "deus ex machina" which can solve all classification problems. There are several drawbacks which are described in more detail in the following sections. On difficulty is the lack of interpretability of the trained net. The internal parameters can usually not be related to physical, technical or other empirical effects. Also there are no clear and universally valid rules for the selection of architecture and size of a Neural Net for a certain problem or task.

\(^1\) Neural Networks are sometimes considered as a simulation or a model of the human brain. Actually, this is misleading and not correct. The human brain is not well understood in many parts and operations. Neural Networks are much simpler and less sophisticated than the brain. Thus we can say that Neural Networks are inspired by results of neurology and there are several basic similarities between NNs and the human brain but the brain is many times more complex (the human brain is assumed to have about \(10^{12}\) neurons each with an averaged number of \(2\times10^4\) connections to other neurons). Artificial Neural Networks are far away from these dimensions.
Still experience of the researcher and expert knowledge are very important for the design process. In any event, Neural Networks are often very successfully used as classifiers and also in this research project a NN was implemented. Hence Neural Networks were described in more detail in the following sections. Because of the very large amount of knowledge and experience which has been contributed by vast number of researchers this introduction is far from being complete. Further details and additional information can be found in literature, for example [Cichocki93, Kinnebrock94, Webb99].

4.6.2.2 Inspiration by human brain
The human brain work significantly different from a man-made computer: while most computers are based on the von-Neumann- or the Harvard-architecture which are both sequential structures the human brain, on the other hand, is a massively parallel system with an estimated number of $10^{12}$ basic processing units, the neurons and each neuron around $2 \times 10^4$ connections to other neurons [Smith99; Trepel99]. In Figure 4-2 a simplified sketch of a neuron is shown:

![Figure 4-2 Sketch of a human neuron - after [Kinnebrock94]](image-url)
The inputs of the neuron are shown on the left side of Figure 4-2. Receptors of the human body like haptic, optic, acoustic or thermal excitable cells generate signals which are transmitted to the brain and received by neurons. These signals and the outputs of other neurons can be the input for a certain neuron. Cells called synapses, $s$, are a kind of interface between different neurons and they can amplify or attenuate the input value.

In the neuron itself the logical function is realised. The output of the neuron (axon) is a function of the input values and is determined in the neuron. If the sum of input signals exceeds a certain threshold the neuron becomes active and "fires". A short electrical pulse is sent through the output (axon). The dendrites, $d$, are a highly branching tree of fibres which connect the neuron to other neurons and connect the output of one to the inputs of a large number (up to $10^4$) of other neurons [Kinnebrock94, Cichocki93].

4.6.2.3 The artificial neuron
As mentioned before the neuron is the basic processing unit in a neural network. Though there is a large number of Neural Network architectures and training algorithms all Neural Networks are based on a connection of similar neurons. In Figure 4-3 a block diagram of an artificial neuron is shown. The neuron has $n$ inputs $i(j)$ which are each multiplied with an individual factor, the so-called weights, $w_i(j)$. These weighted inputs are summed up in the left block together with another factor, the bias. The bias is static for the trained net but adjusted during training. The output of this sum-operator is applied to a second block with a threshold function. The threshold function can be linear or non-linear, continuous or discontinuous. For several training algorithms the threshold function has to be differentiable.
The equation of a single neuron is:

\[ y = f \left( \text{bias} + \sum_{j=1}^{n} i(j) \cdot w_j(j) \right) \]  

(4-5)

where \( f(\cdot) \) represents the threshold function. The term neuron was used first by McCulloch and Pitts [McCulloch43] in the forties of the 20th century for a very similar neuron.

Two very common threshold functions are the symmetrical sigmoid-function:

\[ y(x) = \tanh(yx) = \frac{1-e^{-2yx}}{1+e^{-2yx}} \]  

(4-6)

and the unsymmetrical sigmoid function:

\[ y(x) = \frac{1}{1+e^{-\gamma x}} \]  

(4-7)

where \( \gamma \) is a positive constant or variable which controls the “steepness” (slope) of the sigmoid function and \( x \) is the output of the summing unit in the neuron.
4.6.2.4 Learning of the neuron
One of the most important properties of a neuron is that it is trainable. The weights and
the bias can be adjusted to fit a certain function between input and output. The aim of
this training process is that desired output signals are produced for appropriate inputs.
Unfortunately, there is no analytical algorithm to compute the coefficients of a neuron.
In contrast, a neuron is trained in a sequence of learning steps by applying input (and
often also appropriate output) patterns to the system. Supervised learning means that
both, input and output patterns are presented to the neuron or the neural network and the
system is learning to approximate a transfer function between in- and output.
Unsupervised learning is the case when only input patterns are presented and the system
is self-organising in a way that groups or clusters within the applied patterns are
represented. There is a large number of training algorithms today available but one of
the very first steps in this field was done by the psychologist Donald Hebb in 1949 by
developing the so-called Hebbian learning rule [Hebb49]. His rule stated that
information can be stored in the weights of neurons and a certain weight would be
increased during learning by the repeated activation of one neuron by the other one
across that weight [Pandya96]:

$$\Delta w_{ij} = \epsilon x_i y_j$$

(4-8)

with

$\epsilon$ is a learning rate

4.6.2.5 The Multi-Layer-Perceptron
Neural Networks with one or more neurons in a single layer have one important
drawback that many functions which are not linearly separable can not approximated
(the so-called XOR-dilemma which was published 1969 by Minsky and Papert
[Minski69]). A 10 year lasting lack of interest in Neural Networks was the result of this
publication until the eighties of the last century. By inserting one or more so called “hidden” layers between the neurons connected to the inputs and the output neurons a new and very powerful architecture was developed, the Multi-Layer-Perceptron (MLP). It was shown that a MLP with one hidden layer is able to approximate any continuous function and a MLP with two or more hidden layers is theoretically capable of approximating any non-linear function to any arbitrary accuracy [McCormick96, Cichocki93]. In Figure 4-4 a MLP with one hidden layer is shown.

![Diagram of a Multi-Layer-Perceptron](image)

**Figure 4-4 Multi-Layer-Perceptron**

There are a large number of different and further architectures which are also often used. In this introduction only the Feed-Forward MLP was presented because it was used as classifier for the features extracted from the vibration pattern.

### 4.6.2.6 Backpropagation

Backpropagation is a very commonly used technique to train multilayer nets. It is a gradient descent method which makes it necessary that the transfer functions of the
neurons are differentiable. The most important paper which proposed the backpropagation algorithm was published 1986 by Hinton, Rummelhart and Williams [Hinton86]. The backpropagation algorithm is used to adjust the weights of the neural net [Pham01].

Each neuron in a hidden layer or output layer in a MLP has a output signal

$$y_j = f\left(\sum w_{ij} x_i \right)$$  \hspace{1cm} (4-9)

where $f(\cdot)$ is the transfer function. The aim of most training algorithms is to minimise the sum squared error $E$ between the outputs of the neurons $y_j$ and the desired outputs $y_{dj}$ (targets).

$$E = \frac{1}{2} \sum (y_{dj} - y_j)^2$$  \hspace{1cm} (4-10)

To adjust the weights $w_{ij}$ increments $\Delta w_{ij}$ are computed. The backpropagation algorithm to perform this operation for the $k^{th}$ iteration of training is:

$$\Delta w_{ij}(k) = -\alpha \frac{\partial E}{\partial w_{ij}(k)} + \mu \Delta w_{ij}(k - 1)$$  \hspace{1cm} (4-11)

with

$\alpha$ is the learning coefficient and

$\mu$ is the momentum coefficient

### 4.7 Conclusions

In this research project a Neural Network was used as classifier because Neural Networks are not based on the estimation of the probability of the different classes $p(\omega_j)$. The different faults mentioned in Table 2-1 (page 15) have an individual probability which depends on the final application of the valve. It is not possible to
predict the probability that a certain valve will, for example, break down because of calcification (fault 5 in Table 2-1). This probability depends very much on the medium which is controlled by the valve (water, oil or compressed air) and the temperature of the fluid. These parameters are not known before mounting the valve into the final system or application. Thus it is not possible to give a general value for this distribution and all classifiers based on this distribution can not be used. Neural Networks do not need this probability information and it is possible to train them with a set of sample valves. This is also very suitable because all important environmental parameters and conditions like ambient temperature, pressure of the medium, switching frequency or the voltage over the coil (see also section 5.4) can be taken into account during training. Thus it is not necessary to develop one large model which covers all these parameters, because this would not be feasible with the necessary accuracy. The training data were acquired during this research project. More details about the data acquisition and the test bench were given later on in chapter 5.
5 Data acquisition

5.1 Introduction

Data acquisition is the task of measuring and storing data of interest. There are two main challenges in performing this step:

- The interesting signal is often of non-electric nature. Later processing steps are usually performed on a computer or by using an analog circuitry, which require a voltage or current input. Hence a suitable transducer has to be used which is capable of transforming the quantity of interest into an electric value (electrical voltage, current, resistance, charge or similar).

- Today most applications in the field of signal processing are designed as digital circuits or digital algorithms, respectively. To work with a measured time-signal in a digital processor it is necessary to sample the continuous signal at discrete time-steps. This is usually performed by a analog-to-digital converter (ADC). Several aspects have to be taken into account if an ADC is used.

These challenges are discussed in detail in the following sections and results and solutions are presented. The rest of this chapter is organised as follows: first, the selection of a suitable sensor is discussed. Several basic sensor principles were investigated to find a suitable transducer for fault detection. After this the selected sensor is presented in more detail in section 5.2.3 and especially the aspect of being a low-cost transducer is discussed in section 5.2.3.1. In section 5.2.4 different positions at the valve are analysed for their suitability for mounting the sensor. Sampling of the
analog values is discussed in section 5.3 and detailed information about the experimental setup is given in the following section 5.4. The chapter ends with conclusions regarding the data acquisition process in section 5.5.

5.2 The sensor

5.2.1 Selection of the sensor principle
The sensor is used to acquire data from the valve with the purpose of condition monitoring in this research work. There are several possible parameters and quantities proposed in literature which can be measured to observe a valve. In Figure 5-1 an overview is given. The chosen path through this tree is indicated with bold lines. The reasons for this decision are explained in detail in the following paragraphs. In the following the selection of the sensor is shown for one case study investigated in this research project. However it is anticipated that this selection criteria can be generalised to many other similar valves.
Figure 5-1 Possible sensors

The *electrical voltage and current* are used in a work of [Kryter90] and [Blakeman97]. This principle has the drawback that mechanical faults are sometimes difficult or impossible to detect because the influence of deterioration of the seal, the seat or the valve body have minimal influence on the electrical parameters. These parts of the valves were not observed in both papers mentioned above.

*Process signals* like the flow though the valve or (differential) pressures give important information about the fluidic part of the valve. These sensors are implemented for example in [Gallier97]. The drawback of these approach is the effort which has to be taken is very high. If the leakage, which can be measured very easily with a flowmeter,
is not the only interesting fault then a set of sensors has to be assembled to the valve. Each sensor has to be connected electrically and fluidic. This effort often many times outweighs the expense of the valve itself many times and thus this strategy is not feasible in many applications.

The temperature of the coil is an indicator for possible reduced coil life [Kryter90]. The temperature has a linear relationship with the resistance of the coil which can be computed from the electrical voltage and current. Though this parameter can be acquired with little effort, it is not that interesting because the coil itself is seldom the reason for a breakdown of the valve according to information of the service department and the quality assurance department of Bürkert Fluid Control Systems.

The mechanical vibration of a device is a signal very often used for quality assurance and condition based maintenance. During the switching operation a valve generates significant vibrations and thus the vibration is a possible parameter for observation in this work. During the experiments the vibration was seen to be very interesting, because changes in many different parts of the valve influence the pattern (seat, seal, plunger, waste in the valve). The influencing parts also correspond perfectly with the main reasons for breakdown of the device. To select a suitable transducer a survey of important kind of vibration sensors was performed. There are three different main kinds of vibration sensors available:

- microphones gather airborne sound. Usually a membrane in the sensor gathers sounds waves from the air and the vibration of the membrane is altering an internal capacitor, resistor or an internal inductance [Putnam96]. These sensors are influenced rather strongly by other sources in vicinity to the measured object. This was the reason not to use a microphone, because valves are often assembled in a
environment with many sources of sound and vibration like engines, cylinders, gears and so on.

- Laser vibrometers are very accurate noncontact sensors. The surface of the device under test is scanned with a laser beam and vibration of the monitored device causes a dislocation of the reflected laser spot. But unfortunately, the assembly of a laser vibrometer in combination with a valve is too difficult and expensive to be used in real world applications.

- Accelerometers, finally, measure the structure borne vibration and are thus less affected by other vibration sources. They can be mounted easily by screwing or gluing. Accelerometers are available in a large variety of technical parameters like frequency range, sensitivity or housing. Different principles of operation are explained in the following for certain accelerometers.

There are three main groups of accelerometers: capacitive, piezoresistive and piezoelectric sensors. **Capacitive sensors** make use of the vibration changing the electrodes distance of an internal differential capacitor. Two of these electrodes are fixed and a third one between them is movable as shown in Figure 5-2 [Putnam96].

![Figure 5-2 Principle of a capacitive accelerometer](image-url)
If the sensor is accelerated the distance of the internal electrodes is dynamically altered. The differential capacity of the condenser for a displacement $x$ of the middle plate is [Putnam96]:

$$\Delta C = C_A - C_B = C \left( x_0 \left[ \frac{1}{x_0 + x} - \frac{1}{x_0 - x} \right] = \frac{2x}{x^2 - x_0^2} \right) \quad (5-1)$$

where

$C = C_A = C_B$ for $x_1 = x_2$

The piezoelectric effect which is used for piezoelectric sensors was discovered in the 1880’s by the Curie brothers: it converts mechanical energy into electrical energy. If a pressure (píeisēn (πιείσειν) means “to press” in greek) is applied to a polarised crystal, the resulting mechanical deformation results in an electrical charge [Putnam96] which is typically converted into an electrical voltage by a charge amplifier.

Piezoresistive sensors are built from piezoresistive material which has the ability to change its resistance under physical pressure or mechanical work. Piezoresistive accelerometer designs use typically the sensors pendulous arm, connected to the proof mass, as a strain gauge. One important drawback of piezoresistive materials is their temperature-sensitivity (they are used as thermistors [Verpaelse95, Schubert95] and the sensitivity drift is often very high (+2000 ppm °C⁻¹) as mentioned in [Zimmermann95]. This sensitivity was the reason not to use a piezoresistive accelerometer as sensor in this project because the temperature of the observed valves may alter significantly when the coil is heating up (see Figures 5-21 and 5-22).

These different accelerometers are compared shortly in Table 5-1 and in detail in the following sections.
Table 5-1: Different accelerometers

<table>
<thead>
<tr>
<th></th>
<th>capacitive</th>
<th>piezoresistive</th>
<th>piezoelectric (charge output)</th>
<th>piezoelectric (voltage output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Temperature</td>
<td>O</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>+</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>Measurement range</td>
<td>O</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>self-test</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

+ : perfect, ideal
O : suitable, but not perfect
- : not appropriate or not available

5.2.2 The frequency bandwidth of the sensor

A very important criterion for the conclusive decision for a certain sensor was frequency bandwidth of the occurring vibration signals. To evaluate this range the airborne sound of switching events of different valves (type 6011 and 6013; an image of these devices is shown in Figure 7-13 at page 107) was recorded. A microphone was used because its coverage of the low frequency range from 50Hz up to 20kHz is suitable for this process. Additionally measurements with a piezoelectric accelerometer were taken to investigate the higher frequencies up to 230 kHz. On the other hand, the accelerometer was not suitable to measure low frequencies below approximately 2kHz.

All obtained time sequences were transformed to the time-frequency-domain by Short Time Fast Fourier Transformation (STFFT). This algorithms gives the ability to get a first impression of the frequency distribution over time. Figure 5-3 and Figure 5-4 show the airborne sound of a valve type 6011 of both, switching on and off events. Figure 5-5 and Figure 5-6 give the same data for a valve type 6013. The valve 6013 has nearly
1.5 times the size of the valve type 6011 and thus more low-frequency parts occur in the spectrograms of the 6013 valves. It can also be seen that the switching on events generate the higher frequencies which corresponds with the results of the model developed in chapter 3.3.

Figure 5-3 STFFT of air-borne sound of a switching on event of valve 6011

Figure 5-4 STFFT of air-borne sound of a switching off event of valve 6011

Figure 5-5 STFFT of air-borne sound of a switching on event of valve 6013
Figure 5-6 STFT of air-borne sound of a switching off event of valve 6013

All these Figures show that there are peaks in the spectrum in the frequency range below 2kHz. In Figure 5-7 the measurement of a switching off event of a valve type 6011 was shown. This measurement was performed with a piezoelectric accelerometer (Metra KD 91).

Figure 5-7 Switching off event of valve 6011, measured with a piezoelectric sensor
It can be seen, that flow induced noise is mainly in the frequency band between 35kHz and 85 kHz. The vibration of the valve itself is focused to the frequency range up to 20kHz. These results were verified by a FEM-Simulation of the natural frequencies of the valve. A CAD-model of a valve type 6013 was used to compute the eigenmodes with the DesignSpace Software Tool. DesignSpace is based on the ANSYS-kernel and can do several FEM computations. This model predicted natural frequencies between 388 Hz and 2038 Hz for the first six eigenmodes. In Figure to 5-8 to 5-10 the first three eigenmodes were shown. These images show the relative translation of the oscillating body.

Figure 5-8 First eigenmode
Figure 5-9 Second eigenmode

Figure 5-10 Third eigenmode
The natural frequencies of this model were found to be:

\[ f_1 = 388 \text{ Hz} \]
\[ f_2 = 408 \text{ Hz} \]
\[ f_3 = 692 \text{ Hz} \]
\[ f_4 = 1833 \text{ Hz} \]
\[ f_5 = 2026 \text{ Hz} \]
\[ f_6 = 2038 \text{ Hz} \]

The interesting frequency band of the switching events of different valves is between DC and 20kHz and the first natural frequencies were found to be between some hundred Hertz and a few kilohertz. The frequency bandwidth of most piezoelectric accelerometers usually has a lower bandwidth limit of about 2kHz. Only capacitive and piezoresistive sensors can measure frequencies down to DC signals [Schubert95]. Piezoresistive accelerometers have the drawback of higher temperature-sensitivity than capacitive sensors [Verplaetse95, Schubert95]. Hence a capacitive accelerometer was chosen for this research project. The investigated valves were rather small sized devices. It was seen in different experiments that larger valves tend to generate lower frequency vibrations as would be expected. Thus this investigation with the valve 6011 from Bürkert is a kind of border consideration: most valves available are larger, the emitted frequencies are lower and there is no limit in data acquisition depending on the sensor down to lower frequencies. Thus, if it is possible to classify the condition of the 6011 with this monitoring equipment it also should be suitable for a large set of alternative valves.
5.2.3 The ADXL105 accelerometer

5.2.3.1 Using a low-cost sensor

A large variety of possible sensors are available which suit to the criteria defined in sections 5.2.1 and 5.2.2. After taking all the important technical and physical boundary conditions into account finally also the price may be a criterion for the selection of a certain sensor. Because the condition monitoring system in this research work was evolved for small sized solenoid valves which are not extremely expensive the advantages of the supervision system should not outweigh by its expense. This situation led to a new scientific challenge for this research project: it was decided to use a low-cost MEMS accelerometer and to investigate and develop signal processing algorithms which are still able to perform at a suitable misclassification rate. The savings made with the sensor made it necessary to develop more sophisticated algorithms of digital signal processing. This is shown in Figure 5-11: the pre-processing of the raw data is accomplished in steps 2 (segmentation in the time-domain) to 4 (detection of regions of interest). More effort is spent to this part of the condition monitoring system than it is done in comparable projects found in the literature [Kryter90, Kalix93, Uhrig93, Blakeman97, Thompson97, Kiesbauer00].

Important differences between the mentioned papers and this PhD project are for example that in previous projects no effort was taken to improve the degree of stationarity of the vibration signal and to find data derived regions of interest (ROI) in the spectra. Both topics were seen to be important for the classification result in this PhD project using the low cost MEMS sensor [Ellwein00b, Ellwein01a, Ellwein01b].
Figure 5-11 The overall classification scheme

The classification results of the monitoring system developed in this PhD project presented in chapters 9 and 10 give confidence that it is possible to use a low-cost sensor in combination with improved signal processing algorithms.

5.2.3.2 Technical data of the ADXL105
The ADXL105 is a single-axis accelerometer with a bandwidth of 10kHz and a resolution of 2mg and measurement range of ±7g [Analog99]. Other, similar MEMS-accelerometers from Analog Devices are tested and presented in [Patel92 and Béliveau99] and were found to be very suitable for different applications like airbag control in the automotive sector or shock measurement. The following diagrams (Figure 5-12 to Figure 5-16) were all taken from the ADXL105 Datasheet [Analog99]. In Figure 5-12 the frequency response of the ADXL105-sensor is shown.
The disturbance of the sensor output due to noise is not negligible for this sensor. In Figure 5-13 the noise distribution of this sensor is shown.

The overall statistical error of the device is indicated in Figure 5-14. This Figure shows the distribution of the output signal for a 0g input signal. The determined output signal would be 2.5V for this input signal. Figure 5-15 is a graph of the sensitivity distribution of the transducer. The data for these three Figures (noise distribution, output distribution...
and sensitivity distribution) are derived from several characterisation sets and give an overview over the dispersion of important parameters between different sensors. This is a very important aspect to take into account because variations of the sensor parameters within a production lot will influence the measurements. Do deal with these variations a set of ten sensors was used to gather the data for training the classifier.

![Figure 5-14 Output distribution of the ADXL105](image)

![Figure 5-15 Sensitivity distribution of the ADXL105](image)

The noise is also influenced by the supply voltage of the sensor. In the typical noise density versus the supply voltage is shown and it is significant that attention has to be paid to this topic if the sensor is connected to the same supply as the coil of the valve
because the solenoid is a heavy load when it is switched. There are many recommendations and ideas about the design of a suitable supply with voltage regulators and additional circuitry well known and it is referred to literature for this topic [Tietze93].

![Graph of Noise density versus supply voltage](image)

**Figure 5-16** Noise density versus supply voltage

Summarising it can be seen that the frequency range of the sensor fits almost perfectly to the vibration signals of the switching valves. The weak point of this sensor is the disturbance of the vibration signal due to dispersion of parameters between sensors. This problem was solved because a set of ten accelerometers was used to gather the raw data for training and testing the classifier. Hence, the distribution of sensitivity, noise and bias are taken into account during training of the classifier.

### 5.2.3.3 Self-test

The ADXL105 is a micromachined capacitive sensor with an internal differential capacity. The plates of the capacitor can be accelerated by an electrostatic force which is activated by applying a logic high on the self-test pin of the IC. The acting force is approximately 20% of full-scale acceleration input [Analog99] and thus a proportional voltage change appears at the output pin. The self-test function can be used to test both
the mechanical structure and the electrical circuitry. This feature is very important for a condition monitoring system for solenoid valves because it is necessary to assure that the sensor is working correctly over the lifetime of the device under test (valve).

5.2.4 Mounting of the sensor
It is important generally for each measurement to mount the transducer in a suitable way. In Figure 5-17 a typical on-off-valve was shown. The material of the valve body is usually brass or stainless steel. The housing of the coil and the cable plug are made of polyamide or epoxy. The cable plug is connected with a screw firmly to the valve. This valve can be seen to represent a large class of devices, both from the Bürkert company and also from other suppliers. These small sized solenoid valves are always constructed in a similar way (housing of the coil, the coil itself, the cable plug for electrical connection and the valve body for fluidic connection). Thus the results gained from the investigation of these certain valves are anticipated to be representative and generalisable to many other similar devices.

![Diagram of a typical on-off solenoid valve](image)

Figure 5-17 A typical on-off solenoid valve
The position of the sensor is very important for data acquisition. The highest accuracy could be reached if the accelerometer was mounted on the valve body, because the seat where the impact happens is part of the body and the vibration signals are least damped. On the other hand, all sides of the body are not suitable, because of mounting the valve itself can reduce the available space at these sides dramatically. The bottom of the valve is usually used to fix the valve in a machine or a plant (Figure 5-18). Thus the accelerometer could not be fixed on this side.

![bottom of the valve body](image1.png)

**Figure 5-18 Bottom of the valve**

Both sides of the valve are also not suitable, because valves can be mounted close together as shown in Figure 5-18 and Figure 5-19.

![three valves assembled together](image2.png)

**Figure 5-19 Three valves assembled together**

The top of the valve has the drawback, that the coil is mounted with a nut (Figure 5-20) which will limit the available space and also increases the risk of damaging the sensor during assembling and mounting of the valve.
The cable plug was chosen to mount the sensor, because the available space is sufficient and also the electrical connection is easy and reliable. If a cable is clamped or mounted on the surface of the valve there will always be the risk of damaging the cable. This is avoided by implementing the sensor in the plug. Also the thermal situation is best in the cable plug. The valve body can heat up to 180°C because this is the highest allowed temperature of the medium. The temperature distribution of the coil surface is shown in Figure 5-21 and Figure 5-22. The images were taken at ambient temperature of 25°C and the coil voltage was 27V.
Figure 5-21 Heat image of the coil and the cable plug

Figure 5-22 Heat image (top view)
The spot temperature was 115°C. The cable plug, on the other hand was below 40°C. The temperature is very important for the operation of electronic devices in order to pre-process and amplify the output signals of the sensor.

Another advantage of the cable plug as mounting position for the sensor is its distance to the vibration source (seat-seal-contact position). All important parts of the valve (armature guide tube, the hinge, the spring, the coil and others) are in the transmission path between the source and the sensor at the cable plug. Due to this all these parts which affect the reliability and condition of the overall valve can influence the vibration pattern. This is important because it is not the aim of this research project to gather or reconstruct the original vibration signal at the source. The main aim is to detect serious changes in the whole device and to accomplish this it is necessary that deterioration at different positions of the valve can impinge on the observed pattern.

All these reasons (available space, temperature conditions and the transmission path) were basis for the decision to assemble the sensor at housing of the cable plug. This approach is new for vibration measurement and analysis and has several important advantages. Due to this it was applied for a patent for this approach (application number DE 101 47 326.5).

5.3 Sampling of the measurements

The sensor was fixed with double sided sticky tape as recommended in literature [PCB Piezotronics99]. To damp the vibration for the measurement range of the sensor a piece of rubber (Acrylonitrile-butadine = NBR) with 5mm thickness was mounted between the transducer and the cable head. The signal is limited to a frequency range about 20kHz. This gives the possibility to sample the vibration pattern with a sound
card (Soundblaster 16pnp). A sampling frequency of 44.1kHz and an accuracy of 16bit were used to gather the analog data. The analog sensor output was amplified with an electronic circuit before sampling. The development of the necessary equipment for data acquisition (hardware and software) was part of the diploma project of Christian Ellwein [Ellwein99, Ellwein00a]. After recording the data were stored on the hard disk as WAVE-files which are readable by MatLab. In total 576 WAVE-files with an average length of 20 seconds were recorded. The size of these raw data was 977.2 MByte. Both events, switching on and off were recorded but for the following steps in signal processing and classification only the switching off events when the elastomer seal gets in contact with the metal seat were used. Both vibration patterns were used for classification but the results for the signals generated by de-energising the solenoid led to significant lower misclassification rates and thus these patterns were used. This is also reasonable because the seal is intensively affected by many faults and due to this the switching event contacting the seal is expected to contain more discriminative power.

5.4 Experimental setup

5.4.1 Environmental conditions

The applications and different environmental conditions where observed solenoid valves are used to vary in many parameters. Depending on the final application temperature, pressure of the medium applied to the valve, switching frequency, supply voltage and orientation of the valve (mounting position and direction) can be different. All these parameters influence the vibration patterns of switching valves. Hence, all important working conditions were changed during the different measurements of the
vibration signal to train the classifier with patterns covering all important statistical variations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>25°C / 40°C / 60°C</td>
<td>max. ambient temperature: 55°C (Bürkert data sheet)</td>
</tr>
<tr>
<td>Supply voltage</td>
<td>21V / 24V / 27V</td>
<td>nominal voltage was 24V</td>
</tr>
<tr>
<td>Applied pressure</td>
<td>0bar / 5bar / 10bar</td>
<td>max. pressure: 12bar (Bürkert data sheet)</td>
</tr>
<tr>
<td>(compressed air)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switching frequency</td>
<td>Swept from 0.2Hz to 10Hz and back to 0.2Hz</td>
<td>max. switching frequency: 16Hz (Bürkert data sheet)</td>
</tr>
<tr>
<td>Orientation of the valve</td>
<td></td>
<td>There are three typical orientations: bottom up and down and horizontal (90° angle)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each measured vibration pattern $p$ of a switching valve can be seen as a function of different parameters:

\[ p = f(V, T, f_s, p, o, c) \]

with

$V$: voltage applied to the coil

$T$: ambient temperature

$f_s$: switching frequency

$p$: pressure of the medium

$o$: orientation of the valve

$c$: condition of the valve (unfaulty or one or more faults)
It is necessary to suppress the influence of all other parameters on the classification except of $c$, the condition of the valve. This is done by varying all other parameters in the typical range during the measurements.

In this project 10 unfaulty valves and 64 faulty valves were used. Two independent sets were build for training and testing the classification system, respectively. The valves applied in the test set were not used in the training set. Hence, the classification system was tested with completely new data. In Table 5-3 the numbers of switching events recorded for each set are shown.

<table>
<thead>
<tr>
<th></th>
<th>unfaulty</th>
<th>faulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>training set</td>
<td>480</td>
<td>848</td>
</tr>
<tr>
<td>test set</td>
<td>156</td>
<td>1969</td>
</tr>
</tbody>
</table>

In Figure 5-23 a set of six switching-off events were shown. All the vibration patterns in this Figure belong to the same class – they are all gathered from unfaulty valves. Nevertheless, it can be seen easily by visual inspection that there are important differences between the signals. They are recorded from six different valves and under different environmental conditions as mentioned above. This Figure shows the need of sophisticated signal processing techniques which take the within-class scatter into account. This is accomplished by the new Spectral Analysis Matrix presented later in chapter 8. In Figure 5-24 similar graphs of faulty valves are shown. In both Figures the abscissa of the graphs of unit time and scaled in seconds. The ordinate is the measured acceleration at the cable plug and the data are normalised to range $[-1;1]$. The graphs are unlabeled in both Figures to reduce redundant text in the Figures.
Vibration signals of unfaulty valves (switching off events)

Figure 5-23 Vibration patterns of different unfaulty valves
5.4.2 Multiple faulty devices

In the test set the faults mentioned in Table 2-1 were not only implemented as single faults but also as devices with multiple faults. Fault 5 (waste in the valve) was combined with fault 1 (harden of the seal) and with fault 4 (indentation in the seal). The results of classifying these devices with multiple failures are presented in chapter 9 and give confidence that a combination of more than one fault in a device is not increasing the misclassification rate.
5.4.3 Deterioration of the measurements

In "real-world" applications usually some other sources of vibration will be near the monitored valves. To estimate the influence of typical deterioration an additional noise-signal was recorded in the endurance test room of Bürkert. In this room many valves and cylinders are switching permanently to test the lifetime and reliability of devices. Hence in this room many vibration sources are grouped together which can affect the classification (Figure 5-25). The same sensor was used to measure both, the vibration pattern of the monitored switching valves and also the background noise in the endurance test room. In this room the sensor was mounted at the compressed air pipe which was supplying the endurance tests. This situation is expected to be similar to many applications of solenoid valves were the valves are connected to a fluidic system together with other devices.

Figure 5-26 Endurance test room of Bürkert
When an observed vibration pattern from the device under test is processed and classified a randomly chosen part of the noise signal was added to the signal of interest (see Figure 5-26).

![Image](image_url)

**Figure 5-26** Vibration pattern and additive noise

Adding both sources is only reliable and correct if the sensor is a linear system which obeys the principle of superposition. The ADXL105 sensor is linear up to approximately 7kHz if the transducer was soldered and glued. It was seen in first estimations of the vibration signals spectrum with the periodogram-algorithm (Welsh’s method) that most of the signals spectral power (about 87%) were bound in a frequency band up to 7kHz. Thus this superposition technique of both sources was expected to give a reasonable estimation of the effect of deterioration.

![Image](image_url)

**Figure 5-27** Frequency response of the ADXL105
Figure 5-28 Phase response of the ADXL105

This approach of recording the vibration pattern of the device under test without significant ambient sources and to combine this undisturbed signal with separately recorded noise has one important advantage: for the assessment if a certain environment or application is affecting the classification too much or not it is possible to gather some data from the final application or location and to combine this signal with the test data set. It is possible by this means to re-evaluate rather easily whether the classification result still satisfies the needs of each individual final application.

5.5 Conclusions
The selection of an appropriate sensor is very important for the classification result. It was seen that an accelerometer is a suitable transducer gathering data with the ability to discriminate between faulty and unfaulty valves. Discussion of several parameters of the sensor led to the conclusion that the MEMS-accelerometer ADXL105 is appropriate within the most important properties. The mounting position of the sensor was also discussed in detail and the cable plug was found to be the best place. Finally, also the
experimental setup and the sampling of the measurement was presented. Much attention was given to cover the most important environmental conditions like ambient temperature, pressure and so on within the recorded data. After recording and storing the data the next steps were related to the field of digital signal processing and, as mentioned in section 4.3, the first step was to pre-process the raw data. This task is described in detail in the next chapter.
6 Preprocessing

6.1 Important properties of the vibration patterns

A typical vibration pattern of a switching solenoid valve is shown in Figure 6-1. There are two important properties of these signals which determine necessary preprocessing steps and which are discussed in this section. The rest of this chapter is organised as follows to explain these preprocessing steps: first, the stationarity of the signal is taken into account in section 6.1.1 and the second property of the signals which has to be processed is the influence of the electromagnetic interference (EMI) which is described in section 6.1.2. The chapter ends with some conclusions in section 6.2.

![Typical vibration signal](image)

Figure 6-1 Typical vibration pattern
6.1.1 Stationarity
First of all, the stationarity is to be tested. Stationarity is an important property of signals which is necessary for many algorithms in the field of digital signal processing. A random process is called stationary if its statistical properties are time-invariant [Hänsler97]. If only the first and second order moments of a random process are time-invariant the process is called to be weakly stationary. If the higher order moments are also time-invariant the process is strongly stationary [Hänsler97]. The importance of stationarity is due to the fact that many algorithms and techniques used in the field of digital signal processing are restricted largely to the measurement and analysis of stationary (random) data [Bendat86, Lehmann97, Ellwein01a]. To increase the degree of stationarity it is a common approach to segment a signal into smaller sub-sequences with more stationary than the overall signal. Each of these segments can now be processed individually [Appel83, Niemann90]. A new segmentation approach to isolate more stationary segments in the signal was developed in this project and is presented in chapter 7. This technique segments the signal in the time-domain and the frequency-domain and derives the borders of the segments from the signal itself without a-priori knowledge or assumptions about the process.

6.1.2 Electromagnetic Interference (EMI)
A typical coil of a miniature solenoid valve has an inductance of some ten millihenry. In some applications a reverse voltage protection such as a freewheeling diode or a varistor reduces the distortion produced by the switched inductive load. The protection cannot be guaranteed and thus the worst case of a switching valve without any protection has to be taken into account when the influence of EMI is measured. This is especially important because a capacitive sensor was used which are known to be sensitive to EMI
[Zimmermann95]. To investigate the influence of EMI a modified valve without the movable part (plunger) and the spring was assembled. This valve could not generate any mechanical vibration during operation and thus the output of the accelerometer was gained only be the electromagnetic impulse. In the output signal of the sensor is shown in Figure 6-2. It can be seen that the sensor is reasonable influenced and this disturbance has to be taken into account.

![Graph showing EMI response of ADXL105](image)

**Figure 6-2:** EMI response of the ADXL105

In Figure 6-3 the electromagnetic impulses are shown in combination with the electrical current and the mechanical vibration. These switching events are recorded with a varistor parallel to the coil, thus the impulses are different to Figure 6-2. It can be seen that the excitation of the sensor due to the EMI is earlier than the mechanical vibration. This is reasonable because the electrical and magnetical processes in the valve are much faster than the mechanical operation (accelerating the plunger, the movement and the
impact). This time gap between both impulses led to the decision to separate both patterns by a rectangular window as shown in Figure 6-5 [Ellwein01c]. The different operations inside the valve during a switching process are explained in more detail with Figure 6-4 and the corresponding text below.

![Figure 6-3: EMI with electrical current](image)

![Figure 6-4: Technical drawing of plunger, spring and solenoid](image)
In Figure 6-4 a technical drawing of the interior of a solenoid valve is shown: the solenoid surrounds the spring and the plunger. In Figure 6-4 the switched off valve is shown: the plunger is moved down to the second stable position (②) and the elastomer seal is closing the seat and the fluid channel in the valve. If the voltage is switched on and a current begins to flow through the coil and it has a exponential shape (see also section 7.3.2). When the plunger starts to move upwards driven by the magnetic force the inductance $L$ of the solenoid circuitry is increased because the plunger is made of ferromagnetic material and its permeability $\mu_r$ is many times higher than the $\mu_0$ of the air in the gap. Because of this the impedance $Z$ of the coil is also rising and the current through the coil is reduced. When the movements of the plunger ends and the first stable position in the valve is reached (① in Figure 6-4) the inductance is again time-independent and the electrical current is rising again in an exponential shape to a finite value. These effects cause the typical M-shape of the electrical current in a solenoid valve shown at position ① in Figure 6-3 and often cited in literature [Kryter90; Blakeman97].
Figure 6-5: Suppression of the EMI-impulse

6.2 Conclusions

Both properties of the recorded pattern (nonstationarity and the EMI influence) make it necessary to preprocess the raw data. The EMI impulse was seen to be identified and suppressed easily as described above. The topic of nonstationarity is more difficult and more effort was spent to this task. Due to this interesting information was gathered about the signal and a new segmentation in the time- and frequency-domain was developed. This technique is considered to be of sufficient importance to merit its own chapter, which now follows.
7 Time-frequency segmentation

7.1 Introduction

An important and often performed step to emphasise hidden features with high
discriminative power in a signal is to transform the signal from the time-domain into the
frequency-domain. The Fourier-Transform (FT) is the most important technique for this
step. Unfortunately, if the FT is applied to non-stationary signals the resulting spectrum
will be an average over the occurring frequencies [Trethewey00, Ellwein01a, Bäni02].
To overcome this situation and similarly to transform non-stationary signals like speech,
biomedical signals or transient impulses from switching valves time-frequency
distributions (TFD) have been developed. These distributions isolate small segments in
the time-signal and transform it by suitable means. The following section gives further
details about this topic. Additional information can be found in literature [Chui92,
Newland93, Rao98]. The rest of this chapter is organised as follows: in the next
section 7.2 two very important distributions in the time-frequency-plane are presented:
the Wavelet- and the Short-Time-Fourier-Transform. Because of some drawbacks of
these techniques for the certain situation of this project a new segmentation technique is
presented: the Source Based Segmentation (SBS) [Ellwein00b, Ellwein01a,
Ellwein02b]. This method is explained in detail in the following sections 7.3 and 7.4.
 Afterwards the effect of this technique on the stationarity of the vibration signal is
presented in section 7.5. The advantages of the new algorithm are summarised and
explained in section 7.7 and finally the most important results of this chapter are
reviewed in some conclusions in section 7.8.
7.2 Time-frequency distributions

This approach is to divide the overall non-stationary signal into short sequences, each with a higher degree of stationarity. It is often seen that the statistical parameters of the process vary rather slowly in time as compared to the frequency range of the sample functions themselves. For example, speech signals are mainly bound to a frequency band between 300Hz and 4kHz. It was seen that the stationarity of sequences with short duration (approximately 10ms) is substantially higher than the stationarity of the overall signal [Niemann90]. Generally, segmentation of speech signals is a complex topic and for detailed information it is referred to literature.

Segmentation into sub-series of the overall signal is also performed by estimation of time-frequency-distributions (TFD) of the data. There are several algorithms known to estimate TFDs, but two important ones are the Short-Time-Fourier-Transform (STFT) and the Wavelet-Transform (WT). The STFT is a time-dependent version of the Fourier-Transform and the observed signal \( x(t) \) is weighted with a window-function \( w(t) \) which is vanishing at its ends and has a finite duration. The drawback of the STFT is that widths of the window is constant and its choice simultaneously affects both the frequency and time resolution: the window length has to be high for a good frequency resolution but on the other hand, the time resolution is worsened by a large window [Conforto99]. In Figure 7-1 the time-frequency-plane spanned by the STFT is shown.
The WT overcomes this drawback by using transient basis functions $\psi(t)$, so called wavelets, instead of the sinoids used in FT. The wavelets are square integrable and have finite energy. Because of their limited existence in time the WT "focuses" on sub-segments of the data signal $x(t)$. By means of dilatation (factor $a$ in Figure 7-2) and translation a time-frequency-plane as shown in Figure 7-2 is analysed. An detailed introduction into WT is given in literature, for example [Chui92, Flandrin99].
A new approach, the Source Based Segmentation (SBS), for segmenting a non-stationary signal is now presented for the vibration signals of solenoid valves [Ellwein02b]. The segmentation is based on isolation of different sources during the switching process. The vibration sub-patterns caused by these sources are more stationary than the overall vibration signal because each source has a certain statistical character. The individual degrees of stationarity for each source are higher than the overall degree of a mixture of these sources. This situation is not limited to the vibration pattern of solenoid valves but it is anticipated that this property can be found in many other reciprocating processes.

7.3 Segmentation in the time-domain

7.3.1 Mechanical processes during valve switching
An ON/OFF-valve switches between two stable positions when activated or deactivated. During the switching-on or switching-off process four different sub-processes happen and according to this also four different sources of vibration become active consecutively. The different steps of the switching event are distinct mechanical actions and they are explained in detail now.
In Figure 7-3 the dynamic behaviour of a switching solenoid valve is shown [Kallenbach00]. Further details about the shape of the curves are given in section 6.1.2.

The four curves are:

- \( u \): the voltage applied to the solenoid coil. The valve is connected to a stable voltage source and thus the amplitude of the voltage switches between two distinct values. The negative peak at switching off is the reverse voltage of the inductance.

- \( i \): the electrical current is dependent on the voltage \( u \), the ohmic resistance \( R \) and the inductance \( L \) of the magnetic circuit. Because of the moving part of the valve being part of the magnetic circuit the inductance is time-dependent.
and the shape of the electrical current has its characteristic shape [Blakeman97] (see also section 6.1.2 for further details).

- $x$: the displacement of the movable part in the valve is switched between two distinct positions (valve opened or closed).
- $\dot{x}$: the velocity is the derivative of $x$ and it has peaks when the movable part hits its stable positions.
- $t_1$: switching-on time
- $t_{11}$ and $t_{21}$: response times
- $t_{12}$ and $t_{22}$: travelling times
- $t_2$: switching-off time

The absolute velocity has its maxima at the ends of both switching processes. Simultaneously the deviation of the electrical current has a second change in the sign.

Between two switching events there is usually a duration of minimum several hundred milliseconds. Due to this the movable part in the valve can get into static friction because the process of adhesion needs a certain amount of time for the reaction. If the level of the electrical voltage is switched four discrete steps happen during the switching process (Table 7-1). These steps influence also the vibration pattern because during each step a different source of vibration is generating vibrations. Thus the overall vibration signal can be partitioned into four segments which correspond to the mechanical processes. The time-diagram in Figure 7-4 shows the segments proposed in Table 7-1 in a graphical representation. In Figure 7-4 the energization, the escapement of the armature and binary operating cycle (valve open or closed) are shown in a
diagram schematically. When the device is energised (that is the voltage is applied to the coil), the response time gives the duration until the movable part starts movement. When the movement is starting the movable part is changing from static friction to sliding friction and the movable part accelerates. During the travelling time the movable part is altering velocity and displacement. This process is stopped when the movable part in the device hits the second stable position and the impact happens. The impact is significantly influenced by the material of the movable part and the second stable position in the device and the elasticity of the movable part. Further, it is common for the switching events, that the impact induces the whole device to vibrate and the energy of this vibration is decaying. Also most of the devices bounce after the first impact. That is, the movable part lifts from the stable position and reimpacts after a short duration. The time for all bounce to cease is called the operational bounce time.

<table>
<thead>
<tr>
<th>No</th>
<th>Section</th>
<th>Interpretation / included Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lifting</td>
<td>This is the segment when the movable part changes from static to sliding friction.</td>
</tr>
<tr>
<td>2</td>
<td>Pre-impact</td>
<td>After this change to sliding friction the movable part in the valve is accelerated and moving to the second stable position. The vibration in this segment is influenced by friction during the motion. The length of this segment is determined by the travelling time of the movable part.</td>
</tr>
<tr>
<td>3</td>
<td>Impact</td>
<td>When the impact happens the velocity of the movable part has its maximum and is decreased rapidly. The vibration pattern in this segments is governed by the energy of the impact and the condition of the movable part.</td>
</tr>
<tr>
<td>4</td>
<td>Post-impact</td>
<td>After the impact the whole valve is excited by the hit. It is ringing at its natural frequencies. Due to this the condition of the whole vibrating device will influence this segment. Bouncing of the movable part in the device is also causing vibration and will be part of the vibration pattern in this segment.</td>
</tr>
</tbody>
</table>
The four sources of vibration mentioned in Table 7-1 are different in nature and character. The different origins of the four sections cause the overall signal to be non-stationary and consequently it is not reasonable to analyse the entire signal as one large pattern. The sources are ordered consecutively in time and due to this it is possible to separate the different kinds of vibration by windowing the original signal with four different windows \((i=1..4)\) and suppressing all but one source of vibration with each window.

The original signal has a highly non-stationary character because it is a combination of four different sources of vibration. The result of segmentation can be assessed by calculating the stationarity of each of the new segments.
7.3.2 Modified Hanning Window

Segmentation in the time-domain to improve the degree of stationarity for the measured vibration data is performed in this research project by a data derived technique which isolates the four different steps of operation during the switching process described above (Figure 7-4 and Table 7-1). To perform this segmentation a new window was proposed [Ellwein00, Ellwein01a] which is described in Equation (7-1).

\[
W_i(t) = \begin{cases} 
0, & t \leq b_1, \\
\frac{1}{2} \left( 1 - \cos \left( \frac{2 \cdot \pi \cdot (t - b_1)}{2 \cdot b_2} \right) \right), & b_1 < t \leq b_1 + b_2, \\
1, & b_1 + b_2 < t \leq b_1 + b_2 + b_3, \\
\frac{1}{2} \left( 1 - \cos \left( \frac{2 \cdot \pi \cdot (b_1 + b_2 + b_3 + b_4 - t)}{2 \cdot b_4} \right) \right), & b_1 + b_2 + b_3 < t \leq b_1 + b_2 + b_3 + b_4, \\
0, & b_1 + b_2 + b_3 + b_4 < t \leq b_1 + b_2 + b_3 + b_4 + b_5,
\end{cases} \tag{7-1}
\]

Five sections \((j=1..5)\) with arbitrary length \((b_{1j}..b_{5j})\) are used to describe the \(i^{th}\) window \(W_i(t)\) \((i=1..4)\). For sampled time signals with equidistant sampling intervals the parameters \(b_{1j}..b_{5j}\) are the number of data points for each section. The first section is a zero-valued part of length \(b_{1j}\) and is used to suppress the part of the original time signal before the section of interest. The second part is a rising edge with Hanning characteristic [Oppenheim89]. The next part is the identity function to separate a section of the original time signal with an arbitrary length without perturbation. A decaying Hanning edge is the next section and at last the window equals zero again to suppress the right part of the original time signal. An example of a modified Hanning window was shown in Figure 7-5.
This new window has certain advantages over state of the art techniques: the four windows are not of equal length and shape as the windows usually used for time-frequency-distributions [Sun00] like the short-time Fourier transform (STFT) and the values for the $b_{ij}$ can be computed from the envelope of the vibration signal. Both properties together give the possibility to

- isolate only the four interesting sources and not an arbitrary number of small segments which are in no correspondence with the sources of the overall signal as it is done with the STFT or Wavelet-Transform (WT).

- emphasise parts of the signal with a high amplitudes and higher signal-to-noise ratio (SNR). The noise of the data acquisition system can be assumed to be constant over the whole switching process. Because of the short time duration of the event (only some ten milliseconds) neither the internal noise of the sensor or the analog-digital converter nor the external noise of other disturbing vibration sources in vicinity to the monitored valve will change significantly. Hence, if the SNR is computed for
small segments of the overall vibration signal it will be highest around the impact where the maximum of vibration energy is found. The modified Hanning window enables a successive suppression of the decaying ends of the vibration signal which have a worse SNR and thus contain less reliable information for classification (see Figure 7-6).

![Figure 7-6 A modified Hanning window to isolate the post-impact signal](image)

In Figure 7-7 the SNR of a typical vibration signal was computed over small segments of 50 data points (1.1ms).

\[
SNR \ [dB] = 10 \cdot \log_{10} \frac{P_S}{P_N}
\]  

(7-2)

with

\(P_S\) : power of signal

\(P_N\) : power of noise
Because the signal itself is not accessible without noise an approximation was used to compute the SNR [Becker98]:

\[
SNR \ [dB] \approx 10 \cdot \log_{10} \left( \frac{P_S + P_N}{P_N} \right) = 10 \cdot \log_{10} \left( \frac{P_S}{P_N} + 1 \right)
\] (7-3)

The vibration signal was displayed in the upper part of the Figure and the consecutive SNR values in the lower part. It can be seen, that the SNR is decreasing left and right hand of the impact. The aim of the modified Hanning window is to suppress less reliable parts of the vibration pattern and to emphasise segments of the vibration signal with high SNR.

![Vibration signal and Signal-to-Noise Ratio](image)

**Figure 7-7** Time dependent SNR of a vibration signal
Figure 7-8 Vibration signal and electrical current

<table>
<thead>
<tr>
<th>Parameters for the modified Hanning window</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Lifting</td>
</tr>
<tr>
<td>Pre-impact</td>
</tr>
<tr>
<td>Impact</td>
</tr>
<tr>
<td>Post-impact</td>
</tr>
</tbody>
</table>

with
\(\tau_i\): position of the impact
\(d_1 = \tau - b_1\)
\(d_2 = b_2 - \tau\)

In Figure 7-9 and Table 7-2 the rules for adjusting the parameters \(b1\) to \(b5\) for the modified Hanning window are proposed. These settings are derived from the time-diagram of the switching process shown in Figure 7-4. The parameter \(b3\) is of capital importance for all four windows because it defines the part of the vibration signal which
influences the classification task most. $b3$ is the length of the identity function in each modified Hanning window. Very important factors for definition of all parameters $b1$ to $b5$ are $d1$ and $d2$ which represent the duration of the vibration impulse left- and right-hand from the impact itself (see Figure 7-9). These factors $d1$ and $d2$ are determined by the time point of the impact $\tau$ and the left and right border of the transient vibration signal $b_r$ and $b_l$. The impact of the movable part in the valve can be detected straightforward: it is indicated by the maximum absolute value in the vibration pattern.

In Figure 7-8 a typical vibration signal (solid line) is shown together with the electric current (dashed line). The maximum of the vibration signal occurs when then current has a valley. It is verified that at this point the movement of the plunger in the valve stops and the impact happens. The shape of the current is determined by the closing of the magnetic circuit [Kryter90; Blakeman97]. If the air gap in the magnetic circuit is closed the inductance of the solenoid increases and so does also the impedance which causes the valley in the electrical current.

After closing the air gap the electrical current rises in an exponential way governed only by the self-induction voltage of the coil and time constant $\tau$ [Beuth88]:

$$\tau = \frac{L}{R}$$  \hspace{1cm} (7-4)

where

$L$ is the inductance of the coil

$R$ is its ohmic resistance
7.3.3 **Application to different valves**

The following Figures show that the proposed segmentation algorithm is adaptable to different sources (= valves) and patterns (= vibration signals). The time sequences are recorded from three different valves shown in Figure 7-13. In Figure 7-10 a vibration signal from the smallest of the three valves is shown together with the four windows. This valve 6011 was also used mainly during this project. The vibration signal of valve 6013 is shown in Figure 7-11 and valve 290 is presented in Figure 7-12. The last valve 290 is not only scaled version of the above mentioned types but it has a different mechanical design as shown in Figure 7-13.
Figure 7-10 Segmentation of vibration signal from valve 6011

Figure 7-11 Segmentation of vibration signal from valve 6013
7.4 Segmentation in the frequency-domain

Motion of fluids cause random vibrations when the fluid encounters a throttling object (e.g. the seat of a valve) and creates downstream vortices. Mechanical friction also generates random vibration. On the other hand, if a mechanical structure is hit with a solid object (e.g. a hammer) it will ring at its natural frequencies and a superposition of individually damped sinusoids will be obtained. The resulting vibrations of such shock pulses are repetitive, but they die away due to damping [Wok91]. Both sources can occur in a valve because the impact of the movable part is a similar excitation as a hit with a hammer and both, mechanical friction and fluid movement occur in a valve. For
a separation between both sources it is therefore necessary to isolated a damped repetitive process and a random process. A periodic process will be found in the frequency-domain as one or more peeks. A random process, on the other hand, has a more or less flat shape in the spectrum. Hence, a straightforward separation is to identify the main peek in the spectrum. This was done in this project and the frequency corresponding to the maximum amplitude of the FFT of a sub-sequence (see section 7.3) was used as bandwidth of two FIR-filters. The filters are a lowpass and a high-pass and both sources are separated by these filters. The following Figures show the effect of this processing step and validate the different character of both sources. In Figure 7-14 a typical unfiltered vibration signal of a valve switching event is shown. It can be assumed by visual inspection that there is a damped lower frequency part and a higher frequency noise signal.

Figure 7-14 Unfiltered switching event
Figure 7-15 Low-frequency part of the vibration signal

The low-frequency part is isolated and presented in Figure 7-15 and the high-frequency segment is shown in Figure 7-16.
The different character of both segments with respect to their periodic or stochastic nature is validated by computing the autocorrelation sequence of both sub-sequences. A pure random signal has a single peak in the autocorrelation sequence at time-lag $\tau = 0$. On the other hand, the autocorrelation sequence of a periodic signal will be periodic with the same period as the original signal. Thus this test is suitable for identifying the different character of both sequences. Both autocorrelations are shown in Figure 7-17. The dashed graph is the autocorrelation sequence of the lower-frequency sequence and the solid line is the autocorrelation of the higher-frequency signal. It can be seen that the lower-frequent part in the vibration signal is more repetitive and less stochastic than the higher frequencies and thus both sub-sequences can be assumed to be generated by the different sources mentioned above.

![Autocorrelation sequence of high- and lowfrequency part](image)

**Figure 7-17** Autocorrelation functions of both sub-sequences

The time-frequency plane is segmented by the SBS as shown in Figure 7-18:
Instead of the maximum of the FFT first a different approach based on the autocorrelation function of the measured data was investigated, the Multi-ACF method [Ellwein01b]. It was seen during the project that the results of both approaches were rather similar but the advantage of the FFT-method is that there is no need for a stop criterion as necessary in the Multi-ACF approach.

In Figure 7-19 the complete segmentation process is shown in a block diagram: at the left side the original measured signal is shown. This pattern is segmented into four sections in the time domain and each of these sections is divided into a high- and a low-frequency component. These eight segments are used for the further steps of feature extraction and classification.
7.5 Stationarity of the segments

The segmentation of the original transients in both time- and frequency-domain was performed to isolate sub-sequences with a higher degree of stationarity than the overall signal. The stationarity of the original signal and the segments was tested as described in [Bendat86]:

The tested data record is divided into $N$ equal time intervals. The mean square value $\bar{x}_i^2$ ($i=1...N$) for each interval is computed and these sample values were aligned in time sequence, as follows: $\bar{x}_1^2, \bar{x}_2^2, \bar{x}_3^2, ... , \bar{x}_N^2$

The sequence of mean square values is tested for the presence of underlying trends or variations other than those due to expected sampling variations. This was done by means of the run-test.

The run-test formulates a null hypothesis $H_0$ that the tested data are distributed randomly and an alternative hypothesis $H_1$ that there is an underlying trend within the tested data. The analysed time sequence is transformed to a binary signal. One
possibility to do this is to compare each value with the mean of the sequence: the binary
signal will become “1” if the current value is equal or higher than the mean of the
sequence and it will become “0” else. So a 0-1-sequence of length \( N \) is obtained. A *run*

is defined as a sequence of identical binary observations that is followed and preceded
by a different observation or no observation at all:

\[
1 \ 1 \ 0 \ 1 \ 0 \ 0 \ 1 \ 1 \ 0 \ 1 \ 1 \ 1 \ 0 \\
1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8
\]

In this example there are \( r = 8 \) runs in the sequence of \( N = 14 \) observations. The number
of runs in the binary sequence is an indicator if there is an underlying trend. There are
tables available with the upper and lower limits for the number of runs for different
lengths \( N \) and different levels of significance [Bendat86].

In the following Figures the results for a level of significance of \( \alpha = 0.05 \) are shown.
The signal is stationary if the number of the runs lies within the borders of the run-test
(solid lines in the Figures). These borders were derived from a table in [Bendat86] were
the valid numbers of runs are compiled. The abscissa of the Figures represents the
dimension of the different data vectors. That is the length of the sequences (original or
segmented). It is obvious, that the original sequences consist of more data points and
thus they are at the right side in the Figures and the shorter sub-sequences occur on the
left side. At the ordinate of the Figures the number of runs are shown. Each Figure is
segmented into three parts: two regions were non-stationary signals can be found and
one corridor for the stationary sequences. As mentioned above a signal is expected to be
stationary if the number of runs is between an upper and a lower limit which can be
found in tables. These limits depend on the length of the tested sequence. Due to this the
borders shown in the following Figure are a function of the dimension of the data
vectors. In each picture the results of a set of 135 switching events are shown. The unsegmented original signals are represented by the circles and the crosses represent the sub-segments. In each picture the unsegmented signals (circles) are compared with one of the eight sub-sequences proposed in Figure 7-19. Due to this the circles are identical in each of the following Figures and the crosses are different. Each circle or cross is the test of a certain switching event with or without segmentation. The segments are nearly stationary except the post-impact signal (Figure 7-24). But also the post-impact signal is more suitable for further processing because it contains mainly the influence of the ringing natural frequencies which are damped sinoids which makes it more deterministic than the overall signal. Thus the degree of stationarity was increased strongly by the segmentation in the frequency- and time-domain.

Figure 7-20 Stationarity of the high-pass pre-impact sub-sequence
Figure 7-21 Stationarity of the low-pass pre-impact sub-sequence

Figure 7-22 Stationarity of the high-pass impact sub-sequence
Figure 7-23 Stationarity of the low-pass impact sub-sequence

Figure 7-24 Stationarity of the low-pass post-impact sub-sequence
7.6 Stationarity of a train of switching events

In the previous paragraphs details about the stationarity of a single vibration impulse of a switching valve were presented. It was seen that these transient signals were originally non-stationary but that the degree of stationarity could be increased by segmentation in the time- and frequency-domain. This section is devoted the question how stationary a train of overall switching events is. The relation between both kinds of stationarity is shown in Figure 7-26. In the top of this Figure a single switching event is shown and the test of stationarity as described in section 7.5 is used for this situation. The stationarity of the single impulses is important because several algorithms in the field of digital signal processing are only applicable to stationary signals. A different question is shown in the bottom part of Figure 7-26: here the stationarity of a consecutive train of switching-on or switching-off impulses is tested. This test is important because non-
stationarity in this train of switching events indicates within-class-scatter which spreads the dispersion of the classes and makes classification more difficult.

![Stationarity Diagram](image)

**Figure 7-26** Stationarity of vibration impulses

For a train of 1090 switching-off events of unfaulty valves type 6011 (RMS value is shown in Figure 7-27) which were used as raw data for classification this second kind of stationarity was tested again with the run-test as described above for a single event. The square mean of each vibration pattern was analysed and \( n_1 = 460 \) events had higher energy than the average and \( n_2 = 630 \) lower energy. A null hypotheses \( H_0 \) was formulated that the energy was distributed without a trend and an alternative hypothesis \( H_I \) that there is an underlying trend. For large data sets the number of valid runs is not listed in tables and has to be approximated by means of the normal distribution [Bendat86, Vo800]:
\[ \mu_R = E(R) = \frac{2n_1 n_2}{n_1 + n_2} + 1 \]  
\[ \sigma_R^2 = V(R) = \frac{2n_1 n_2 (2n_1 n_2 - n_1 - n_2)}{(n_1 + n_2)^2 (n_1 + n_2 - 1)} \]  

A number of \( r = 289 \) runs was found in this experiment. With a significance level of \( \alpha = 0.05 \) the number of runs had to be \( 507 < r < 559 \). Hence, the null hypothesis was rejected and the train of switching events was expected to be non-stationary. This situation is also known for similar vibration signals excited from switching circuit breakers [Lang95].

![RMS of a train of switching events](image)
7.7 Comparison with other TFDs

As mentioned above there is a large number of other distributions with segment the
time-frequency-plane like STFT or WT. There are two major advantages of the new
Source Based Distribution over the state of the art which are explained now in detail:

7.7.1 Automatic parameterisation

One important aspect of each algorithm is the way how it is adapted or parameterised to
a certain problem. The above mentioned and well known techniques like STFT or WT
have all several parameters which have to be adjusted for each problem. For example,
the width and the shape of the window have to be set for the STFT or the mother
wavelet has to be selected for the WT. In Figure 7-28 the Short Time Fourier Transform
of a vibration pattern is shown with a window width of 16 and a Hanning window.
Figure 7-29 displays the STFT of the identical time signal but with a window width of
512 and a triangular window. The significant difference between both images highlights
the problem: a-priori knowledge has to be available or assumptions have to be made to
parameterise the algorithm. The Source Based Separation has the aim to gather all
important parameters from the signal itself and thus the algorithm is enabled to be self-
adaptable to different types of valves.
In Figure 7-30 and Figure 7-31 the same problem is shown for the Wavelet transformation: Figure 7-30 is the time-scale plane of a vibration signal with a Mexican hat kernel and 128 analysed scales. In Figure 7-31 the same time-signal is transformed with the Daubechies wavelet order 2 and 32 analysed scales. The difference between both images is indicates that selecting the optimal (in sense of a minimal misclassification rate) parameters is both, important and difficult.
Figure 7-30 WT of a vibration signal

Figure 7-31 WT of the same signal but with different parameters
7 Time-frequency segmentation

7.7.2 Identification of Regions of Interest
Switching of solenoid valves generates a train of vibration patterns which do not
coincide exactly even if the valves under observation are of the same condition (e.g.
faulty or one certain fault). This property of the vibration signals was shown in
Figure 5-20 and Figure 5-24 by a set of sample data and also by the property of non-
stationarity of a train of switching events as mentioned above. Due to mechanical
tolerances or different environmental conditions like ambient temperature or orientation
of the valve there are several influences which make the vibration signal be of
stochastic character. The next step in the classification process is feature extraction and
this step has to cope with the scattering nature of the original signals. Due to this the
Spectral Analysis Matrix (SAM) was developed during this project which is explained
in the next chapter. This matrix is used to detect regions of interest for feature extraction
in a set of scattered spectra with random character. In this research project the SAM
works with one-dimensional input data such as spectra. A similar approach for two-
dimensional input data such as time-frequency- or time-scale-distributions will be much
more difficult and could be part of another following research project. This was the
second important advantage of the Source Based Segmentation over other algorithms
like STFT or WT: the SBS has a set of one-dimensional spectra as output which could
more easily be processed by the SAM.

7.8 Spectral representation
The result of the previous steps is a set of eight time sequences (see Figure 7-19): the
original raw data were segmented into four time segments, each further divided into a
high- and a low-frequency segment. These eight series are transformed into the
frequency domain in the next step by means of an autoregressive-model (AR-model).
An AR-model based approach was chosen because these techniques are known to work very well with short data segments as they are found in this project [Maalej99; Quian00]. An autoregressive model of order $q$ describes a value of a sequence as a linear combination of $q$ previous samples plus an error term $e(n)$ which is independent of past samples:

$$x(n) = -\sum_{k=1}^{q} \alpha_k x(n-k) + e(n) \quad n = 0, 1, ..., N - 1$$  \hspace{1cm} (7-7)

where

$x(n)$ are the samples

$\alpha_k$ are coefficients of the model

$N$ is the number of samples

The Akaike’s information criterion (AIC) was used to determine the order $q$ for the AR-models. This criterion is based on information theoretic concepts and was seen to be very useful in many applications [Priestley89; Maalej99; Pattichis99]. In Equation (7-8) the algorithm to compute the criterion for $n$ observations and the estimate of the residual variance $\sigma_e^2$ and model order $q$ is shown [Priestley89].

$$\text{AIC}(q) = n \log \sigma_e^2 + 2q$$  \hspace{1cm} (7-8)

The optimal model order $q$ in the Akaike-sense is that which minimises the criterion AIC$(q)$. 
The following model orders were found by this means for the different sub-sequences extracted from the original raw data:

<table>
<thead>
<tr>
<th>segment</th>
<th>model order</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP lifting</td>
<td>6</td>
</tr>
<tr>
<td>HP lifting</td>
<td>12</td>
</tr>
<tr>
<td>LP pre-impact</td>
<td>1</td>
</tr>
<tr>
<td>HP pre-impact</td>
<td>3</td>
</tr>
<tr>
<td>LP impact</td>
<td>2</td>
</tr>
<tr>
<td>HP impact</td>
<td>4</td>
</tr>
<tr>
<td>LP post-impact</td>
<td>13</td>
</tr>
<tr>
<td>HP post-impact</td>
<td>14</td>
</tr>
</tbody>
</table>

The spectrum of the time-series can be estimated from the model by means of Equation (7-9) [Pattichis99]:

\[ P_{dr}(\omega) = \frac{1}{\left| 1 + \sum_{k=1}^{q} \alpha_k e^{i\omega k} \right|^2} \]  

The Burg-algorithm was chosen for computation of the coefficients of the model because this method is specially suitable for short data sequences [MathWorks99a; Maalej99]. The algorithm is described in detail in literature [Kammeyer98].
7.9 Conclusions

In this chapter a new technique to isolate sub-segments of the original raw data with a higher degree of stationarity was presented. The resulting segments are interpretable in a mechanical or physical sense and the parameterisation of the method is fully derived from the input data. The resulting outputs can be processed suitable within the next steps of classification because they are one-dimensional. The next step of the classification scheme as presented in section 4.3 is feature extraction. This process will be explained in the following chapter with a special focus on the Spectral Analysis Matrix which was developed during this project to detect regions of interest for feature extraction.
8 Feature Extraction

8.1 Introduction
The result of all preliminary preprocessing steps was a set of sequences (Figure 7-19). These sequences were part of the time-domain signal or frequency-domain representation of the vibration signal. To classify the measured data it is necessary to extract features from these sequences. Features are statistical, geometrical or other properties of the sequences which emphasise the differences between the classes. Features are scalar numbers and all the extracted features are combined to the feature vector which is used as input vector for the classifier.

8.2 Features in the frequency domain

8.2.1 Introduction
For most analysis or classification tasks it is recommended to reduce the spectrum to as few parameters as possible. If too many parameters are used, the processing speed is usually decreased and the reliability of the result might become sub optimal, particularly if some of the parameters used do not assist in class separation. The aim is always to build a parsimonious analysing system using as few parameters as possible. It is therefore necessary to isolate smaller segments in the spectrum which carry information with a high discriminant power between classes. A segment or region of interest (ROI) can be a part of the spectrum with a lower frequency and an upper frequency border. After isolating the ROI further post-processing can be used to generate the features
actually used for classification. In addition these spectral ROI can be fused with other additional features for classification. These additional features can, for example, be statistical or geometrical parameters, or coefficients of a model based approximation.

To identify the ROI several methods are used. Some important ones are described in the next paragraphs.

8.2.1.1 **Fixed border regions**
A straightforward algorithm for segmenting a spectrum is to define a fixed number of frequency classes each with a lower and an upper frequency and equal length [Alguindigue93, Clark98]. The frequency classes may be overlapping or distinct. The spectrum can be separated in only two classes (low frequency and high frequency) or in three or more individual classes. It is important that the number of classes is chosen to be high enough to separate the sharpest occurring peaks. It is necessary therefore to have a priori knowledge about the spectrum and the observed process. If there are too few classes the parameters give only an average over many regions of interest. If the regions are too small and the number of regions is too high regions of interest in the spectrum are split into different segments and the extracted parameters may loose their power of discrimination because they do not represent a real ROI. Another drawback of this approach is that not all bins automatically contain discriminative and interesting information. There may be one or more regions without any discriminative power. These additional data may worsen following processing steps.

8.2.1.2 **Neural networks for analysis of different classes**
Another possibility to reduce the dimensionality of the spectrum and to find important features in the frequency domain is to process the frequency signal with a neural network. [Alguindigue91, Skitt93]. In this approach the spectrum is also divided in $n_{seg}$
different frequency segments and the average power in each segment is used as input for a neuron. The number of neurons in the input-layer of the net equals the number $n_{seg}$ of bins in the spectrum. Further the net has one or more hidden-layers with fewer neurons than the input-layer. The number of neurons is expanded again in the output-layer to the same number as used in the input-layer. The neural network is trained to reproduce the input spectra and the number of neurons in the hidden layer minimised subject to match between the input and output being above some threshold i.e. $-40$dB. The hidden-layer represents a compressed version of the input-layer and the difference between the input- and output-layer represents the fitness of the representation. The trained net can be used as pre-processor for a classification task and the hidden neurons of this net can act as input vector for a classifier.

8.2.1.3 Selection of the important peaks
To segment the spectrum into a train of overlapping or non-overlapping bins is not the only way of building regions of interest. Another possibility is to recognise the peaks in the spectrum and isolate them. The main difference is that the bins generated by this approach are neither equidistant nor of the same length. A first attempt to find the peaks in the spectrum could be analysing the monitored process: often some frequencies can be determined which will be most interesting. This is a common approach for rotating machinery, gears, rolling element bearings [Zwingelstein90] and similar processes. Here the relation between the revolutions per minute and the spectrum is distinct. Sometimes it is even possible to find a deterministic equation for interesting frequency regions. Generally it is important not only to analyse the high peaks in the spectrum because some important features of the spectrum might also have low level [Alguindigue93]. In general whereas these three existing techniques are useful in
compressing the spectra into fewer parameters, there is no guarantee that these
parameters will be useful for classification purposes. Features used as input vector for a
classifier have to include significant discriminative power and this property can only be
determined in mutual comparison of spectra of all classes which should be separated.

8.2.2 Segmentation with the Spectral Analysis Matrix

8.2.2.1 Introduction
A new approach for segmentation of the spectrum into ROI is the data derived Spectral
Analysis Matrix (SAM) [Ellwein01d]. In its simplest form it is useful in the case where
there are two distinct populations or classes and we wish to identify frequencies with
high interclass discriminant ability. The discriminative power of a region in the
spectrum is higher if the interclass distance between the means is higher and the scatter
of the amplitudes is lower. A region of interest can not be identified by the spectrum of
a single realisation of the observed process if the observed process has a random
character which causes scatter in the frequency domain. This situation occurs in most
"real-world" processes because of stochastic sources in the process itself, external noise
sources which are also observed or internal noise sources in the measurement chain.
Hence, very often it is necessary to observe a set of different realisations of the process
at a train of successive time points to get a larger pool of time series which covers the
important statistical properties of the process. The distribution of the spectral process
can then be taken into account in the classification task. In the experimental setup of
this research project this meant a set of 64 faulty solenoid valves and 10 unfaulty valves
were switched on and off several times and the vibration of each switching event was
recorded. Each of the switching off events was segmented in the time-frequency-plane
(see chapter 7) and a set of eight sub-sequences with a higher degree of stationarity was
received after this operation (see Figure 7-19). After transforming these sub-sequences to the frequency domain a new matrix called Spectral Analysis Matrix (SAM) was generated for each of the sub-sequences with the same number of columns $c_{SAM}$ as distinct frequencies in the spectrum and as many rows $r_{SAM}$ as the absolute integer amplitude range of the spectrum. If, for instance, the spectrum has an amplitude range from 0dB to -200dB the SAM has 201 rows. For a spectrum of the range [0; 1kHz] with a resolution of 10Hz the SAM will have 101 columns. In other words, the original spectrum, which is discrete or continuous in frequency and continuous in amplitude is threshold to a grid of discrete bins in both axes. The elements of the SAM are initialised with a starting value (e.g. zero). For estimating the distribution of the spectra the set of time series data is transformed to the frequency domain and the amplitudes of the resulting spectra are truncated to integer values. As many spectra were received as time series were recorded earlier. Each distinct point of these spectra corresponds to an element $s_y$ of the SAM. This element is located by the discrete frequency and the truncated amplitude of each point in the spectrum. For a two-class-separation the value of this element in the SAM is increased if the corresponding spectrum belongs to class 1 and decreased if the spectrum belongs to class 2. The result is a matrix where regions of class 1 are indicated by values larger than the starting value and regions of class 2 have elements with lower values than the starting value. For example, let the first ten data points of the spectral representation of a certain time-series be given in Table 8-1.

<table>
<thead>
<tr>
<th>Frequency [Hz]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
</table>
The amplitudes of the original spectrum are truncated to integer values in Table 8-1. Each column in Table 8-1 corresponds to one element in the Spectral Analysis Matrix: the first column is the first point in the spectrum (-30dB at 1Hz) and so on. This column corresponds to the 30th row and the 1st column of the Spectral Analysis Matrix S. Now, the elements $s_{30,1}$, $s_{33,2}$, $s_{33,3}$, ..., $s_{40,10}$ are increased by one if the time-series belongs to class 1. If the time-series would belong to class 2 then the mentioned elements of the SAM would be decreased by one.

The lower the scatter in a given frequency bin, the higher the absolute values are because the increase or decrease will be concentrated within a smaller region. This approach is very similar to the histogram method for estimating a probability density function [Webb99]. In this approach the probability density function (PDF) of a random process is estimated by computing the amplitude histogram of the process. The histogram was seen as a rough and truncated estimation of the PDF. The SAM is a similar approach where the distribution of the spectra is estimated. Important differences are that two different processes are used to generate the SAM and algorithms of the field of image processing are used for further processing to identify the ROI.

The SAM can be interpreted as an image where the different values of the elements cause different colours or grey scales in the image. In the following the generation and the analysis of a SAM is shown. The later Figures 8-1 to 8-7 show consecutive processing steps which are necessary to identify the ROI in the SAM. They are all performed on the same original data shown in Figure 8-1 where the SAM was generated from 808 individual spectra and was printed as an image with the MatLab command imagesc. It is important to use the almost same number of spectra from
each class to generate the SAM to equal the influence of increasing and decreasing patterns. Due to this 404 spectra of each class were used for this example of the SAM. The brighter a pixel in the image is the higher is the corresponding the value in the SAM and vice versa dark pixels in the image are caused by low values in the SAM.

![Image](image_url)

**Figure 8-1** The Spectral Analysis Matrix (SAM)

The challenge is now to identify the regions of interest (ROI) within this matrix. This is done by applying algorithms from the field of digital image processing and pattern recognition to the SAM. These algorithms were chosen because it is often possible for humans to identify the ROI by visually inspecting the image. The identification of the ROI is done in several steps which are described in the following paragraphs:

**8.2.2.2 Eliminating regions with high overlapping**

If in a certain column of the SAM (that is for a certain frequency of the spectra) the overlapping of both regions is too high this column was not suitable for classification. Let \( n \) be the number of switching events which are used to build the SAM and \( r_{SAM} \) the number of rows in the SAM (that is the integer range of the amplitudes). If \( s_y \) is the
element of the $i^{th}$ row and the $j^{th}$ column of the SAM then Equation (8-1) holds if there's no overlapping at all.

$$s_{column} = \sum_{j=1}^{n_{SAM}} |s_{ij}| = n$$

(8-1)

Usually there will be overlapping of the two classes and $s_{column}$ will be smaller than $n$. The degree of overlapping can be found by Equation (8-2):

$$overlapping = \frac{s_{column}}{n}$$

(8-2)

If for a certain column the degree of overlapping is smaller than a threshold $\varepsilon_l$, this column is not suitable for classification because of the overlapping and this column will be eliminated by filling all elements of this column with the starting value of the SAM (in the image representation of the SAM this column will be filled with the background colour; see ⊙ in Figure 8-2). threshold $\varepsilon_l$ is set the less frequency bins were accepted to be interesting. If $\varepsilon_l$ is too high no regions of interest can be found in the SAM. This effect was used to adjust $\varepsilon_l$: the desired number of ROI is determined by the available computational power for classification because training the classifier slows down significantly with an increasing number of inputs. $\varepsilon_l$ was adjusted to a value that a reasonable number of ROI (typically below 20) were detected. The ROI-detection in the
SAM is performed in a way that always the most powerful ROI are returned. If some parameters of the ROI-detecting steps are altered in a way which will reduce the number of returned ROI (for example if $\epsilon_I$ is increased) then only the less powerful regions are suppressed. In this experimental setup $\epsilon_I$ was set to 0.3.

![Figure 8-2 SAM without highly overlapping regions](image)

**8.2.2.3 Thresholding**

To emphasise frequency regions in the image where the power for spectra of each class are condensed into to a small amplitude range two thresholds $t_1$ and $t_2$ were applied to the SAM. These regions with highly localised classes are indicted by high absolute values in the SAM. If the spectrum is spread widely or overlapping happens the absolute values of the elements will be around the starting value. The thresholds cause that only three values occur in the SAM ($\pm 1$ and 0). The following Figures displaying different processing steps of the SAM are in this three colours: value 1 is indicated by white colour, zero corresponds with grey and value $-1$ with black.
\[ s_y = \begin{cases} +1, & \text{if } s_y > t_1 \\ -1, & \text{if } s_y < t_2 \\ 0, & \text{else} \end{cases} \quad (8-3) \]

\( t_1 \) is larger than the starting value and \( t_2 \) is smaller than the starting value. To adjust \( t_1 \) and \( t_2 \) it is recommendable to perform three steps:

1. The maximum value \( s_{\text{max}} \) of the SAM is detected
2. The minimum value \( s_{\text{min}} \) of the SAM is detected
3. \( t_1 = \text{factor} \cdot s_{\text{max}} \), \( t_2 = \text{factor} \cdot s_{\text{min}} \)

   typical values for \( \text{factor} \) are 0,1 to 0,5.

The setting of \( t_1 \) and \( t_2 \) is evaluated again by the criterion proposed above: the number of final ROI should depend on the computational power and enough ROI should be taken into account to reach a desired misclassification rate.

![Figure 8-3 Thresholded version of the SAM](image-url)
8.2.2.4 Median filtering
Usually there are some small isolated points in the SAM, caused by noise in the spectra which causes consequential noiselike regions in the image. These points have no valid information for the identification of the ROI and they should be suppressed. This is done by applying a median filter to the SAM. This morphological operation effectuates after filtering only larger regions of both classes remaining in the image. The kernel of the median filter depends on the dimensions of the SAM and the influence of noise. Good results were achieved with a 3 x 3 – kernel.

![Figure 8-4 SAM after median filtering](image)

8.2.2.5 Eliminating single class regions
It can happen that in certain columns (frequencies in the spectrum) only values larger or lower than the starting value appear. This means in these columns are only regions of class 1 or class 2, respectively (see ⊙ in Figure 8-4). Due to filtering and thresholding the matrix these columns can appear. They are not suitable for classification because information about both classes is necessary to perform a separation. These columns are also filled with zero which is the new “background colour”.
Figure 8-5 SAM without single class regions

8.2.2.6 Eliminate direct connections

If the two classes are too near in the spectral domain at a certain frequency, these columns will similarly not be useful as they have a low discriminant power (see \( \ominus \) in Figure 8-5). To find these frequencies a difference filter is applied to the columns of the (see Equation (8-4):

\[
S'_y = s_y - s_{i+1} \quad i = 1..r-1
\]  

(8-4)

If a region of class 1 is connected directly to a region of class 2 then a ±2 step occurs in the filtered signal because a region with value one connects to a region with value minus one in the SAM. If such a step occurs in a column of the SAM than these column is also filled with zero.
8.2.2.7 Eliminate enclosed regions

In the case study used to demonstrate this algorithm, a classification between faulty and unfaulty solenoid valves, a two-cluster-classification was performed. However in this case the "faulty" class consisted of many failure sub-classes and obviously one class of unfaulty valves. All the different failure classes were mapped to one cluster because failure identification is not necessary (the faulty devices were replaced and not repaired). The different failures which should be detected by this classification are presented in Table 2-1 (page 15). All these sub-classes should be separated from another class, the unfaulty valves. Consequentially the number of decision borders can be reduced. Due to this it may happen that two regions of the class of faulty valves occur with higher and lower amplitudes than that of the unfaulty class (see Ⓡ in Figure 8-6). Thus the unfaulty region may be enclosed by two or more subclasses from the faulty spectra. These frequencies are more difficult to classify and thus they are eliminated (see Figure 8-7).
8.2.2.8 Calculating the discriminant ability

A new vector $q$ with dimension $c_{SAM}$ (=number of columns in the SAM) which represents the discriminant ability of each distinct frequency is now computed. The quality is computed by Equation (8-5):

$$q(j) = \sum_{i=1}^{c_{SAM}} s_{ij} \quad j = 1 \ldots c_{SAM}$$

(8-5)

Figure 8-8 Discriminant ability of the spectrum
In Figure 8-8 the discriminant ability of each frequency bin is shown. All bins with a corresponding value \( q(j) \) higher than zero can be used as a region of interest for classification.

## 8.3 Comparison of the SAM-method with other techniques

This new algorithm was developed because of an important drawback of the current algorithms mentioned above: to perform a segmentation into bins with a fixed width it is necessary to have a-priori knowledge about the observed process but this is not always available. In this research project the aim was to develop a monitoring system for a large set of valves (different sizes, different materials) and the spectral densities are different from valve type to valve type. Thus it is not feasible to gather detailed information manually for each valve. The advantage of this new algorithm is the ability to derive the borders for the segments in the spectrum directly from the measured data without human expert knowledge. By this means the parameters of a monitoring system can be adapted easily to a new situation.

It can also be seen in this chapter that the regions of interest for the presented situation are not always the peaks of the spectrum (compare the ROI in Figure 8-8 with the original spectra in Figure 8-1). This result led to the conclusion that identifying peaks in a spectrum is not necessarily the most suitable feature extractor for a classification. Important and powerful features can also be hidden between the peaks of the spectrum. This new algorithm is capable to identify ROI in both, the peaks and the segments between the peaks.

To compare the discriminative power of the ROI detected with the new SAM method with a traditional segmentation of the spectrum into regions with fixed width both
segmentation techniques were implemented in a classification system: the time-series of switching valve vibrations were segmented to improve the stationarity of the signals as described in the previous chapter. Thus eight subsequences were the final result of this step and each of the new series was transformed to the frequency domain with an AR-model based approach (Burg’s method [MathWorks99a]). The resulting spectra have a length of 129 data points.

The SAM method returned eleven regions of interest in the all eight power density spectra. With traditional segmentation technique each of the eight spectra was segmented into eight overlapping segments with a width of 20 data points. The following features were computed from in each region of interest in both approaches:

- the gradient of the linear trend of the region
- the sum of the data points in the region
- the 2-norm of the data vector in the region
- the sum of the linear trend of the region

Additionally some features are computed directly from the time-series but these features were not changed in this comparison\(^2\). An overall of 68 features were extracted from each raw vibration pattern with the SAM method and 216 features were gathered with the fixed border method for each vibration signal. A principal component analysis was performed to reduce linear dependability between the features and afterwards a set of 29 new variables were received for the SAM method and 34 new variables for the fixed border algorithm. These new variables were used as input vector for the neural network

\(^2\) The topic “feature extraction” in this research project is explained in detail in paragraph 8.4 and 8.5
classifier. The neural network was a Feedforward Multi-Layer-Perceptron Neural Network and had two hidden layers with 28 and 8 neurons, respectively. The Levenberg-Marquardt training algorithm was used with Bayesian regularisation [Demuth98, Foresee97]. A separate test set was used to verify the performance of the classifier. The misclassification rates were presented in Table 8-2:

<table>
<thead>
<tr>
<th>Method</th>
<th>False accept [%]</th>
<th>False reject [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAM method</td>
<td>2.75</td>
<td>2.39</td>
</tr>
<tr>
<td>Fixed border method</td>
<td>2.06</td>
<td>9.85</td>
</tr>
</tbody>
</table>

It can be seen that the SAM algorithm has a much better overall result. The false accept rate is rather similar but the false reject rate is about four time worse for the fixed border technique.

The presented technique of identifying regions of interest with the SAM is a typical "blind" technique, not using any model. No assumptions about the analysed signals are made and thus is it expected that this technique can be used in many applications and tasks. Important is to take into account that the approach is limited to separation of two classes. Further work has to be done to expand this technique to a multi-class analysis. This limitation is not severe for a vast number of classification tasks, because the separation between faulty and unfaulty, correct and incorrect and so on is a very often performed task. As shown in this case study it is also often possible to combine sub-classes to one single cluster.

8.4 Features extracted from the ROI

After identifying the ROI it is necessary to extract features from these spectral sequences which contain the discriminative power of the ROI.
8.4.1 Linear trend
The whole estimated spectrum of a real world time series or segments of the spectrum have often an underlying linear trend. It often impairs the analysis of properties in the spectrum which are not due to this trend. Thus it is recommended to isolate the linear trend and to analyse both parts of the spectrum individual [Grieser97]. A very important feature to describe the linear trend is its gradient which was extracted as a first feature from the spectra.

8.4.2 Energy
A second important feature of the spectral segments is the energy in the segment. It is computed by

\[ E_{\text{seg}} = \sum_{n=0}^{m-1} x_n^2 \]  \hspace{1cm} (8-6)

for a segment \( x \) of length \( m \).

8.4.3 Kurtosis
The kurtosis was extracted from the sequence and used as a third feature. The kurtosis is a measure how outlier-prone a distribution is and it is often used as feature extracted from vibration signals [Pachaud97; Jossa99]. The kurtosis is defined by Equation (8-7) [MathWorks99b]

\[ k = \frac{E(x - \mu)^4}{\sigma^4} \]  \hspace{1cm} (8-7)

where
\[ \mu \] is the mean of the investigated sequence
\[ E(x) \] is the expected value of \( x \)
\[ \sigma \] is the standard deviation
8.4.4 Skewness
A last feature which was computed from the frequency domain was the skewness of the sequence which is a measure of the asymmetry of the distribution. The skewness is also often used for feature extraction [Jossa99] and is defined by

\[ s = \frac{E(x - \mu)^3}{\sigma^3} \]  
(8-8)

8.5 Time-domain features
Important features for classification are often not only hidden in the spectral representation of a signal but also in the time domain. Thus additional features are extracted from the eight segments proposed in chapter 7. The features gained from these sequences are described in the following.

8.5.1 Length of the segment
The length of the segment depends on the raw data and can thus be used as feature. The length of the segment is the number of data points in the vector extracted from the original vibration pattern by segmentation.

8.5.2 Energy
The energy of the sequence is computed similar to section 8.4.2 from the time series.

8.5.3 Kurtosis
The kurtosis of the sequence is computed similar to section 8.4.3 from the time series.

8.5.4 Skewness
The skewness of the sequence is computed similar to section 8.5.4 from the time series.
8.6 Conclusions

In this chapter the Spectral Analysis Matrix was introduced and described in detail. This new development of this research project is a very powerful tool to identify regions of interest in spectra without a priori knowledge. It is very important for a reliable classification to extract features from regions in spectra which contribute to classification. An important advantage of the SAM is that regions with lower discriminative power are suppressed automatically.

Features are extracted from these regions and also described in this chapter. All features together build the feature vector. The next step in the classification scheme proposed in chapter 4.3 is now to apply this feature vector to a classifier. The feature vector is normalised and redundancy within the vector is reduced by a Principal Component Analysis. The new variables are applied to a Neural Network for classification. These steps are described in detail in the next chapter.
9 Classification results

9.1 Introduction

In this chapter the classifier and the results of the classification are presented. A vast number of different classifiers have been developed during the last decades and some details about the theory has been presented in chapter 4. Several constraints led to the decision to use a Neural Network as classifier, which were summarised in and explained in this chapter. Some other classifiers have also been tested and they are discussed briefly within the next sections. This chapter is organised as follows: first, preprocessing of the feature matrix is described and after that the reasons for the selection of the classifier are explained in section 9.3. Some minimum distance classifiers are discussed in section 9.4. Two different Neural Networks are presented in section 9.5 and the reasons for choosing a MLP are described. The chapter ends with some conclusions in section 9.6.

9.2 Preprocessing of the feature matrix

The three feature matrices for training, validation and testing each consist of 44 rows (different features). The number of columns (number of observations) is 1328 for training and validation and 2125 for the test data set. Each column represents a different variable with different units because of the different features extracted from the time- and frequency-domain (as described in chapter 8). For using the different variables later in one classifier each one is normalised to zero mean and unit standard deviation as recommended in [Niemann90]. After that a Principal Component Analysis (PCA) is performed to eliminate mutually linear dependencies between the variables. By means
of this the number of variables could be reduced to 23 in the training-, validation- and test-set.

9.3 Selection of a classifier

The selection of a classifier for a certain pattern recognition problem is a rather difficult task because of the vast number of different algorithms and classification techniques available. In this research project the main focus of investigation was set to preprocessing of the vibration data because it is much easier to classify data when features with a high discriminative power are available. The selection of a classifier was marked out by two reasons or considerations: first, an intensive survey of literature was performed to find previous projects and investigations where similar data were classified. There is a large number of papers and publications which present results of vibration analysis projects and the experience brought together by this literature survey was very valuable in this PhD-project. Secondly, a rough study of different families of classifiers was performed to identify techniques which might be suitable and others which seem to be inadequate. The results of this analysis are presented in Table 9-1. The results of these considerations were proved by practical implementation of several different classifiers. Of course, it is not feasible to investigate all classifiers and all techniques with the same intensity. Therefore, the goal which should be reached by this project was not to find the classifier which is globally optimal in a certain sense (e.g. which has the lowest misclassification rate) but to find a classifier which is suitable for a condition monitoring system for solenoid valves. The most important requirements are:
- the misclassification rate (false accept + false reject) should be below 5% (this number was defined according to the experience and advice of Bürkert engineers)

- the classifier should be trainable with data gathered from new valves which were not used in this research project

In Table 9-1 four important properties of different families of classifiers were compared. This comparison is rather crude because each family contains a large number of classifiers and algorithms which differ in their properties but a first assessment can be retrieved by this investigation. Hence, only two values were assigned to each property in the Table: "+" indicates, that a family of classifiers is mainly suitable for a certain task and the symbol "-" shows that there might be problems and a family is mainly not suitable. The four families which are compared were suggested in [Jain00]: Template Matching are straightforward approaches which compare the similarity between two entities of the same type. A template or prototype of each class (e.g. the shape of a vibration signal for faulty and unfaulty valves) is compared with the pattern which are to be recognised by a kind of distance measurement. Some of these classifiers were realised in this project and tested later on in section 9.4. Statistical Approaches determine the decision boundaries by the probability distributions of patterns belonging to each class. Syntactic Approaches try to compose complex patterns of simple subpatterns. These approaches are of a hierarchical nature. A complex pattern is decomposed to a set of subpatterns which might again be decomposed to simple subpatterns. These primitives can be syllables or alphabetic characters for speech recognition. Neural Networks were already introduced in chapter 4.6.2. They can be viewed as massively parallel computing systems consisting of interconnected simple processing units.
Table 9-1 Investigation of different families of classifiers

<table>
<thead>
<tr>
<th></th>
<th>Template Matching</th>
<th>Statistical Approach</th>
<th>Syntactic Approach</th>
<th>Neural Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ability to be trained with new</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of probability density function</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Ability to classify noisy data</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Training time</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 9-1 indicates that Neural Networks were seen to be rather suitable except of the training time. Training is often a rather time consuming process for Neural Networks because it is a heuristic technique and no analytical techniques are known to adjust the weights in a Neural Net directly. Nevertheless, this drawback is not very severe because the classifier has usually to be trained only once for each family of valves and solenoid valves are often used for many years. Due to this the ratio of training time to the average lifetime of a valve is rather small and thus this is not a problem. All approaches based on the class conditional probability density function are not suitable for this task because this function is different for each final application of the valves because it depends on parameters like the operated medium, the temperature and pressure of the medium or the switching frequency. Hence, it is not possible to estimate this function with reasonable cost because this estimation has to be done for each individual valve (see also sections 4.6.1 and 4.7). Syntactic approaches are also not usable because it would be necessary to define a set of primitives which cover the differences between
the classes. One challenge in this project was that even the vibration pattern of a distinct class (unfaulty or one of the faults mentioned in Table 2-1, page 15) were not stationary. This situation was described in detail in section 7.6. Due to this it would be very difficult to define a suitable set of primitives which covers both, the between-class variability and also the within-class scatter. Template Matching Algorithms were implemented and tested during this project but it was seen that the ability of these rather simple algorithms to separate the different classes was not high enough.

In the literature a large number of projects were presented where similar vibration pattern were classified using Neural Networks with a reasonable accuracy [Yamashina90; Alguindigue93; Uhrig93; McCormick96]. These previous results and the above presented reasons led to the decision to use a neural networks as classifier. This selection was also validated by the low misclassification rates which could be achieved with a Neural Network.

### 9.4 Minimum Distance Classifiers

Two well-known minimum distance classifiers were applied to the feature vector to separate the faulty and the unfaulty valves in a first attempt. Minimum distance classifiers measure the proximity of test patterns with learned templates. The templates for the classifiers used in this work were the median and mean values of the variables in the training set.

#### 9.4.1 Correlation coefficient

The first classifier tested with the data was a cross-correlation measurement between the computed template vectors and each new feature vector [Fukunaga90]. This classifier is described by Equation (9-1)
$d_c = t^T x$  \hspace{5cm} (9-1)

where the vector $t$ is the template extracted from the training data and $X$ is a single vibration pattern from the test data set.

The correlation coefficient was mentioned in [Britt93] to be not very effective. The results were not convincing at all in this work, too. The misclassification rates were shown in Table 9-2:

<table>
<thead>
<tr>
<th></th>
<th>mean based template</th>
<th>median based template</th>
</tr>
</thead>
<tbody>
<tr>
<td>false accept</td>
<td>22.8 %</td>
<td>17.99 %</td>
</tr>
<tr>
<td>false reject</td>
<td>1.87 %</td>
<td>2.08 %</td>
</tr>
</tbody>
</table>

### 9.4.2 Euclidean distance

The Euclidean distance was the next distance measure used in this work. The Euclidean distance $d_c$ between the feature vector $x$ and the template vector $t$ was calculated by means of Equation (9-2):

$$d_c = \sum_{k=1}^{p} \sqrt{(x_k - t_k)^2}$$  \hspace{5cm} (9-2)

A feature vector $x$ was assigned to the class of the template vector with the smaller distance $d_c$. The results are presented in Table 9-3:

<table>
<thead>
<tr>
<th></th>
<th>mean based template</th>
<th>median based template</th>
</tr>
</thead>
<tbody>
<tr>
<td>false accept</td>
<td>17.81 %</td>
<td>14.35 %</td>
</tr>
<tr>
<td>false reject</td>
<td>2.5 %</td>
<td>3.33 %</td>
</tr>
</tbody>
</table>
The result for both minimum distance classifiers was that the results are not convincing and the classifiers are not useful to perform that classification task because the misclassification rates are rather high.

9.5 Neural Network Classifiers

9.5.1 Introduction
Neural Networks are very famous classifiers used for pattern recognition and system identification in a wide field of applications [Kubat00]. A great advantage of neural networks is their ability to learn a classification rule from a set of pre-classified training data. They are capable to perform non-linear decision hyperplanes and to classify high dimensional spaces. Neural Networks also became very popular because they need no assumption of the statistical distribution of the data, whereas techniques such as the maximum likelihood algorithm assume that data has a known statistical distribution. This is an important reason why a Neural Network was chosen as classifier: the probability distribution of the different classes can only be estimated for the data sets used for training (training-, validation- and test-data-set). It is important to mention that this is not the probability distribution of the classes for further valves which will be monitored with the trained classifier. If the accomplished and trained monitoring system is applied to a new valve and the device is observed through its lifetime the probability density for the classes is individual for each application and each valve. The probability that a certain failure occurs depends on the particular situation that means the ambient temperature, the medium pressure and the type of medium which is switched, the voltage applied to the coil and other parameters. This individual probability cannot be estimated and due to this an assumption-free approach was chosen.
Neural Networks are also very suitable classifiers if the input signals used for classification are of different nature and units. In [Peters96] Neural Nets are suggested for those application when a set of unequal input variables are combined to one input vector for classification. By visual inspection of the raw data and estimated power spectra it was seen very early in this project that both, the time- and the frequency-domain representation of the data contain discriminative power and may contribute to classification. This was another important reason for choosing a Neural Network as classifier in this project.

9.5.2 Architecture

A Multilayer Perceptron (MLP) was tested as classifier in this project because this architecture was used in several application of vibration analysis successfully [Uhrig93; Yamashina90]. To avoid overfitting and to increase the ability of the network to generalise early stopping was chosen as recommended in [Mathworks98]. Two hidden layers were implemented in the net because it is known that a Network of this architecture is capable to approximate any non-linear function to any arbitrary accuracy [McCormick96, Cichocki93]. The network has 23 input neurons because 23 new variables were found by the Principal Component Analysis. Two output neurons represent both classes: faulty and unfaulty. The number of neurons in both hidden layers was varied over a wide range and the optimal number was found be 30 neurons in each hidden layer. The tangent sigmoid function was chosen as transfer function for both hidden layers and the output layer has a linear transfer function. To increase the speed of convergence backpropagation with variable learning rate and momentum was used as training algorithm (MatLab training algorithm \textit{traindx}).
In Figure 9-1 the total number of neurons in both hidden layers is shown for different architectures. This first investigation was performed to estimate the need of "computational power". This global minimum was found with a network consisting of 60 neurons. If there are fewer neurons the network is not able to suitable approximate the patterns. If the number of neurons is too high, the ability to generalise is lost and the network tends to overfit the training data. The ordinate in Figure 9-1 shows the overall misclassification rate which is the sum of false accept and false reject. Each misclassification number shown in Figure 9-1 (and also the following graphs) was the best result of 10 training cycles of the neural net. Because the initial values of the weights in the net were chosen randomly the results were different for each iteration. The best results were identified automatically and presented in this thesis.

![Figure 9-1 Number of neurons used in the Neural Network](image-url)
To find an optimal architecture in the sense of the lowest misclassification rate also different architectures of nets with 60 neurons were tested. The number of neurons in the first and the second hidden layer was varied and only the sum of the neurons in both hidden layers was held constant. The results of this investigation are presented in Figure 9-2 and due to these experiments the number of neurons in both hidden layers was set to 30.

![Figure 9-2 Architecture of the Neural Network](image)

**Table 9-4 Classification results with MLP**

<table>
<thead>
<tr>
<th></th>
<th>Backpropagation with variable training rate and momentum</th>
<th>Scaled Gradient algorithm</th>
<th>Conjugate training</th>
</tr>
</thead>
<tbody>
<tr>
<td>false accept</td>
<td>2.74 %</td>
<td>4.37 %</td>
<td></td>
</tr>
<tr>
<td>false reject</td>
<td>0 %</td>
<td>2.57 %</td>
<td></td>
</tr>
</tbody>
</table>
9 Classification results

Two different training algorithms were tested: firstly, variable training rate and momentum (MatLab command \textit{traingdx}) and secondly, the Scaled Conjugate Gradient training algorithm (MatLab command \textit{trainscg}) were implemented. As shown in Table 9-4 the results of the first algorithm were much better. The misclassification rates presented in Table 9-4 are also the best result of a train of ten training cycles. The neural net was trained ten times with randomly chosen initial weights until it converges. The best results are presented here in the thesis. The Scaled Conjugate Gradient algorithm is not a steepest descent algorithm such as the first one. In the conjugate gradient algorithms a search is performed along conjugate gradients and often a faster convergence is performed by this class of training algorithms [Mathworks98].

A Learning Vector Quantization Network (LVQ) architecture was also tested. In these networks a first hidden competitive layer classifies the input data into classes which depend on the distance between the different input vectors. A second layer with linear transfer functions is used in this network to transform the competitive layer’s classes into target classes defined by the user [MathWorks98]. The number of hidden neurons which were used in the competitive layer was again varied and two output neurons represent the final classes. The misclassification rate was significantly higher than for the MLP in this research project:

<table>
<thead>
<tr>
<th>number of hidden neurons</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>misclassification rate (%)</td>
<td>19.7</td>
<td>21.2</td>
<td>21.1</td>
<td>21.7</td>
<td>19.6</td>
<td>19.7</td>
</tr>
</tbody>
</table>

9.6 Conclusions

Several classifiers were investigated in this chapter. It was seen that the Multi-Layer-Perceptron had the lowest misclassification rate and due to this network is proposed as
classifier for this research project. Neural Networks were seen to be very suitable for this task because they are not based on assumptions about the probability distribution of the different classes. This distribution is not known because it differs for each valve depending on the final application of the valve and the system where the valve is mounted. It is also very important that Neural Networks can be trained by sample data. Thus it is possible to take the non-stationary nature of the switching events into account. Most of the effort in this research project was spent on the topics pre-processing of the raw-data and feature extraction. Powerful and reliable feature were found and thus the classifier itself could be designed with less effort.
10 Conclusion and Recommendations

10.1 Conclusions
Supervision of small solenoid valves which are used in automation and control is an important step to increase the reliability of the overall system in which valves are used. There are several techniques known for observation of larger valves which are part of nuclear power stations. These state of the art methods use process signals such as pressure, flow or temperature as well as electrical parameters such as voltage and current or the vibration patterns of switching valves. One common drawback of these techniques is that the effort which has to be taken is rather high. Especially the number of sensors is often greater than one single transducer and the financial expense will often outweigh the advantages made by supervision if the observed devices become rather small and cheap.

Vibration analysis was seen to be very suitable for failure detection for solenoid valves because the most important failures of these devices are of mechanical nature and will influence the vibration signal. Other applications and fields of research where vibration analysis is used very successfully are, for example, observation of artificial heart valves or circuit breakers, the detection and prediction of earthquakes or the inspection of combustion engines.

There are two main challenges which had to be solved during this project: first, the measured vibration pattern is highly non-stationary and it was necessary to segment the time-frequency-plane to smaller and higher stationary sub-sequences. Additionally, the
parameterisation of this segmentation should be self-adaptive to many different valves because the number of slightly different valves of this small and cheap type is very high. The estimated results of commonly used Time-Frequency-Distributions are very dependent on the chosen parameters. To overcome this drawback the Source Based Segmentation was developed during this project which can be adapted to a certain observation task by deriving the necessary parameters directly from the measured signal. This approach returns a set of sub-sequences with a higher degree of stationarity than the raw-data.

The second challenge was the scatter within a train of switching events. It was seen that also vibration patterns within a set of consecutive switching on- or off-events gathered from the same valve with a constant degree of deterioration do not coincide perfectly. Not only the vibration pattern of a single switching event is non-stationary but also the train of consecutive events. Due to this a new technique, the Spectral Analysis Matrix, was developed to detect regions of interest within the distributed spectra which cover the discriminative power. The Spectral Analysis Matrix is also a completely automatic algorithm which needs no a-priori knowledge. Thus both new techniques together give the ability to extract powerful and robust features from the measurements.

10.2 Recommendations for further work

10.2.1 Extended Spectral Analysis Matrix
The Spectral Analysis Matrix as presented in this work is capable to detect regions of interest within one-dimensional spectra. Because Time-Frequency-Distributions like STFT or WT, which are used very often, may be more desirable for other applications and signals it is recommended to expand the Spectral Analysis Matrix to two- or three-
dimensional input data. This is part of the ongoing master project of Petré Sora (University of Applied Science at Heilbronn) which is supervised by Christian Ellwein.

10.2.2 Observation of similar devices
There are several devices which have a similar reciprocating mode of operation such as valves, for example relays or cylinders. There could also be the need to observe these devices and detect failures. There are also some important differences between valves and these systems: relays have a movable part (the electrical contact) which has a resilient nature. Thus it differs significantly from the solid movable part of a solenoid valve. Due to this the Source Based Segmentation technique has to be modified to correspond to the different mechanical processes. Nevertheless, these other devices also generate the transient and non-stationary vibration pattern and also the mechanical processes during movement are partly similar. Thus a expansion of the developed techniques to further application seems to be feasible.
Appendix A: Author’s publications

This appendix reprints the publications in which I am one of the authors.

In section A.1, the paper introduces the segmentation in the time- and frequency-domain and the modified Hanning window.

The paper in section A.2 reports some difficulties and challenges when non-stationary signals are to be processed by means of digital signal processing. The theoretic results were illustrated by the vibration signals of switching valves.

The paper in section A.3 shows the gain of stationarity which was received by segmenting the non-stationary vibration pattern in time- and frequency-domain. Instead of the Multi-ACF algorithm proposed in this paper the FFT was used for segmentation in the frequency-domain because both techniques had nearly similar results but the detection of the threshold is easier using the FFT.

The paper in section A.4 shows the differences between a capacitive accelerometer and a piezoelectric accelerometer as it was used by the Fraunhofer Institute in the collaboration. Special attention was paid to the influence of the electromagnetic interference (EMI).

In section A.5 the paper gives a review over important classifiers and the classification scheme with feature extraction and classification.
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In section A.6 the paper is a description of the Spectral Analysis Matrix and the advantages of this new tool for feature extraction.

The paper in section A.7 is a reviewed and accepted paper which will be presented at the 4th international conference on quality, reliability and maintenance in March 2002 in Oxford, England. The paper presents the Source Based Segmentation algorithm.

Finally, the paper in section A.8 is a reviewed paper which is already accepted by Academic Press and which will be published within 2002 in the Mechanical Systems and Signal Processing journal. It describes the Spectral Analysis Matrix and its application in detail.
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This appendix presents a list of lectures, which I have presented during the official image processing seminar at the University of Applied Science, Heilbronn. The lectures had an approximate length of about 20 minutes. The purpose of these lectures was to present to a student auditorium extended knowledge about digital signal processing and report new trends in signal processing applications and technologies.

B.1 Introduction to Soft Computing
B.2 Statistics and Classification
B.3 Signal Processing with MatLab
B.4 Data acquisition
B.5 Vibration Analysis – Applications and related topics
B.6 Accelerometers and Vibration Analysis
B.7 Autoregressive Models
B.8 Online Fault Detection for Electromagnetically Switched Devices
B.9 Neural Networks / part 1: Architectures
B.10 Neural Networks / part 2: Training and Learning
B.11 Neural Networks / part 3: Further Topics
B.12 Modern Information Retrieval using the Internet
B.13 Preprocessing of Vibration Signals of Reciprocating Devices
B.14 Cluster-Analysis
B.15 Spectral Analysis with MatLab
Appendix C: Related studies

During this PhD-project the author has undertaken an intensive programme of related studies which is described briefly in this appendix. The author has attended a lecture about digital filters at the University of Applied Science at Heilbronn (level 4, first year postgraduate) and he has given lectures in the image processing, microelectronics and related subjects seminar, also at Heilbronn University (see Appendix B). He has also joined several relevant conferences (EUFIT 1999, Aachen; ESIT 2000, Aachen; TEST 2001, Nürnberg; 13th Colloquium Acoustic Emission 2001, Jena). These conferences were mainly about Neural Networks, Soft Computing and Nondestructive Testing. During the project also some related books were read which gave a deeper insight to the field of pattern recognition and digital signal processing. Especially important books were *Pattern Analysis and Understanding* [Niemann90] and *Applied Pattern Recognition* [Paulus01]. Further literature, both books and papers, which influenced the project were cited within this thesis.
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