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Joint Energy Minimization and Resource
Allocation in C-RAN with Mobile Cloud

Kezhi Wang, Kun YangSenior Member, |IEEE, and Chathura Sarathchandra Magurawalage

Abstract

Cloud radio access network (C-RAN) has emerged as a potential candidate of the next generation
access network technology to address the increasing mobile traffic, while mobile cloud computing (MCC)
offers a prospective solution to the resource-limited mobile user in executing computation intensive tasks.
Taking full advantages of above two cloud-based techniques, C-RAN with MCC systems are presented
in this paper to enhance both performance and energy efficiencies. In particular, this paper studies the
joint energy minimization and resource allocation in C-RAN with MMC under the time constraints of
the given tasks. We first give the computational model and network model with the energy and time
cost. Then, we formulate the joint energy minimization into a non-convex optimization with fronthaul
rate constraints. An equivalent convex feasibility problem is reformulated and the iterative algorithm
based on weighted minimum mean square error (WMMSE) is given to deal with the non-convexity.
Simulation results confirm that the proposed energy minimization and resource allocation solution can
improve the system performance and save energy.

Intex Terms - C-RAN, Joint Energy Minimization, MCC, Resource Allocation.

. INTRODUCTION

Nowadays, the number of smart devices and the corresponding mobile traffic have grown
rapidly, which poses an increasingly high burden on the existing cellular network. It is predicted
that the mobile device traffic will increase one thousand times and the cost is expected to
decrease one hundred times by 2020, with the help of new network and computation paradigm [1].

Recently, more and more computational resource intensive tasks, such as multimedia applications,
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high definition video playing and gaming appear in our dailg,Imake the load of both the
mobile phone and the network, in terms of energy and bantiwidtrease hugely. Also, those
types of applications have the trend of attracting morenéitia from the smartphone users.

In traditional cellular networks, each base station (B&nhsmits data signal separately to
the UE, so that the energy cost in the BS will be very high, ideorto overcome the path
loss and the interference from other BSs. Coordinated MRdtnt (CoMP) technique has been
proposed to mitigate interference by using cooperatiohrtiggies, such as joint transmission
(JT) and coordinated beamforming (CBF), between diffei@gs. However, CoMP technique
sometimes cannot achieve the best performance, due tdidradiX2 interface limitation, i.e.,
low bandwidth, high latency and inaccurate synchronizatio

It is very fortunate that recently, a new promising netwonkastructure, i.e., cloud radio
access network (C-RAN), has been presented and soon récail@ge amount of attention
in both academia and industry [2]. C-RAN is a cloud computiaged, centralized, clean and
collaborative radio access network [3]. It divides the itiadal BS into three parts, namely,
serval remote radio heads (RRHs), the baseband unit (BBW), pod the high-bandwidth,
high-speed, low latency fiber transport (or fronthaul) licénnecting RRH to the BBU cloud
pool. In C-RAN, most of the intensive network computatiotesks, such as baseband signal
processing, precoding matrix calculation, channel staterination estimation are moved to
BBU pool in the cloud, which is composed of numerous softwiatned virtual machines with
the feature of dynamically configurable, scalable, shatatd-allocatable per demand. On the
other hand, RRH only needs to up-covert the received badebigmal from the BBU cloud
and transmit them in the RF frequency band. In this case, RRidslimited functions, only
including A/D, D/A conversion, amplification, frequencyra@rsion, make them very easy to
distribute, according to the network requirement. Tharkshe separation of BBU and RRH
and the cooperation between different BBUs, significanfgoerance gain can be achieved in
terms of efficient interference cancellation and managerasmwell as the increase of network
capacity and decrease of the energy cost.

Another very impressive technique, i.e. mobile cloud cotimgu(MCC) has also attracted
a huge number of interest recently [4]) [5]. MCC is inspiredibtegrating the popular cloud
computing into mobile environment, which enables that deobser with increasing computing

demands but limited computing resource can offload tasksetpowerful platforms in the cloud.
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The reference |5] has investigated if the offloading operatb the cloud can save energy and
extend battery lifetimes for UEs. The referencé [6] has pled a theoretical framework of
energy optimal mobile cloud computing under stochastieless channel while the reference
[7] has proposed a game theoretical approach for achieviingeat computation offloading
for MCC. Although the cloud computing has demonstrated thiemtial ability to improve the
performance, in not only the MCC, but also C-RAN, the redearcintegration between them
is rarely less. Fortunately, |[8],[9] have shown that the boration of MCC and C-RAN is of
huge interest.

Also, pursuing computational intensive or high bandwidtbks in the UE side increases the
operating expense and capital expenditure of the mobileatqrs, which drastically reduce their
profit and make them face a very hard situation. It has beewrshioat the energy overhead or
the electricity cost are among the most important factorthéoverall operational expenditure
[10]. Thus, how to save the whole system’s energy is of hugeomance and interest in the
operators’ eyes.

To address the above-mentioned questions, in this papgropese a novel C-RAN structure
with the mobile clone (virtual machine) co-located with 8BU in the cloud pool. The mobile
clone is responsible for the computational intensive taskeathe BBU is in charge of returning
the execution results to the UE via RRHs. We aim to jointlyualthe total energy cost under
the time constraints of the given task in C-RAN and mobileudloln particular, we model
the energy cost in executing the task in mobile cloud and tlergy cost in transmitting the
results back to UE through RRHs. We also model the time spetité mobile cloud and in
wireless transmission process. Then we formulate the n@rgy minimization into a non-
convex optimization, which is NP-hard. By converting it tketequivalent weighted mean square
error ( WMMSE) and using the iterative algorithm, we can ssstully address the joint resource
allocation between the mobile cloud and C-RAN and deal wahrbforming vector design in
RRHs.

The remainder of this paper is organized as follows. Sedtiamroduces the system model
including the mobile cloud computational model and the wekumodel. Section Il presents
the optimization problem formulation as well as two sepatergy minimization solutions in
mobile cloud and C-RAN, while Section IV introduces the jogmergy minimization in mobile

cloud and mobile network. Simulation results are shown iatiSe V, followed by concluding
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remarks in Section VI.

II. SYSTEM MODEL

In this section, the mathematical models for the mobile dleomputation as well as the
C-RAN are presented. First, we introduce the concept of tobile clone in MCC and the
whole system design, and then we describe the computatiatels)ancluding the energy and
time consumption model in the cloud and in the network. Fyn#he QoS requirement is given

through the time constraint of the given task in the last satisn.

A. Mobile Clone and System Architecture

We have noticed that when the mobile users encounter the watigmal intensive or high
energy required tasks, they sometimes do not want to offloaskttasks into the mobile cloud,
as transmitting those program data to the cloud still costeesenergy!([5]. In some cases, it
is even better to execute those tasks locally if transmiseierhead is too high. Therefore, it
is better to have the mobile user’s computational tasks amcegponding data in the mobile
cloud first. We can give the name of those mobile cloud withuber task and data on board as
mobile clone. Mobile clone can be implemented by the cloud-based viruathine which holds
the same software stack, such as operating system, midalea@plications, as the mobile user.
Then, if the mobile user wants to execute some task, it onddsdo send the indication signal
and the corresponding user configuration information to rtiwbile clone (virtual machine),
which will execute those task on mobile user’s behalf. Irs ttase, the mobile user only needs
to cost a small amount of energy and time overhead. After dsk execution completion, the
mobile clone will transmit the computation result data b&xkhe mobile user through C-RAN.
Another advantage of having mobile clone is that each malbdlee can talk to each other in the
cloud without through the wireless link. In this case, eaatbite user's communication can be
possibly transferred into the communication between théilmaelones, thereby saving a great
number of the wireless network resources as well as the graerg time overhead.

In this paper, we consider there aké= {1,2,..., N} UEs, each with one antenna, deployed
in the C-RAN. Also, we consider there ate= {1, 2, ..., L} RRHSs, each of which ha& > 1
antennas, connecting to the BBU pool through high-speedffibethaul link, as shown in Fidl 1.
We consider the case that each mobile user already has ocicsp®bile clone, established in
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Fig. 1. A cloud radio access network with mobile cloud system

the cloud, beside the BBU, and the mobile clone has the saftvease stack as its corresponding
mobile user. Similar ta [7] and [5], we assume that each ofiWs the computational intensive

taskU; to be accomplished in the mobile clone as follows.

U = (F,Dy), i=1,2,., N (1)

where F; describes the total number of the CPU cycles needed to beleteddor this com-
putational taskl; for the i-th UE, while D; denotes the whole size of the task’s output data
transmitting to thei-th UE through C-RAN after task execration, including thekta output
parameter and the calculation results, dic.and F; can be obtained by using the approaches
provided in [11].

We assume that all the channel state information (CSI) aaéadle in the BBU pool, which
facilitate interference cancelation and signal cooperatiwe do not consider the time and energy
consumption in which the UE transmits the indication sigaadl configuration information to
the mobile clone to instruct the task to be executed. Also,dwenot consider the time and
energy consumption in the fronthaul link, but we will coreidhe the fonthaul constraints by

using the transmitting data rate.
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B. Computation Model

In the mobile clone, the time spent to complete the tEsks defined as follows

F;
If = 75 )
and the energy used in thiegh mobile clone is given as
B = w{(fO)" R (3)

wherex¢ > 0 is the effective switched capacitangg; is the computation capability of thieth
virtual machine serving UE in the cloud and/¢ > 1 is the positive constant [12]. According
to the realistic measurements; can be set ta{ = 10~!* [13].

We also assume that different mobile clone may have diffecemputational capacity and

the constraint of the computation capacjty for the virtual machine is given by

FC¢ < #© i=1,2,...,N (4)

i — Jimax

where f¢

i, max

in the reality, the virtual machine cannot have unlimitednpaitational capability.

is the maximum computation capacity that théh virtual machine can achieve, as

C. Network Moddl

After the mobile clone completes the task execution, theltesvill be returned to the mobile
user through C-RAN. The received signal at the UHnder the complex baseband equivalent
channel can be written as

N
Yi = Z hy vy + Z Zhinvijk +o05, 1=1,2,..,N (5)
jec k#i jeC
whereC C L is the set of serving RRHdy; € C**! denotes the channel vector from RRH
j to UE 4, while o; denotes the white Gaussian noise which is assumed to bébdistt as
CN(0,0?). Denotev;; € CE*! as the transmitting beamforming vector from RRHo UE i.

Therefore, the signal-to-interference-plus-noise ré8tNR) can be expressed by

viHhy |2
SINR; = |2 jec Vi b i=1,2,..,N. (6)

N )
> i | 2jec VigHhug|? + 0
Then, the system capacity and the achievable rate for d&n be given as
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where B; is the wireless channel bandwidth assigning to 4JE

The time cost in sending the execution results back to:Wem the RRHSs is given by
== (8)

T
where D; is the returning data, introduced by the first subsectiorsoAlwe can assume the
power to send this task by RRHs pg, then the energy consumed by the serving RRHS is

iDi
o AN A )

7

wherep; can be given ag; = Ejec |vi;|%. Also, we can assume that each RRHhas its own

power constraint as follows

N
dlvalP <P, =12, L (10)
=1

D. Fronthaul Constraints

The fronthaul link can carry the task results from the mobi@ne to the UE through C-RAN.
Referencel[14] useH)-norm to model thej-th fronthaul capability as

N
Oj = Z | |Vij|2 |07 ] = 1727 7L (11)
i=1

where | |v;;]*|o denotes thd0-norm of vector|v;;|* and can be explained as the number of
nonzero entries in the vector and can be mathematicallyesgpd as
O, if ‘Vij|2 =0

. (12)
1, otherwise

2
| [vij|™ o =

One can see that the number of non-zeros elements of thexiitting beamforming vectov;;|*
also indicates the number of data symbol streams, carriethdyronthaul link from BBU to
RRH j for the i-th mobile user. Referencé [14] also assume that each fahiimk is only

capable of carrying at most; ... signals for UEs as
C; < Cjmaz, j=1,2,.., L. (13)

Referencel[15] goes a step further and assume that the &drtbnsumption is the accumulated

data rates of the users served by RRHs and modej-thefronthaul capability as

N
Cj:z||vij|2|0'ri> Jj=12..L (14)
1=1
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In this case, thg-th fronthaul constraint can be modeled as the maximum @dés which can
be allowed to transmitting through BBU teth RRH asC; < C; ,,... We also use this fronthaul

constraint in our paper.

E. QoS Requirement

The qualify of service (QoS) can be given as the whole time fmyscompleting the required
task and returning the results back to the mobile user. Weeldfie total time spent in executing

and transmitting the task results to UWEs
T, =T +Tf. (15)

We also assume that the task has to be accomplished in tins¢raons?; ., in order to satisfy

the mobile user’'s requirement, then the QoS constraint eagilen as
T, < T, maa (16)
Also, the whole energy cost in executing this task and ttangsihe results back to-th UE
can be given as
E; = EC + n,EF" 17)
wheren; > 0 is a weight to trade off between the energy consumptionseémihbile cloud and

the C-RAN, and it can be also explained as the inefficiencyfictent of the power amplifier
at RRH.

[1l. PROBLEM FORMULATION AND SEPARATE SOLUTIONS

In this section, we provide the energy minimization problemmulation. Our design aims to
minimize the energy cost while satisfying the time constisi First, we formulate the energy
minimization for the mobile clone and then we give the enamgpimization formulation for
C-RAN with the fronthaul constraints. Two separate sohdi@are also provided for the energy

minimization to the mobile clone and C-RAN, respectively.
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A. Energy Minimization for Mobile Clone

We assume the time constraints for completing the task inilmalone asTy,,,.., then the
energy minimization optimization problem for the mobilermé can be given as
P1: m|n|m|ze ZEC
(18)

subject toT” < TS ¢ i=1,2,..,N.

fC’
i,mazx’Ji — Ji,max>

Assumef¢" as the optimum solution for problef1. Then, if f¢~ < fori=1,2,...,N,

the equality holds for the first constraints. Thus, the optisolution can be given by
== i=1,2,..,N. (19)

i,max

Z ,max

If & >

energy cost is given by

we assume there is no solution for the above problem. Thverethe whole

7 ma:(:’

N F} *
Zi:l K;ic )20 if fc S

C 2 ,max
(Ti,macv

(20)
no solution if & >

Z ,mazx "’

B. Energy Minimization for C-RAN

We assume the time constraints for transmitting the taskltsethrough C-RAN to UE as
T .. Then, the energy minimization optimization problem foe tB-RAN transmission can be

g iven as

P2 : minimize ZET’"

vii,Ti,C
J7 i Z 1

N
subjectto > |vy* < P, j=1,2,..L

i=1

_hy vy |2 21
Bilog<1+ . | 2 jec b HJ| >zri, i=1,2,..,N (21)
Ekz:l, ki | Ejec hy; " vyl + o

N
§ : 2 .
1 - )
||VJ| |0 TZ ijax, ] 1,2,...,[/.

i=1

T TTT

,max

ProblemP2 is a non-convex optimization and NP-hard, which will be sadlin the next section.

It is also of interest in exploring the power minimizationtiopzation for C-RAN. In this case,
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the equality holds for the last constraints 2 and then, the minimum transmission data rate
can be given by

D;
ri 2 T (22)
Therefore, the power minimization optimization can be teritas
N
P3: minimize ZZ\vijF
Vi it i=1 jeC
N
subjectto > |vy* <P, j=1,2,..L
= (23)

Bilog | 1+ —
( Zkz:l, ki | Zjec hy; " vig? + o

|Zjec hinVij|2 ) S D,
N

Z | [vii* o 75 < Cimaws J=1,2,..., L.

i=1

As the arbitrary phase rotation of the beamforming vectgysdoes not affect?3, the second

constraint ofP3 can be rewritten as a second-order cone (SOC) constraifiicas [

N
1
1—T Z‘ZhinijP—i-Oa S Re<‘2hinVij|2> s i:1,2,...,N. (24)

9B T har \ k=1 jeC jec

Also, according tol[17], the non-convé8-norm can be approximated by a convex reweighted
l1-norm as|Vl]y = S~ piluk|, wherew, is the k-th element of the vectoV and p; is the

corresponding weight. Following reference |[[15], the laghstraint in7?3 can be rewritten as

follows
N
G =S ool 71 < G 5= 1,201 @)
i=1
where
1 =12 ..L (26)
pii ——— J =12, ..., L.
T il e
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ande is a small positive factor to ensure stability. THE8 can be transferred to

N
P4 : minimize E E |vi;]?
Vij5Ti,C ° -
1=1 jeC

N
subjectto > |vy* < Py, j=1,2,..,L

i=1

N
1 .
———| 21D b2+ 0% <Re <| Zhijﬂvij|2> L i=1,2,., N

9B Thras \ k=1 jeC jec

C; = iplj visl® 7 < Cimazs J=1,2,...., L.
= 27)
Note thatP4 without the fronthaul constraint is an SOC problem, which ba solved by the
interior-point method [18], whiléP4 including the fronthaul constraint can be addressed by the
iterative solution, as shown in [15]. Therefore we can ghee iterative Algorithm 1 to deal with

P3 as follows.

Algorithm 1 Proposed iterative algorithm fopP3

Initialize  m =1, p), r”, i=1,2.. N, j=12.,L;

Repeat:

1:  Solve the SOCP optimizatioR4 using interior-point method, obtaining the optimal beamfing vectorvij‘”);
2. Updater(™ ™" =™ according to[(6) and{7);

3: Updatepz(.;”“) = p{" according to[(26);
4: m=m-++1;

Until convergence.

IV. JOINT OPTIMIZATION SOLUTION

In this section, we are interested in solving the energy miration and resource allocation
optimization jointly between the mobile cloud and mobilewark. The objective is to mini-
mize the total energy consumption in mobile cloud for exieguthe task and in C-RAN for
transmitting the processing results back to the mobile. Wserassume that the task has to be

completed in the given total time constraint, including ghecuting time plus the transmitting
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time. Therefore, the joint energy optimization problem te&ngiven as

N
P5: minimize Y E +n,E"

18 rivi;,C i—1

subject to

N

Z|Vij|2§Pja j:1727“'7L7
=1

| 37 by vl >
N )
D k=t ki | 2ojec hy; " vig|? + o

T Z Ri,min; 1= 1,2, ...,N,

r; = B;log <1+ i=12,.,N, (28)

&< fe i=1,2,....N,

— Ji,max>

7—;‘0 +T‘Z‘TT S iTimuzxv L= ]-727 "'7N7

N
Z\ Vil * o+ 7i < Chmass J=1,2,..., L.

i=1
where R; .., IS the minimum achievable rate for Uf and other constraints i®5 have been
introduced in the last sections. The ab@vg is non-convex problem and is difficult to solve.
In the next subsections, we will provide the iterative aitjons based on weighted minimum

mean square error (WMMSE) solution to deal with it.

A. Problem Transformation

It is obvious that the equality of the time constraints hdtasP5 [9] in relaxation. Therefore,

by using [2) and[{8), time constraints can be relaxed as

,—Ti,max = ,—rz'Tr + ,—rz’C

D B (29)
= T—Z F.
Then, f¢ can be given as
F;
fE = T D (30)

Given thatT; ;.. > 0, f£ >0 and f© < ff, .., one can get the minimum achievable rate as

r; > Ri,min (31)
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where D
R min = —ZF (32)

T: — L
i,max fgmaz

By using [30), [(31l) and_(32)P5 can be simplified as

vC—1
N i 9
P6 : minimize E K (717) Fi+mM

subject to
N
Z|Vij|2 SPJ, j:1,2,...,L, (33)
i=1
H, |2
leog (1 + N |2j€C hij \;;J‘ 5 2) 2 Ri,mirm 1= 1727 -'-7N7
Zk:l,k#i|2jec i vigl* + o

N
C = Zpij vigl? 7 € Ciimass §=1,2, ..., L.

i=1

Note that/ does no longer exist iR6. We denotev; = [vy;, vaj, ..., vi;) . by = [hyj, haj, ..., hagl7,

vi = [Vi1, Viz, -, Vie]?, hy = [hy1, hya, ..., hye] for notation simplification. One can rewrif@6

as N
P7: minimize a;(r) + t;
e 2 (34)
subject to: Constraints of P6)
where
vC—1
E 1
a;(ri) = K{ (717) F, (35)
E,ma:c - r_:
t, = Bi(vi) (36)
T
and
Bi(vi) = Th‘ViHViDz- (37)

Inspired by the solutions provided in [15], [19], [20p,7 can be rewritten as

N
P8 : minimize V(1) + Bi(vi)
74,Vij,C ; (38)

subject to: Constraints of P6)
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where
Yi(ri) = ai(ri) —ti -7y, (39)
which can be solved by using iterative solution by updatirig each iteration, if; is a constant.

Next, we will use WMMSE-based method to deal with the sitaiif »; is a variable.

B. WMMSE-based Solution

The WMMSE method is introduced by [21], [22] and use to adsitbe weighted sum rate
problem. One can see that the objectiveR# is an decreasing function of the mobile user’s
data rater;. Therefore, we can reformulaf@8 as an equivalent WMMSE problem and use the
block coordinate descent approach to solve it.

Assume the receive beamforming vector in mobile usasu; C C!*!, as there is only one
antenna in the UE. Thus, the corresponding MSE at:4&n be given as

e; = E [(wy; — 2;) (wy; — z)"]

N (40)
= Z uiH(hiHViViHhi + Uiz)ui —2Re [uiHhiHVi] + 1.

=1
Then, by fixing all the transmit beamforming vecteoy, the optimal receive beamforming

vector can be give by the well-known MMSE receiver as

N _1
u; = (hiHVi) . (Z hiHVkaHhi + 0’?) . (41)
k=1
Next, letting
7i(ei) = 7i(—B; - log(e;)), (42)

one can see that(e;) is a strictly convex function under the constraintsisf [15], [21]. Then,
by fixing the transmit beamforming vectet, and the MMSE receiven;, the corresponding
optimal MSE weighty; can be given by

C
B, F; log(e;) Vi
b = or(e;) Dir (vi = 1) log(2) (BiTi,maz log(eig)+Di log(2)> Bit; (43)
Y Oe; Bie; log?(e;) eilog(2)
Then, by fixing the optimal MSE weighp; and MMSE receiven;, the optimal transmit

beamforming vectox; can be calculated by solving the following SOCP problem as

N
P9 : minimize i - e; + Bi(vi
73,Vij,C ZZ:; ( )

(44)

subject to: Constraints of P6).
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Thus, we can deal with the overall optimization problem WEMMSE-based iterative method

as in Algorithm 2, whereZ™ = Ef\il ai(r(n)) + ¢! ande is a small constant to guarantee

7 7

convergence.

Algorithm 2 Proposed iterative algorithm for joint optimization preiv

nitialize:  n=1, ", p, vy©@, ¥ i=1,2,. N, j=1,2,.., L

Repeat:

1:  Obtain the receive beamforming vectay™ according to[(41) by fixingvs;"~);

2:  Obtain the MSE weight; according to[(4B) by fixingv;;" ) andu;™;

3 Obtain the transmit beamforming vectwj“” according to SOCPP9 by fixing qﬁz(.”), w; ™;
4: Updaterg"“) = r§”> according to[(b) and7);

5. Updatet" ™" = " according to[(36);

6:  Updatep{’ ™" = p{™ according to[(26);

7 n=n+1;

Until |z — 2| < ¢

V. SIMULATION RESULTS

In this section, simulation results are provided to showeffectiveness of the proposed joint
energy minimization optimization. The simulation envinoent is shown as Fidl 2, in which we
consider the C-RAN network witlh = 4 RRHSs, each equipped witR® = 2 antennas. Also, we
assume there ar& = 5 mobile users, each of which has only one antenna. We assiere th
are five mobile clones co-located with the BBUs, and each laattone has the same software
stack as its corresponding mobile users and can executaskddr the mobile user.

Moreover, we assume the maximum transmit power for each BRI\, while the maximum
computation capacity for each mobile cloneli® CPU cycles per second. Similar with [23],

we model the path and penetration loss as
p(d) = 127 + 25log10(d) (45)

whered (km) is the propagation distance. Also, we model the small sealf) as independent
circularly symmetric Gaussian process distribute@.&50, 1), whereas the noise power spectral
density is assumed to bel 00 dBm/Hz. We assume the energy tradeoff factor between thélenob

clone and C-RAN as;; = 10 and the parameter for the cloud energy madel= 2. Also, we
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Fig. 2. C-RAN network withL = 4 RRHs andN = 5 UEs.

assume the wireless channel bandwidthi@dMHz and the fronthaul capacity constraint s
Mbps.

In Fig.[3, we show the energy consumption for the whole systeruding mobile clone and
C-RAN for different QoS requirement and different CPU cgctd the task. Transmission data
D; = 1000 bits is set in this figure. One can see that with the increasheoCPU cycles of the
task F;, the energy cost rise correspondingly. Also, with the iaseeof the time constraint, the
total energy decrease, as the mobile clone and the C-RAN @am finore time to complete the
task and return the result to the mobile user.

In Fig.[4, we show the total energy consumption for differ@uS requirement and different
data size of the transmission resuli.= 1500 CPU cycles is set in this figure. One can see that
with the increase of the result data sie of the task, the energy cost increase correspondingly,
but not as fast as Fi¢l] 3. This is due to the tradeoff factorsete Similarly, with the increase

of the time constraint, the total energy cost decrease.
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Fig. 3. Total energy consumption vs. CPU cycles under @iffet; ,.q. With D; = 1000.

In Fig. 3, the relations between the total energy consumpdiod different time constraints
are examined under differeri®; with total CPU cyclest; = 1500. One can see that with the
increase of the time constraints, the energy consumptioredses, as expected. Also, with the
increase of the data size, the energy increases, but theegjaedn them is small.

Similar with Fig.[5, Fig.L6 shows that the whole energy congtiom of mobile cloud and
C-RAN decreases either with the increase of the time canssrar with the decrease of the
CPU cycles required by each task.

In Fig.[4 and Fig[ B, we compare the proposed joint energy migation optimization with
the separate energy minimization solutions, which has lsexd in some works such as [23],
etc. For the separate energy minimization, we set two tinmsteaints asl;’” < T . and
TC <TE w» WhereTI"  +TC =T mae Timar = 0.1S is set in both Fid.]7 and Figl 8 while

i,max? i,max i,max

D; = 1000 and F; = 1500 are set in Figll7 and Fid.l 8, respectively. One can see thgbihe
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Fig. 4. Total energy consumption vs. data size under diffef& .., with F; = 1500.

energy minimization achieves the best performance, fabbly the second best solution when
settingT}" .. = T;'r../4 in both Fig [T and Fid.]8. The performance®f,,, = T}, *3/4 can

be shown as the worst solution among the test ones in bothefigdiherefore, the simulation
results show that the proposed joint energy minimizatiotpedorms the separate solutions in

all the cases.

VI. CONCLUSION

A novel C-RAN architecture with the mobile clone involved psoposed in this paper by
taking full advantages of the two cloud-based techniquegalticular, we assume there is one
task needed to be executed in the mobile clone for each UE andhedel this task with two
features, i.e, the total number of the CPU cycles requirezbtoplete this task and the data size

required to transmit the result back to the UEs through C-R}AM jointly minimize the whole

DRAFT



SHELL et al.: BARE DEMO OF IEEETRAN.CLS FOR JOURNALS 19

102 [ ' ' ' ' ' ' ' '

I —— D;=50000
—o6— D:=60000
D=70000
—sk— D=80000
D=90000

1 /I.uuu

101
01 02 03 04 05 06 07 08 09 1

Fig. 5. Total energy consumption vs. time constraint undéerént data sizeD; with F; = 1500.

energy cost in mobile cloud and mobile network by modelirig gfnoblem into the optimization

problem when taking the time constraints into considenmatiblso, we consider the fronthaul
constraints in C-RAN in order to get the sparse solutionsmBlucal results are presented to
show that the proposed energy minimization and resourcoeatlbn solution can improve the

system performance and save energy.

VIlI. ACKNOWLEDGEMENT

This work was supported by UK EPSRC NIRVANA project (EP/L02&/1) and EU Horizon
2020 iCIRRUS project (GA-644526).

REFERENCES

[1] J. Andrews, S. Buzzi, W. Choi, S. Hanly, A. Lozano, A. Sgomand J. Zhang, “What will 5g beEEE Journal on
Selected Areas in Communications, vol. 32, no. 6, pp. 1065-1082, June 2014.

DRAFT



20

Fig.

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

IEEE TRANSACTIONS, VOL. X, NO. X, XXX XXXX

102 |I: T T T T T T T T
—+— F=1500
—e— Fi=l750
Fi:2000
4 —— Fi=2250
101 L Fi=2500 .
&
=
>
o0 S
)
=
Ga) Q
10° F P ]
S
T P
10_1 1 1 1 1 1 1 1 1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

6. Total energy consumption vs. time constraint undéerént CPU cyclesF; with D; = 1000.

X. Rao and V. Lau, “Distributed fronthaul compressiondajeint signal recovery in cloud-ranlEEE Transactions on
Sgnal Processing, vol. 63, no. 4, pp. 1056-1065, Feb 2015.

C. M. R. Institute.,, “C-ran white paper: The road towardgeen ran. [online],” (Jun. 2014), Available:
http://labs.chinamobile. com/cran.

S. Kosta, A. Aucinas, P. Hui, R. Mortier, and X. Zhang, fitkair: Dynamic resource allocation and parallel execuiio
the cloud for mobile code offloading,” i8012 IEEE Proceedings INFOCOM, March 2012, pp. 945-953.

K. Kumar and Y.-H. Lu, “Cloud computing for mobile useiSan offloading computation save energgdmputer, vol. 43,
no. 4, pp. 51-56, April 2010.

W. Zhang, Y. Wen, K. Guan, D. Kilper, H. Luo, and D. Wu, “Bag-optimal mobile cloud computing under stochastic
wireless channel JEEE Transactions on Wireless Communications, vol. 12, no. 9, pp. 4569-4581, September 2013.
X. Chen, “Decentralized computation offloading game fioobile cloud computing,1EEE Transactions on Parallel and
Distributed Systems, vol. 26, no. 4, pp. 974-983, April 2015.

Y. Cai, F. Yu, and S. Bu, “Cloud radio access networks go)rin mobile cloud computing systems,” 2014 |EEE
Conference on Computer Communications Workshops (INFOCOM WKSHPS), April 2014, pp. 369-374.

J. Tang, W. P. Tay, and T. Quek, “Cross-layer resourcecation in cloud radio access network,” 2014 |EEE Global

DRAFT



SHELL et al.: BARE DEMO OF IEEETRAN.CLS FOR JOURNALS 21

103 F

Energy (J)

i —+— Joint optimization
+ —e—T" =T /4

imax  imax
— T =T 2

i,max  i,max
—— T =T  =*3/4

i,max i,max

0 1 1 1 1 1 1 1 1 1

1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
F,

Fig. 7. Total energy consumption vs. CPU cycles under rﬁﬁenﬁ;az with D; = 1000.

Conference on Sgnal and Information Processing (GlobalSP), Dec 2014, pp. 158-162.

[10] M. Guazzone, C. Anglano, and M. Canonico, “Energy-édfit resource management for cloud computing infrastrestu
in 2011 IEEE Third International Conference on Cloud Computing Technology and Science (CloudCom), Nov 2011, pp.
424-431.

[11] L. Yang, J. Cao, S. Tang, T. Li, and A. Chan, “A framework partitioning and execution of data stream applications
in mobile cloud computing,” ir2012 |EEE 5th International Conference on Cloud Computing (CLOUD), June 2012, pp.
794-802.

[12] J. Tang, W. P. Tay, and Y. Wen, “Dynamic request rediogcaind elastic service scaling in cloud-centric media oelts;”
IEEE Transactions on Multimedia, vol. 16, no. 5, pp. 1434-1445, Aug 2014.

[13] A. P. Miettinen and J. K. Nurminen, “Energy efficiency miobile clients in cloud computing,” ifProceedings of the 2nd
USENIX conference on Hot topics in cloud computing, 2010, p. 4.

[14] V. N. Ha and L. B. Le, “Joint coordinated beamforming amdimission control for fronthaul constrained cloud-rarns,”
2014 |EEE Global Communications Conference (GLOBECOM), Dec 2014, pp. 4054-4059.

[15] B. Dai and W. Yu, “Sparse beamforming and user-centhisstering for downlink cloud radio access networkZEE
Access, vol. 2, pp. 1326-1339, 2014.

DRAFT



22

Fig.

[16]
[17]
[18]
[19]

[20]

[21]

[22]

(23]

IEEE TRANSACTIONS, VOL. X, NO. X, XXX XXXX

103 [ T T T T T T T T T ]
I —+— Joint optimization | ]
—o—T" =T 4

imax_ i,max
=1 2

imax_ i,max

N T _ *
N N N Ti,max_Ti,max 3/4 _*

—_—

¥
*
*
¥

Energy (J)
o

T
Q)
Q)
O
()
()
()
()
()
()

8. Total energy consumption vs. data size under d'rliltefléf;az with F; = 1500.

A. Wiesel, Y. Eldar, and S. Shamai, “Linear precoding ebnic optimization for fixed mimo receiver$ EEE Transactions

on Sgnal Processing, vol. 54, no. 1, pp. 161-176, Jan 2006.

E. J. Candes, M. B. Wakin, and S. P. Boyd, “Enhancing sipaby reweighted |1 minimization,Journal of Fourier
Analysis and Applications, vol. 14, no. 5-6, pp. 877-905, 2008.

S. Boyd and L. Vandenbergh€onvex Optimization. Cambridge University Press, 2004.

W. Dinkelbach, “On nonlinear fractional programmihd4anag. Science, vol. 13, pp. 492-498, 1967.

M. Peng, K. Zhang, J. Jiang, J. Wang, and W. Wang, “Eneffigient resource assignment and power allocation in
heterogeneous cloud radio access networl&EE Transactions on \ehicular Technology, vol. PP, no. 99, pp. 1-1, 2014.
Q. Shi, M. Razaviyayn, Z.-Q. Luo, and C. He, “An iteraily weighted mmse approach to distributed sum-utility
maximization for a mimo interfering broadcast chann¢éEEE Transactions on Sgnal Processing, vol. 59, no. 9, pp.
4331-4340, Sept 2011.

S. Christensen, R. Agarwal, E. Carvalho, and J. Cioffiefghted sum-rate maximization using weighted mmse for orm
beamforming design,JEEE Transactions on Wireless Communications, vol. 7, no. 12, pp. 4792—-4799, December 2008.
Y. Shi, J. Zhang, and K. Letaief, “Group sparse beamfogror green cloud radio access networks, 2013 |EEE Global
Communications Conference (GLOBECOM),, Dec 2013, pp. 4662—-4667.

DRAFT



	I Introduction
	II System Model
	II-A Mobile Clone and System Architecture
	II-B Computation Model
	II-C Network Model
	II-D Fronthaul Constraints
	II-E QoS Requirement

	III Problem Formulation and separate solutions
	III-A Energy Minimization for Mobile Clone
	III-B Energy Minimization for C-RAN

	IV Joint Optimization Solution
	IV-A Problem Transformation
	IV-B WMMSE-based Solution

	V Simulation Results
	VI Conclusion
	VII Acknowledgement
	References

