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Abstract
The paper presents the analysis and simulation for convolutional coded dual header pulse interval modulation (CC-DH-PIM) scheme using a rate ½ convolutional code with the constraint length of 3. Decoding is implemented using the Viterbi algorithm with a hard decision. Mathematical analysis for the slot error rate upper bounds is presented and results are compared with the simulated data for a number of different modulation techniques. We show that the coded DH-PIM outperforms the pulse position modulation (PPM) scheme and offers > 4 dB code gain at the slot error rate (SER) of 10^{-4} compared to the standard DH-PIM. Results presented show that the CC-DH-PIM with a higher constraint length of 7 offers a code gain of 2 dB at slot error rate of 10^{-5} compared to the CC-DH-PIM with a constraint length of 3. However, in CC-DH-PIM the improvement in the error performance is achieved at the cost of reduced transmission throughput compared to the standard DH-PIM.
1. INTRODUCTION

Photonic wireless, also known as optical wireless (OW) and infrared, communication systems have been around for some time and their applications in both indoor and outdoor environments have been investigated by many researchers [1-6]. The outdoor systems are more mature and widely used compared to the indoor systems, offering unlicensed bandwidth orders of magnitude higher than the radio frequency (RF) based schemes. In indoor applications the potential of wavelength reuse within the same/different location is considerably higher than the RF systems. In fact in direct line-of-sight (LOS) photonic cellular systems a single wavelength could be employed to cover a large or small area, which is not possible in RF based cellular systems [7-9]. However, as with all communication systems there are limitations imposed by the channel characteristics (loss, multipath dispersion in non-LOS) [2, 10], interference due to the ambient light sources [11] and power restrictions due to the eye safety [6] that need investigating. Selecting a suitable modulation scheme may overcome some of the above limitations. However, no single modulation technique will offer both power and bandwidth efficiencies and system performance at a low cost and with the reduced complexity. In applications where there is a high demand for a bandwidth efficiency and a high throughput, power efficient modulation schemes may not be the best choice and vice versa. For indoor and outdoor point-to-point links power efficient modulation scheme would be more advantageous than bandwidth efficient schemes, whereas for indoor diffuse (non-LOS) links bandwidth efficient modulation schemes would be preferable because of multipath propagation and large-area photodiodes. In fact the 3 dB bandwidth of a channel can be less than 30.4 MHz, limiting the unequalized bit rate to few Mbps [2, 12]. Different modulation techniques have been suggested and investigated for a number of applications; among them are on-off keying (OOK), PPM [13], differential PPM (DPPM) [14], digital pulse interval modulation (DPIM) [15], DH-PIM [16] and differential amplitude pulse-position modulation (DAPPM) [17]. OOK is the most basic and widely
investigated, offering a high bandwidth efficiency at the cost of a low power efficiency. In contrast to OOK, PPM is the most power efficient scheme but requires a large bandwidth. PPM is an isochronous modulation scheme, thus requiring both slot and symbol synchronisations. DPIM, DH-PIM and DAPPM are anisochronous modulation schemes offering built-in symbol synchronisation capabilities and improvement in bandwidth and power efficiencies compared to the PPM and OOK, respectively. In terms of transmission capacity and bandwidth, the DH-PIM offers the best choice compared to the PPM and DPIM at the cost of a more complex symbol header structure and higher power requirement for a given bit error rate (BER) performance [16]. DAPPM is a combination of DPPM and pulse amplitude modulation (PAM), offering advantages over PPM, DPPM and DH-PIM in terms of bandwidth requirements, transmission capacity, and the peak-to-average power ratio [17].

In [16] the detailed analysis of a standard un-coded DH-PIM scheme has been reported. In this paper, we introduce the CC-DH-PIM scheme and carry out full theoretical analysis supported by computer simulations to demonstrate that the error performance can be significantly improved compared to the un-coded DH-PIM. We propose a transfer function for the coded DH-PIM, and apply the ‘hard’ decision Viterbi algorithm to decode the coded sequence. We show that for the SER lower than $10^{-6}$ the upper bound for the CC-DH-PIM and the general error bound for the convolutional coded modulation scheme almost overlaps. We illustrate that a code gain of $> 4$ dB is achievable when compared to the standard DH-PIM scheme. The rest of the paper is organised as follows. A CC-DH-PIM system description is presented in Section 2, whereas the analysis for convolutional encoding with the ‘hard’ decision Viterbi decoding is given in the next section. The theoretical and simulation results for the error performance for CC-DH-PIM, DH-PIM and PPM are given in Section 4. Finally the concluding remarks are given in Section 5.
2. System Description

A system block diagram of the CC-DH-PIM scheme is given in Fig. 1. An $M$-bit OOK input sequence $m = \{m_1, m_2, \ldots, m_M\}$ where $m_i \in \{0,1\}$ and $M > 1$, an integer is first converted into DH-PIM symbol format $X$ before being applied to the convolutional encoder. The coded DH-PIM symbol $X_c$ is passed through a transmitter filter $p(t)$ with a unit-amplitude impulse response of one slot duration $T_s$. The output of the transmitter filter $x(t)$ is then applied to a standard optical transmitter (LED or laser diode). In an ideal non-dispersive channel $h(t)$, additive white Gaussian noise (AWGN) $n(t)$ due to the dominant thermal noise is added to the signal before being detected by a photodetector at the receiver. The photocurrent generated due to the ambient light sources can be reduced by means of optical bandpass filter and high pass filtering in the receiver. Under the steady state conditions the variation in the photocurrent due to the ambient light sources has no influence, and therefore here a simple channel model has been adopted in this paper. The output of the optical receiver $y(t)$ is applied to a matched filter, followed by a sampler (sampling at the slot rate $f_s = 1/T_s$) and a threshold detector to regenerate the coded DH-PIM sequence $\hat{X}_c$. A ‘hard’ decision Viterbi decoder is used to recover the original non coded DH-PIM symbol sequence $\hat{X}$. Finally, a DH-PIM demodulator reproduces the original data stream $\hat{m}$. The estimated DH-PIM $\hat{X}$ is compared with the original DH-PIM sequence $X$ to determine the SER.

2.1 DH-PIM

The $n^{th}$ symbol $X_n(h_n,d_n)$ of a DH-PIM sequence is composed of a header $h_n$, initiating the start of a symbol, and a number of empty information slots $d_n$. Depending on the most significant bit (MSB) of $m$, one of two possible symbol headers of equal duration $T_h = (\alpha + 1)T_s$, where $\alpha > 0$ is an integer, could be considered; $H_0$ and $H_1$ for MSB of “0” and “1”, respectively, see Fig. 2. The
value of \( d_n \in \{0,1,\ldots,2^{M-1} -1\} \) is simply the decimal value of \( m \) or its 1’s complement when a symbol starts with \( H_0 \) and with \( H_1 \), respectively [16]. Figure 2 shows DH-PIM symbol mapping. A guard slot \( T_g \in \{(0.5\alpha + 1) \ T_s, T_s\} \) corresponding to \( h_n \in \{H_0, H_1\} \) is used to represent for \( m = 0 \). The header pulses have the dual functions of symbol initiation and built-in symbol synchronisation. DH-PIM average duty cycle is \( \frac{1}{\bar{L}} \), where \( \bar{L} = (2^{M-1} + 2\alpha + 1)/2 \) and has a peak-to-average power ratio of \( \bar{L} \). DH-PIM average symbol length \( \bar{L} \) can be reduced by a proper selection of \( \alpha \), thus offering improved transmission throughput and bandwidth requirements compared to the DPIM, DPPIM and PPM schemes.

For OW systems a baseband additive white Gaussian noise (AWGN) channel model the instantaneous received signal is given as:

\[
y(t) = \int_{-\infty}^{\infty} x(\tau)h(t-\tau)d\tau + n(t),
\]

(1)

where \( h(t) \) and \( n(t) \) are the channel response and AWGN, respectively. \( x(t) \) is the instantaneous transmitted signal which must satisfy \( x(t) \geq 0 \) and \( \bar{x(t)} = \bar{P} \), where \( \bar{P} \) the average received optical power. A DH-PIM signal with an average symbol duration \( \bar{T} \) satisfying this condition is given as:

\[
x(t) = \bar{L}P \sum_{M=0}^{L-1} X_M p(t - \frac{M \bar{T}}{L}),
\]

(2)

where \( X_M \) is the DH-PIM code word.

In DH-PIM with a variable symbol length, an error in one symbol will affect the following symbols, therefore, it is meaningless to access the error performance in terms of the bit error rate. Instead the SER and packet error rate (PER) are adopted to measure the error performance, a characteristic unique to the anisochronous pulse time modulation schemes. Assuming that there is no bandwidth
limitation imposed by the channel, and $H_0$ and $H_1$ are equally likely, the probability of symbol and packet errors for the DH-PIM for a LOS link configuration is given by [16]:

$$P_{se} = 0.25L^{-1} \left[ (4L - 3\alpha) \Phi \left( \frac{\mu kR_P}{\sqrt{\eta R_b}} \right) + 3\alpha \Phi \left( \frac{\mu(1-k)R_P}{\sqrt{\eta R_b}} \right) \right]; \quad (3)$$

$$P_{pe} = \frac{N_{pkt}}{4M} \left[ (4L - 3\alpha) \Phi \left( \frac{\mu kR_P}{\sqrt{\eta R_b}} \right) + 3\alpha \Phi \left( \frac{\mu(1-k)R_P}{\sqrt{\eta R_b}} \right) \right]; \quad (4)$$

where, $\mu = \sqrt{32ML/9\alpha^2}$, $Q(v) = (1/\sqrt{2\pi}) \int_{-\infty}^{v} e^{-0.5x^2} dx$, $k$ is the threshold level, $\bar{P}$ is the average received optical power, $R_b$ is the input bit rate, $N_{pkt}$ is the packet length in bits and $\eta$ is the noise power spectral density. Here we use the symbol of $L$-DH-PIM$_\alpha$ where $L = 2^M$, $\alpha = 2$ for the mathematical derivation and simulation.

3. Convolutional Coded DH-PIM

Convolutional encoding with Viterbi decoding is a forward error correction (FEC) technique appropriate for a channel corrupted mainly by AWGN [18]. A convolutional encoder is a finite state machine with $K$-shift registers [19] with a predefined connection to $n$ modulo-2 adders. A $k$-bit input sequence applied to an encoder produces an $n$-output bits sequence, and hence the code rate $r$ can be approximated as:

$$r = \frac{k}{n}. \quad (5)$$

A convolutional code is parameterised by its constraint length $K$ and $r$. In this paper we use the symbol $(K, n, k)$ to denote a convolutional encoder. The convolutional encoder can be described by its generator matrix [19]. Here, we use $(3, 1, 2)$ with the function generators $g_1 = [111]$ and $g_2 = [101]$. 
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On converting a DH-PIM symbol sequence into a CC-DH-PIM symbol, provided the encoder initial state is ‘a’ (see Fig. 3), the headers will have unique patterns of [11 10 11] or [11 01 01], see Table 1. The encoder is normally at the state ‘a’ after each symbol since there are two zeros at the end of each DH-PIM symbol except for the symbol with a decimal equivalent of $2^M - 1$. For symbols with the decimal equivalent of $2^M - 1$, after a symbol is being generated the encoder will be in the state ‘c’ and a different header patterns of [00 10 11] and [00 01 01] will be assigned to the current symbol, as symbols follow either path 3 or 4 in the Trellis diagram in Fig. 3. Thus, CC-DH-PIM symbols with four headers and a limited number of possible paths will have different transfer function and error probability, which is investigated in the following section.

To determine the transfer function, the modified state diagram is illustrated in Fig. 4. In Fig. 4, the exponents $D$ and $L$ are the Hamming weight of the encoder output corresponding to the branch, and a counting variable to calculate the number of branches in any path, respectively, whereas $I$ denotes transition due to the input bit 1. The transfer function of the encoder is given by [19]:

$$T(D, L, I) = D^5 L^3 I + D^6 L^4 I^2 (1 + L) + D^7 L^5 I^3 (1 + L)^2 + ...$$  \hspace{1cm} (6)

The minimum free distance $d_{free}$ for the encoder is 5 increasing with the constraint length as tabulated in [19] for different values of $K$ and $r$. Applying the hard-decision Viterbi algorithm [20] to decode $\hat{X}$, the upper bound for the probability of slot error for the coded system $P_{se-CC}$ is given by [19]:

$$P_{se-CC} < \sum_{d=d_{free}}^{\infty} \beta_d P(d);$$  \hspace{1cm} (7)

where $\beta_d$ is the expansion coefficients of derivative $T(D, I)$, evaluated for $I = 1$, and $P(d)$ is given by:
Instead of using (8), one could use the upper bound for $P(d) < \left[ 4P_e(1 - P_e) \right]^{1/2}$, thus (7) becomes as [19]:

$$P_{se-CC} < \frac{\partial T(D, I)}{\partial I} \bigg|_{I=1, D=\sqrt{4P_e(1 - P_e)}} .$$  

(9)

Using (7) the upper bound for (3, 1, 2) encoder described above is given by:

$$P_{se-CC} < \sum_{d=5}^{\infty} 2^{(d-5)}(d-4)P(d) .$$  

(10)

Substituting the derivative of (6) into (9) results in:

$$P_{se-CC} < \sum_{d=5}^{\infty} 2^{(d-5)}(d-4) \left( \sqrt{4P_e(1 - P_e)} \right)^d .$$  

(11)

Next we consider the transfer function for the coded DH-PIM by studying its trellis diagram outlined in Fig. 4. As can be seen from Fig. 4, there is no path at state ‘d’ (i.e. no self-loop at state ‘d’), therefore the transfer function, as well as the upper bound needs to be modified to the following:

$$T(D, L, I) = \frac{D^5L^3I(1 + DLI)}{1 - DL^2(1 + DLI)}$$  

(12(a))

$$P_{se-CC} < P(5) + 4P(6) + 9P(7) + 20P(8)$$  

(12(b))
4. Results and Discussions

Figure 5 shows the predicted SER performance curves against the electrical signal-to-noise ratio (SNR) for three values of error bounds given by (10), (11) and (12), at a data rate of 1 Mbps and an $M$ of 4. For SER lower than $10^{-6}$ the upper bound for the CC-DH-PIM and the general error bound for the convolutional coded modulation scheme almost overlap, diverging at lower values of SNR (i.e. higher SER). Since the upper bound for CC-DH-PIM is always less than or equal to the upper bound for its counterparts, then it is expected that it should give similar or even improved performance compared to the other convolutional coded modulation schemes such as OOK even though both could have the same uncoded SER. This is because CC-DH-PIM has fixed header patterns that limit the number of possible paths in the trellis diagram. As a result, the expansion coefficient $\beta_d$ of (7) is different for the CC-DH-PIM. Comparing the 3rd and 4th terms of (11) and (12), the coefficients are 12 and 32, and 9 and 20, respectively. Although the first two terms are the dominating terms in determining the error bound of lower values of SER, the contribution of other terms can not be neglected for higher values of SER. Hence, the error bounds defined by (11) and (12) will have noticeable differences at low values of SER. In other words, as the number of possible paths decreases, the probability of error decreases. This is because there is only a finite set of paths to choose from, thus making the decoding process much simpler.

For DH-PIM scheme, we used (3, 1, 2) convolutional coding and the Viterbi algorithm with the ‘hard’ decoding. Assuming an ideal channel and with one-sided power spectral density $\eta = 2q_e I_b$, where $q_e$ is the charge of electron and $I_b$ is set to 200 $\mu$A, the proposed CC-DHPIM system was simulated using Matlab. The simulation parameters used and the flow chart for determining the error rates for the CC-DH-PIM are given in Table 2 and Fig. 6, respectively.
Figure 7 provides predicted and simulated results for SER performance for the standard DH-PIM and CC-DH-PIM schemes for $M = 3$ and 4, and a bit rate $R_b$ of 1 Mbps. For $P_{se} < 10^{-2}$ the predicted and simulated curves for the CC-DH-PIM match each other reasonably well. Since it is somewhat difficult to ascertain the exact Hamming distance for the convolutional code in the theoretical analysis, only the upper bound for the error was considered. The simulated SER performance is very close to the upper bound, but is always less than or equal to it. The code gain decreases with the SNR and at very low values of SNR (or $SER > 0.1$) the code gain is negative. At higher values of SER, introducing coding contributes to more correlated errors from the uncorrelated random errors [21], thus giving rise to additional errors and hence degrading the error performance. A code gain of more than 4 dB is observed for $P_{se}$ of $10^{-4}$ compared to the standard DH-PIM$_2$ scheme for $M = 3$ and 4, respectively. To achieve a certain SER, the SNR required decreases as $M$ increases. This is expected since the SER of un-coded DH-PIM scheme decreases with $M$ [16]. A difference of almost $\sim$3 dB in the SNR is observed at the SER of $10^{-4}$ for $M$ of 3 and 4. Similarly in the case of DH-PIM$_1$ scheme a code gain of more than 4 dB is observed at a SER of $10^{-4}$.

Detailed comparison of the SER performance of the standard DH-PIM with other modulation schemes is given in [16]. Here we only compare the CC-DH-PIM (upper bound) to the standard DH-PIM and PPM schemes, see Fig. 8. CC-DH-PIM$_1$ offers the best performance compared to the un-coded PPM and DH-PIM, as expected. However, the Trellis coded PPM scheme does outperform all other coded modulation schemes including the CC-DH-PIM. The performance of 16-CC-DH-PIM$_2$ is very close to that of the standard 16-DH-PIM$_1$. The SER of the 16-CC-DH-PIM$_2$ runs almost parallel to the standard 16-DH-PIM$_1$, 16-CC-DH-PIM$_2$ requiring just more than 0.5 dB of SNR to achieve the same SER performance. To achieve a SER of $10^{-6}$, 16-CC-DH-PIM$_1$ requires $\sim$5 dB lower SNR compared to the standard DH-PIM$_1$, while 16-DH-PIM$_2$ requires about 4 dB more SNR compared to the 16-CC-DH-PIM$_2$. 
The performance of the CC-DH-PIM system can be further enhanced by increasing the constraint length, which results in increased code gain but at the cost of increased system complexity. Thus, there exists a trade-off between complexity and performance. Here we have used an encoder/decoder with the constraint length of 7, which are readily available, to assess the performance of the coded DH-PIM system. Simulation results for the SER for the coded 16-DH-PIM for (7, 1, 2) encoder with a generator of (133, 171) in octal number is depicted in Fig. 9. Also shown for comparison are the plots for the standard and 16-CC-DH-PIM cases. The best SER performance is observed for the coded DH-PIM scheme with a constraint length of 7 for SER < 10^{-2}. At very high values of SER (i.e. 0.005), CC-DH-PIM with $K$ of 3 and 7 intersect. Thus, indicating that there is no gain in increasing the constraint length. However, at lower values of SER (less than 10^{-3} for any practical systems) there is a marked improvement in the performance when using a longer constraint length. For SER of 10^{-5} the SNR gain of the coded DH-PIM with $K$ of 7 are ~2 dB and ~6 dB compared to the coded DH-PIM with $K$ of 3 and the standard DH-PIM, respectively for $\alpha = 1$ and 2. The code gain could be used to increase the link range in indoor optical wireless system.
Conclusions

The paper convolutional coded DH-PIM modulation scheme with the Viterbi ‘hard’ decoding scheme was considered. Mathematical analysis for the SER with the upper bound was presented. For (3, 1, 2) CC-DH-PIM scheme, predicted results for the slot error rate were compared to the simulation results showing a good match. We have shown that CC-DH-PIM scheme offer a code gain of more than 4 dB at a slot error rate of $10^{-4}$ compared to standard DH-PIM. We have shown that CC-DH-PIM$_1$ also outperforms the PPM scheme. As expected, the (7, 1, 2) CC-DH-PIM scheme showed improvement over (3, 1, 2) CC-DH-PIM with a code gain of 2 dB at slot error rate of $10^{-5}$. However, in CC-DH-PIM the improvement in the error performance is achieved at the cost of reduced transmission throughput compared to the standard DH-PIM scheme.
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Table 1: Symbol structure for OOK, DH-PIM₂ and CC- DH-PIM₂ preceded by $2^M-1$, for $M = 3$.

<table>
<thead>
<tr>
<th>OOK</th>
<th>DH-PIM₂</th>
<th>CC-DH-PIM₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>100</td>
<td>11 10 11</td>
</tr>
<tr>
<td>001</td>
<td>100 0</td>
<td>11 10 11 00</td>
</tr>
<tr>
<td>010</td>
<td>100 00</td>
<td>11 10 11 00 00</td>
</tr>
<tr>
<td>011</td>
<td>100 000</td>
<td>11 10 11 00 00 00</td>
</tr>
<tr>
<td>100</td>
<td>110 000</td>
<td>11 01 01 11 00 00</td>
</tr>
<tr>
<td>101</td>
<td>110 00</td>
<td>11 01 01 11 00</td>
</tr>
<tr>
<td>110</td>
<td>110 0</td>
<td>11 01 01 11 00</td>
</tr>
<tr>
<td>111</td>
<td>110</td>
<td>11 01 01</td>
</tr>
</tbody>
</table>

Table 2: The simulation parameters for the system described in Fig. 1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>3 an 4</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>2</td>
</tr>
<tr>
<td>Detector responsivity $R$</td>
<td>1 A/W</td>
</tr>
<tr>
<td>Background noise current $I_b$</td>
<td>200 µA</td>
</tr>
<tr>
<td>Bit rate $R_b$</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>Threshold level $k$</td>
<td>0.5</td>
</tr>
<tr>
<td>Pulse duty cycle</td>
<td>100 %</td>
</tr>
<tr>
<td>Number of DH-PIM symbols</td>
<td>$10^3$</td>
</tr>
</tbody>
</table>
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