Spectroscopic Measurements of the Ion Velocity Distribution at the Base of the Fast Solar Wind
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Abstract
In situ measurements of the fast solar wind reveal non-thermal distributions of electrons, protons, and minor ions extending from 0.3 au to the heliopause. The physical mechanisms responsible for these non-thermal properties and the location where these properties originate remain open questions. Here, we present spectroscopic evidence, from extreme ultraviolet spectroscopy, that the velocity distribution functions (VDFs) of minor ions are already non-Gaussian at the base of the fast solar wind in a coronal hole, at altitudes of <1.1 R☉. Analysis of Fe, Si, and Mg spectral lines reveals a peaked line-shape core and broad wings that can be characterized by a kappa VDF. A kappa distribution fit gives very small kappa indices off-limb of κ ≈ 1.9–2.5, indicating either (a) ion populations far from thermal equilibrium, (b) fluid motions such as non-Gaussian turbulent fluctuations or non-uniform wave motions, or (c) some combination of both. These observations provide important empirical constraints for the source region of the fast solar wind and for the theoretical models of the different acceleration, heating, and energy deposition processes therein. To the best of our knowledge, this is the first time that the ion VDF in the fast solar wind has been probed so close to its source region. The findings are also a timely precursor to the upcoming 2018 launch of the Parker Solar Probe, which will provide the closest in situ measurements of the solar wind at approximately 0.04 au (8.5 solar radii).
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1. Introduction

Coronal holes, regions where the solar magnetic fields stretch far out into the heliosphere, are normally the source of the fast solar wind (see Cranmer 2009 as a review). The fast solar wind displays significant non-equilibrium properties. In situ measurements at large heliospheric distances show ions flowing faster than electrons, and kappa distributions (Olbert 1968; Vasyliunas 1968; Livadiotis & McComas 2009) of suprathermal particles are detected throughout the heliosphere (see Marsch 2006). For example, at 1 au the High Mass Resolution Spectrometer on board Wind (Gloeckler et al. 1995) detected minor ions with high-energy tails in their speed distributions, which were well-described by a kappa function with κ ≈ 2.5–4 (Collier et al. 1996). Closer to the Sun, coronal hole spectroscopic observations have shown evidence for ion temperatures that are greater than the electron temperature (Landi & Cranmer 2009; Hahn & Savin 2013a), ion temperature anisotropies of T⊥/T∥ ≈ 10–100 (Kohl et al. 1998; Cranmer 2009; Hahn & Savin 2013b), and non-Gaussian spectral line shapes at ≈2 R☉. These observations have been carried out using the Solar Ultraviolet Measurements of Emitted Radiation (SUMER; Wilhelm et al. 1995) and the Ultraviolet Coronagraph Spectrometer (UVCS; Kohl et al. 1995) on board the Solar and Heliospheric Observatory (SOHO; Domingo et al. 1995), and with the Extreme Ultraviolet (EUV) Imaging Spectrometer (EIS; Culhane et al. 2007) on board Hinode (Kosugi et al. 2007).

In solar structures other than coronal holes, several spectroscopic studies have already inferred non-Gaussian spectral lines. Lee et al. (2013) found evidence of non-Gaussian lines in solar active regions using EIS, while Dudík et al. (2017) used the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al. 2014) to detect non-Gaussian lines in the transition region. Jeffrey et al. (2016, 2017) found evidence of non-Gaussian spectral lines in different regions of two solar flares using EIS. Jeffrey et al. (2017) showed that the physical part of the line could be well fitted with a kappa velocity distribution function (VDF) giving κ < 10, suggestive of non-Maxwellian ion VDFs. By fitting a convolution of different instrumental and physical profiles, they found that the large range of κ produced for a given line width made a physical rather than instrumental origin for these features more likely.

Non-thermal processes are expected to be more evident in coronal holes where the density is lower and collisions that thermalize the plasma are rarer. Indeed, many non-thermal properties of the solar wind likely originate in the corona rather than developing locally. Analyses of in situ data have shown that some non-thermal properties in the solar wind are reduced in parcels of wind that have undergone greater collisional relaxation between the Sun and the observation point (Cranmer 2002; Kasper et al. 2008). This suggests that the underlying processes producing non-thermal properties take place near the Sun. Furthermore, non-Gaussian spectral line shapes could be produced directly by the fluid motions (waves or turbulence; e.g., Marandet et al. 2004; Marandet & Duffy 2006) that pervade the solar wind (see Tu & Marsch 1995; Bruno & Carbone 2005; Alexandrova et al. 2013) and affect its generation and evolution.

Here, using spectral lines observed with EIS, we provide evidence that non-Gaussian VDFs exist at low altitudes (<1.1 R☉) in a polar coronal hole at the base of the fast solar wind. These data provide important observational constraints for models of solar wind heating, acceleration, and energy deposition. For this study, we analyzed the line shapes of five different ions as we describe below.
2. Data Analysis

We analyzed EUV spectral data from the southern polar coronal hole observed by EIS on 2009 April 23. A SOHO Extreme ultraviolet Imaging Telescope (EIT; Delaboudinière et al. 1995) 195 Å image of the coronal hole is shown in Figure 1. The EIS 2″ slit locations for four separate 30-minute observations are shown. The data from each were combined for this analysis. The data preparation and averaging have been previously described in Hahn et al. (2012) and Hahn & Savin (2013a). We also binned the data along the slit in order to increase the signal-to-noise ratio. We used a 15″ binning for Si VII and Fe VIII, 20″ for Fe IX, and 25″ for Mg VII and Si X. Additionally, we accounted for the EIS spectral pixel size of Δλ = 0.022 Å using the code icsf.pro (Klimchuk et al. 2016), which accounts for the finite λ binning.

Here, we apply the EIS spectral line-shape analysis of Jeffrey et al. (2016, 2017) to these coronal hole data. We focus on unblended spectral lines and fit the lines with three different functions: (1) a single Gaussian (SG), (2) a convolved kappa-Gaussian (KG), and (3) a double Gaussian (DG). The KG function \( y(\lambda) = G(\lambda) * K(\lambda) \) is a convolution of a Gaussian \( G \) and a kappa function \( K \), where \( \lambda \) is the wavelength. It has five free fit parameters labeled \( A[i] \):

\[
y(\lambda) = \sum_{i} A[i] \left\{ \exp \left( \frac{-(\lambda - A[2])^2}{2\sigma^2(Y)} \right) \right\} \left( 1 + \frac{(\lambda - X - A[2])^2}{2A[3]A[4]} \right)^{-A[4]+1}. \tag{1}
\]

The Gaussian function in the first pair of curly brackets accounts for the EIS instrumental broadening, which is characterized by a standard deviation \( \sigma \). For a given EIS slit width, \( \sigma \) is a function of \( Y \) along the EIS charge-coupled device. The second pair of curly brackets contains the kappa function, which parameterizes any non-Gaussian properties of the line shape. Lines with \( \kappa \gtrsim 20 \) are indistinguishable from Gaussian and lines with \( \kappa < 10 \) show clearly enhanced wings. The kappa line profile in Equation (1) is derived from a three-dimensional kappa distribution of the first kind integrated over velocities perpendicular to the line-of-sight (Jeffrey et al. 2017), and the line-of-sight VDF is \( \approx \frac{I(\lambda)}{\frac{\partial I}{\partial v}_l} \), where \( I \) is the line intensity, \( v_l \) is the line-of-sight velocity, \( \lambda_0 \) is the rest wavelength, and \( c \) is the speed of light.

Figure 1. Left: an EIT 195 Å image of the coronal hole. The four EIS slit locations used are shown. The red rectangle denotes the range of \( Y \) values found to be suitable for the analysis (\( \approx -90^\circ > Y > -1030^\circ \)). The solar limb at \( R_s \approx 954^\circ \) is denoted by the white curve. Right: a cartoon of the observation and the possible processes producing non-Gaussian line shapes. Z denotes the line-of-sight direction.

Our use of the kappa line profile is primarily a convenience for detecting departures from Gaussian and does not necessarily mean that the underlying ion or plasma VDF is precisely a kappa distribution. The double Gaussian (DG) function checks whether a two-component fit is sufficient to describe line profiles that cannot be adequately fitted using a single Gaussian. A two-component line profile could indicate that a component of the plasma has a bulk flow velocity or it might indicate the presence of two distinct structures with different characteristic profiles along the line-of-sight (e.g., Chae et al. 1998).

Spectral lines suitable for analysis are free of blends and located far away from other lines. We require that the lines have an absolute value of skewness, \( S \) (the third moment measuring asymmetry), lower than 0.1 and a “noise,” \( N \), less than \( \approx 10\% \), where \( N \) is defined as the standard deviation of all individual line intensity errors divided by their intensities. This choice of criteria is discussed in Jeffrey et al. (2016, 2017).

The lines suitable for a profile analysis are Si VII 275.361 Å, Si X 258.374 Å, Mg VII 276.154 Å, Fe VIII 186.599 Å, and Fe IX 197.862 Å. The main properties of each line are shown in Table 1. These lines have formation temperatures \( T \) in units of K between log \( T = 5.7–6.2 \) (\( T \approx 0.5–1.5 \) MK) and are composed of three elements (Mg, Si, and Fe) with three different masses and charge-to-mass ratios in the range of \( Q/M = 0.14–0.36 \), where \( Q \) is in units of \( e \) and \( M \) is the ion mass in atomic mass units.

Each of our three model functions has a different number of free parameters: \( \nu = 4 \) for SG, \( 5 \) for KG, and \( 6 \) for DG. In order to compare them to one another and determine the best model for each line profile, we use three different figures of merit.

1. The fit residuals defined as \( R_i = \frac{\sigma - m_i}{\epsilon_i} \), where \( \sigma \) are the observed intensity values, \( \epsilon_i \) are the observed intensity error values, and \( m_i \) are the model values.
Table 1

<table>
<thead>
<tr>
<th>Ion</th>
<th>Wavelength (Å)</th>
<th>log T</th>
<th>Q/M</th>
<th>No. of Altitudes</th>
<th>Full κ Range</th>
<th>Off-limb κ Range</th>
<th>Off-limb (κ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe VIII</td>
<td>186.599</td>
<td>5.7</td>
<td>0.14</td>
<td>7</td>
<td>1.6–2.3</td>
<td>1.9–2.3</td>
<td>2.1</td>
</tr>
<tr>
<td>Si VII</td>
<td>275.361</td>
<td>5.8</td>
<td>0.25</td>
<td>8</td>
<td>1.8–2.4</td>
<td>2.1–2.4</td>
<td>2.3</td>
</tr>
<tr>
<td>Mg IX</td>
<td>270.154</td>
<td>5.8</td>
<td>0.29</td>
<td>1</td>
<td>2.1</td>
<td>2.1</td>
<td>2.2</td>
</tr>
<tr>
<td>Fe IX</td>
<td>197.862</td>
<td>6.0</td>
<td>0.16</td>
<td>6</td>
<td>2.0–2.3</td>
<td>2.2–2.4</td>
<td>2.3</td>
</tr>
<tr>
<td>Si X</td>
<td>258.374</td>
<td>6.2</td>
<td>0.36</td>
<td>1</td>
<td>2.6</td>
<td>2.6</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Note. Indicates the formation temperature taken from the CHIANTI line list (Dere et al. 1997; Landi et al. 2013). Q/M is the charge-to-mass ratio, and κ is the Kappa index. The table lists the ions in the order of their formation temperature, weakly suggesting that κ increases with temperature.

2. The reduced chi-squared \( \chi^2_{\text{r}} = \frac{\chi^2}{\text{DOF}} = \frac{1}{\text{DOF}} \sum R_i^2 \) from the weighted least-squares fit, where \( \chi^2 \) is the full chi-squared value. The degrees of freedom \( \text{DOF} = N - \nu \), where \( N \) is the number of data points. The Bayesian information criterion (or BIC test; Schwarz 1978) is defined as BIC = \(-2 \ln(L) + \nu \ln(N)\), where \( L \) is the likelihood (e.g., Hilde et al. 2017). If the intensity errors are normally distributed, then \(-\ln(L) = \frac{1}{2} \sum_{i=1}^{N} \frac{\alpha_i - \mu_i}{\sigma_i^2} + \frac{1}{2} \log(2\pi \sigma_i^2)\) (e.g., Press et al. 1992). The BIC, i.e., the difference between model i and model j, can then be written as \( \Delta \text{BIC} = \text{BIC}_i - \text{BIC}_j = \chi^2_{\text{r}} - \chi^2_{\text{r}} + \nu_i \ln(N) - \nu_j \ln(N) \).

The BIC test is useful as it explicitly accounts for the different number of free parameters in the model. Based on these tests, we define criteria that will allow us to state with confidence if a line profile is non-Gaussian, using the κ index. The main criterion is that \( \Delta \text{BIC} = \text{SG BIC} - \text{KG BIC} \geq 10 \) (Neath & Cavanaugh 2012). In most cases, \( \Delta \text{BIC} \) is very large (\( \geq 100 \)). We also have confidence that the differences are significant when the SG \( \chi^2_{\text{r}} \) is at least twice as large as the KG \( \chi^2_{\text{r}} \).

However, we will show in Section 3 that \( \chi^2_{\text{r}} \) is often very large after binning the data, so that \( \Delta \text{BIC} \) is our prime method of model comparison. Also, there are cases where the line noise or skewness lies marginally outside the stated criteria, but such lines might still suitable for our analysis.

3. Results and Uncertainties

Figure 2 shows line fitting examples that met the criteria discussed above. The spectral line intensities are plotted using a log scale that show the wings clearly, since they have an intensity 1–2 orders of magnitude smaller than the peak. All lines show broad wings to different degrees. For Si VII, in particular, it is clear that a single Gaussian is unable to fit these broad wings. The smaller insert panels show the line peak using a linear scale, demonstrating that a single Gaussian is also unable to fit the peak in most cases. However, all models, including KG, produce large values of \( \chi^2_{\text{r}} \approx 50–100 \), since the intensity errors are small, in many cases only 0.1%–1% of the intensity values. This produces residuals with values of \( R = 10 \) (Figure 2). A likely reason for the relatively large \( \chi^2_{\text{r}} \) values is that neither a KG, SG, nor DG distribution is an adequate model, particularly after we combine counts from many different plasma elements both along the line-of-sight in one pixel and over many pixels after binning. The poor \( \chi^2_{\text{r}} \) value then reflects the remaining discrepancy between the model and the physical distribution. We emphasize that our analysis detects non-Gaussian line profiles, and the kappa function is a convenient profile to detect such lines, but they are not necessarily kappa VDFs.

Due to the large \( \chi^2_{\text{r}} \), \( \Delta \text{BIC} \) is primarily used to compare the different models, since it is a way of comparing different fits while controlling for the fact that a fit with more free parameters is bound to be better. However, the computation of \( \Delta \text{BIC} \) uses \( \chi^2 \), so it is important that the \( \chi^2_{\text{r}} \) are shown and compared for different spatial binning. In Figure 3, we test different spatial binning of: \( 1^\circ, 2^\circ, 5^\circ, 8^\circ, 10^\circ, 15^\circ, \) and \( 20^\circ \), using the most intense lines of Si VII and Fe VIII. Figure 3 shows that for smaller binning, the models do represent a more acceptable fit to the data. However, for smaller binning, the KG \( \chi^2_{\text{r}} \) values are still \( \geq 3 \) and often \( \geq 10 \), even for \( 1^\circ \) binning. More importantly, the spatial binning, and hence large \( \chi^2_{\text{r}} \), does not change the results of the \( \Delta \text{BIC} \) test, nor does it significantly change the inferred values of \( \kappa \). Thus, the spatial binning does not change the result that non-Gaussian spectral lines exist in this data or the results of our \( \Delta \text{BIC} \) test, even if kappa does not describe the underlying VDF correctly. For the comparison of different lines, we use the binning defined in Section 2, allowing (1) an analysis over a slightly larger altitude range and (2) the study of weaker lines such as Mg VII and Si X.

A possible systematic effect is that the line broadening might be due to a flow component of the fast solar wind along the line of sight, but we can rule this out. At these heights, the solar wind speed is \( \approx 10 \) km s\(^{-1}\) (Cranmer et al. 1999). At 200 Å, a flow of 10 km s\(^{-1}\) corresponds to a Doppler shift of \( \approx 0.007 \) Å. Assuming that the coronal hole is perpendicular to the center line of sight and reaches a maximum angle of roughly 30° at the edge, the solar wind could, at most, shift the profiles by 0.002 Å. The observed broadening of the line wings relative to the SG profile is at least an order of magnitude larger. Thus, it is unlikely that solar wind flow alone is the cause of the observed non-Gaussian profiles. An earlier analysis of these coronal hole data by Hahn et al. (2012) and Hahn & Savin (2013a) show that instrument stray light is negligible at low altitudes.

We also fit the lines with another KG function (KG2), where the kappa part represents the instrumental profile and the Gaussian part represents the physical line profile (as in Jeffrey et al. 2017). We use this function to test whether the non-Gaussian features of the line are an instrumental effect. As expected, the KG2 kappa part can account for the non-Gaussian features of the line, and we find that KG2 gives \( \chi^2_{\text{r}} \) and \( \Delta \text{BIC} \) values similar to KG. For the lines considered here, the instrumental width (FWHM) varies between 0.064 and 0.069 Å over the range of Y studied, and this varying width is accounted for during fitting. However, our use of the KG2 function shows that for a given Y position, and hence for fixed instrumental values of width at that position, KG2 gives
different instrumental values of $\kappa$ for each ion. This result implies that the non-Gaussian profiles are more likely physical, since otherwise the instrumental line shapes (and hence $\kappa$) would be the same at each $Y$ position, in contrast to our findings that they vary.

Figure 4 compares the noise $N$ and skewness $S$ of all lines studied as well as the model goodness-of-fit indicators: $\Delta$BIC and the $\chi^2$ ratio versus altitude, using the spatial binning given in Section 2. All of the lines suitable for study fall at low altitudes $>-1030''$ ($\approx 1.1 R_\odot$), where the intensities are high. There are 23 altitudes where the lines are suitable for analysis (Table 1). In every case for which the data were good enough to apply the analysis, we found non-Gaussian profiles. There were no cases in which SG provided a significantly better fit than KG. Figure 4 illustrates the derived $\kappa$ index versus altitude for each of the lines as we now discuss.

$\text{Si VII}$ 275.36 Å is formed at $\approx T \log 5.8$ and is the best line for this study. It has low noise with the background 2–3 orders of magnitude below the peak intensity. Eight spatial bins were suitable for study between 0.98 and 1.1 $R_\odot$. The broad wings are clearly visible. In all cases, $\Delta$BIC $\approx 1000$ indicates that the KG function better describes the line profile. We note that the DG function is also a better model than the SG. The $\kappa$ indices inferred from the KG fits are low, ranging from $\kappa \approx 1.9$–2.3.

$\text{Fe VIII}$ 186.599 Å is formed at $\approx T \log 5.7$ and it is more intense at low altitudes. However, the background is larger. Seven spatial bins were suitable for analysis. The fits were significantly non-Gaussian with $\kappa \approx 1.6$–2.3.  

$\text{Fe IX}$ 197.86 Å is formed at $\approx T \log 6.0$. The spectral window containing Fe IX has a high background that could mask the low intensity wings, and Fe IX is less intense than Si VII or Fe VIII. However, seven Fe IX spatial bins do satisfy the $\Delta$BIC difference test with values $>20$. Considering the positions satisfying the relaxed criterion we find $\kappa \approx 2.0$–2.3.  

$\text{Mg VII}$ 276.15 Å is formed at $\approx T \log 5.8$ and has a low intensity. The Mg VII line was suitable for analysis of one spatial bin. We found $\kappa \approx 2.1$.  

\textbf{Figure 2.} Line fitting results for five lines using the spatial binning described in Section 2. Top row: Si VII at three altitudes, middle row: Fe VIII at three altitudes, and bottom row: one example of Fe IX (left), Mg VII (middle), and Si X (right). Each panel shows SG (orange), DG (green), and KG (blue) fits, as well as the $\chi^2$ values and the $\kappa$ indices determined from the KG fits. The horizontal bars represent the EIS spectral pixel size of $\Delta \lambda = 0.022$ Å.
Si X 258.37 Å is formed at log $T \approx 6.2$. The lines from this ion were not very intense and Si X was only suitable for analysis at one spatial bin. We found a non-Gaussian profile with $\kappa \approx 2.5$.

### 4. Discussion

We find non-Gaussian line profiles low in a coronal hole, which are better represented by kappa distributions with $\kappa < 2.6$. The inferred value of $\kappa$ increases moving radially outward until the observations reach the solar limb, as can be seen for both Si VII and Fe VIII before $\approx 1 R_\odot$. Above this altitude, Si VII $\kappa$ remains approximately constant at values of $\kappa \approx 2.1–2.3$. The other lines have similar $\kappa$ values. The initial increase of $\kappa$ in the on-disk data may be due to flows along the line of sight. Above the limb, the line of sight is nearly perpendicular to the magnetic field so that flows are greatly reduced. In principle, flows from spicules and low-lying loops could affect the profiles in the off-limb data, but $\kappa$ becomes approximately constant above the limb, suggesting that this is not an important effect. Nevertheless, this should be confirmed in future work by studying lines at larger altitudes.

There appears to be a weak $\kappa$ dependence with temperature, with $\kappa$ increasing slightly with increasing temperature. However, the changes are small since the entire off-limb $\kappa$ range is only $\approx 1.9–2.5$. If this trend is real, one possible explanation is that it is caused by different structures along the line-of-sight. Cooler lines are likely to be emitted by the coronal hole plasma, whereas warmer lines could be contaminated by quiet-Sun emission. As the quiet Sun is denser than the coronal hole, there may be more collisions driving those lines toward a Maxwellian.

The data were not sufficient to identify the physical mechanism generating the profiles, although our analysis clearly shows non-Gaussian line profiles at the base of the fast solar wind. One explanation is fluid motions such as turbulence or waves. Alternatively, we might be observing non-thermal ion VDFs, possibly from ion heating. Hence, the
profiles may be due to macroscopic fluid motions, microscopic ion motions, or both.

One way to distinguish fluid motions from ion motions is to study ions of different masses $M$ or charge-to-mass ratios $Q/M$. Fluid motions might be expected to affect all ions in the same way, but the ion VDFs may differ due to heating that depends on $M$ or $Q/M$. Similar techniques have been used to separate thermal from non-thermal broadening in spectral lines (Tu et al. 1998; Landi & Cranmer 2009; Hahn & Savin 2013a, 2013b). Alternatively, processes such as the cascade of MHD waves toward smaller scales might be expected to produce more efficient ion acceleration, and hence lower $\kappa$ indices, for ions with lower cyclotron frequencies $\Omega_{c,p}$, since $\Omega_{c,p} = (Q/M)\Omega_{c,e}$ (e.g., see the recent review by Klein & Dalla 2017), where $\Omega_{c,p}$ is the proton cyclotron frequency.

Here, we find no significant trend in $\kappa$ with $M$ or $Q/M$, but it is also likely that any trend in $\kappa$ with $M$ or $Q/M$ is hard to identify because of the measurement uncertainties, the small number of lines, and the limited range of altitudes. Moreover, we note that Si and Mg are lighter than Fe, so any real effects from their VDF due to ion acceleration might be more evident in their line profile because they should have a larger velocity.

Finally, at low altitudes, the Doppler motions are observed perpendicular to the magnetic field, which could be suggestive of, e.g., Alfvénic fluctuations. Evidence of Alfvén wave dissipation via non-thermal broadening was presented in Hahn & Savin (2013a) for these data. While wave dissipation and turbulence are normally diagnosed from line broadening (e.g., Kontar et al. 2017), non-Gaussian VDFs might provide evidence of turbulent intermittency in the corona, a property of solar wind turbulence (see Alexandrova et al. 2013). Clearly additional observational work is needed to better constrain the physical mechanism(s) generating the observed non-Gaussian line profiles.

5. Summary

We have reported the detection of non-Gaussian EUV spectral line shapes at the base of the fast solar wind (<1.1 $R_\odot$). We quantified the non-Gaussian properties of these lines in terms of $\kappa$, which were found to range off-limb between $\approx$1.9–2.5. The cause of these non-Gaussian line profiles may be (a) non-Maxwellian ion VDFs at the base of fast solar wind, (b) fluid motions such as non-Gaussian turbulent fluctuations or non-uniform wave motions, or (c) some combination of both. The findings are a timely precursor to future observations with the Parker Solar Probe (Fox et al. 2016), which will study ion VDFs in situ as close as $\approx$8.5 $R_\odot$, and hence test whether non-Gaussian VDFs are indeed formed very close to the Sun.
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