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Robust Network-Constrained Energy Management of a Multiple Energy Distribution Company 

in the presence of Multi-Energy Conversion and Storage Technologies 
 

Abstract 

Multi-energy systems have been developed to supply the multi-energy users economically by 

considering the physical limitations of different energy networks. This paper proposes a new entity 

called multiple energy distribution company (MEDC) to meet the electricity, gas, and heat demands of 

consumers in the presence of renewable energy resources (RESs) and multi-energy conversion 

technologies with the lowest operating cost. To achieve a more accurate scheduling model, a multi-

energy flow model is used that involves practical constraints of the power distribution network, heating 

distribution network (HDN) and natural gas distribution network simultaneously. A variable mass flow 

and temperature control strategy is applied in the HDN to make a high-performance energy supply 

scheme. Multi-energy storage systems (MESSs) and integrated demand response (IDR) are also 

considered to increase the flexibility of the MEDC for serving multi-type energy demands. Moreover, 

a hybrid robust-stochastic optimization technique is adopted to handle the system uncertainties, where 

the uncertainties related to RESs and energy prices are addressed under a scenario-based stochastic 

programming and a robust optimization technique, respectively. The simulation results demonstrate that 

the efficient use of MESSs and IDR improves the performance of multi-energy generation units in the 

presence of multi-energy distribution network constraints and reduces the total operation cost by 15%. 

Keywords- Multi-energy systems, heat distribution network, gas distribution network, robust 

optimization, multi-energy storage systems, integrated demand response, hybrid optimization approach 

 

 

 

 

 

 

 

 

 



Nomenclature 

Indexes and sets   

t  Scheduling intervals 

s Scenarios  

g Gas suppliers 

i  GF-CHP and NGFPG units 

w Wind power units  

v PV units  

e EB units 

' '', ,b b b
 PDN buses 

k, f GDN nodes 

h HDN nodes 

el Electric demand  

gl Residential gas demand 

hl Heat demand 

es ESS 

gs GSS 

hs HSS 

NT Number of  scheduling intervals 

NEL Number of  electric demands 

NGL Number of  gas demands 

NHL Number of  heat demands 

NP Number of CHP and NGFPG units 

NC Number of  NGFPF units 

NCHP Number of CHP units 

NES Number of  ESSs 

NGS Number of  GSSs 

NHS Number of  HSSs 

NW Number of wind power units 

NV Number of PV units 

NEB Number of EB units 

AS / AR
 Set of supply/return pipes ending at nodes 

AS / AR
 Set of supply/return pipes starting at nodes 

  

Parameters   



min max,i iP P  Min/Max power limit of generation units 

min max,es esPD PD  Min/Max discharge rate of ESSs 

min max,es esPC PC  Min/Max charge rate of ESSs 

min max,es esES ES  Min/Max capacity of ESSs 

max max,hs gsHD GD  The maximum discharge rate of HSSs/GSSs 

max max,hs gsHC GC  The maximum charge rate of HSSs/GSSs 

min max,hs hsHS HS  Min/Max capacity of HSSs 

min max,gs gsGS GS  Min/Max capacity of GSSs 

max

eEB  Maximum power consumption of EBs 

_ _,es dis es ch

es es   Discharge/Charge efficiency of ESSs 

_ _,hs dis hs ch

hs hs   Discharge/Charge efficiency of HSSs 

_ _,hs dis hs ch

hs hs   Discharge/Charge efficiency of GSSs 

,i iMOT MOFT  Minimum on/off time of power units 

iRU , 
iRD  Up/Down ramp rate of power units 

sup

gRU , sup

gRD  Up/Down ramp rate of gas suppliers 

' ', ,
,

b b b b
x r  Reactance/Resistance of PDN lines 

, ,edr hdr gdr

el hl glC C C  The implementation cost of IDR 

, ,edr hdr gdr

el hl glEL EL EL  Electric/Heat/ Gas demands 

, ,E H G

el hl gl    Maximum shiftable electric/heat/gas demand 

_

, ,

f wind

w t sP , _

, ,

f pv

v t sP  Forecasted power of wind/PV 

max min,b bv v  Max/Min voltage in the PDN 

,max ,min,su su

h hT T  Max/Min supply pipelines temperature 

,max ,min,re re

h hT T  Max/Min return pipelines temperature 

max

k , min

k  Max/Min pressure of the GDN  

iHR  Heat rate of power generation units 

eCOP  Coefficient of performance of EB units 

'

max

,b b
i  The maximum current of PDN lines 

_e mt

t , _g mt

t  Power/Gas market price 

coal  Coal fuel price 

Variables  



, ,,i,t,s i t sP Q  Active/Reactive power generated by GF-CHP and NGFPG units 

,

mt

t sP ,
,

mt

t sG  The energy exchanged with power/gas markets 

, ,i t sB  Commitment status of power generation units 

, ,i t sY  Start-up state of power generation units 

, ,i t sX  Shut-down state of power generation units 

, , , ,,es t s es t sBD BC  Discharge/charge status of ESSs 

, , , ,,i t s i t sSTC SHC  Start-up/shut-down cost of power units 

,i tH ,
, ,

EB

e t sH  The heat generated by GF-CHP/EB units 

, , , ,,up dn

el t s el t sELR ELR  Increased/decreased electric demand  

, , , ,,up dn

hl t s hl t sHLR HLR  Increased/decreased heat demand  

, , , ,,up dn

gl t s gl t sGLR GLR  Increased/decreased gas demand  

, , , ,,wind wind

w t s w t sP Q   Active/Reactive power output of wind 

, , , ,,pv pv

v t s v t sP Q   Active/Reactive power output of PV 

, , , ,,es t s es t sPD PC  Discharge/Charge rate of ESSs 

, , , ,,hs t s hs t sHD HC  Discharge/Charge rate of HSSs 

, , , ,,gs t s gs t sGD GC  Discharge/Charge rate of GSSs 

, ,es t sES ,
, ,hs t sHS ,

, ,gs t sGS  Available power/heat/gas level of in ESSs/GSSs/HSSs 

, , , , , ,, ,dr dr dr

el t s hl t s gl t sEL HL GL  Power/Heat/Gas demand after the IDR 

' ', , , , , ,
,

b b t s b b t s
PF QF  Active/Reactive power of PDN lines 

', , ,b b t s
i  The current of the PDN lines 

, ,b t sv  The voltage of the PDN buses 

, ,i t sM , , ,

EB

e t sM  The mass flow rate of GF-CHP/EB units 

, ,hs t sMC , , ,hs t sMD  The mass flow rate of charge/discharge of HSS 

, ,

HL

hl t sM  The mass flow rate of heat demand 

, ,

su

j t sM , , ,

re

j t sM  The mass flow rate of supply/return pipelines  

, ,

su

h t sT , , ,

re

h t sT  Supply/Return pipelines water temperature 

, ,k t s  The pressure of the GDN nodes  

, , ,k f t sF  The gas flow of the GDN lines 

sup

, ,g t sG  Gas supplied by gas suppliers 

s ,
,t s  Dual variables 



,t sU  Auxiliary variable 

1. Introduction 

1.1. Motivation  

Energy distribution systems are generally considered as individual networks with separate energy 

vectors such as power, gas, and heat [1].  Energy distribution companies are responsible for meeting 

the energy demand of end-users at the lowest cost [2, 3]. A heat distribution network (HDN) is one of 

the energy carrier networks that has received much attention in recent years in many Nordic countries, 

such as Denmark. HDN is a promising tool for saving energy and reducing carbon emissions [4]. In 

HDN, heat is mainly generated by gas-fired based combined heat and power (GF-CHP) units and 

electric boilers (EBs) at big centralized stations and transmitted to the heat customers via the 

underground pipelines as hot water or steam instead of fuel [5, 6]. As such, buildings do not require 

independent heating units, which means that there is no need to transfer gas or oil to the buildings. With 

the increasing use of highly efficient energy conversion technologies, such as GF-CHP units and EBs, 

the independent structure of traditional energy distribution companies must be shifted towards 

integrated energy management to make the best use of multi-energy conversion and storage 

technologies and meet the multi-energy demands at the lowest cost [7, 8]. To this end, a new entity 

called multiple energy distribution company (MEDC) is introduced to supply the power, gas and heat 

demands simultaneously, where the physical constraints of the multi-energy distribution network are 

considered to achieve a high-performance scheduling model. 

1.2. Literature review 

Optimal scheduling of energy service providers to meet the various demands of consumers under 

integrated management in the presence of energy conversion facilities has attracted the attention of 

researchers in recent years. In [9], the authors proposed a hybrid info-gap/interval/stochastic approach 

to calculate optimal scheduling of energy hubs integrated into power distribution networks (PDNs) by 

considering wind power, demand, and energy price uncertainties. In [10], a hybrid robust/stochastic 

approach is proposed to determine the optimal participation of a multi-energy service provider in multi-

energy markets, where the role of energy conversion technologies has been investigated on the profit 



of multi-energy service provider. In [11], a scenario-based two-stage iterative technique is adopted for 

optimal scheduling of power and thermal-based energy storage systems in multi-energy networks. In 

[12], the stochastic optimal scheduling of a coupled power, heat and gas delivery system is studied by 

the full consideration of carbon-capture-based power-to-gas technology, renewable energy resources 

and GF-CHP units. In [13], a conditional-value-at-risk based stochastic model is presented for 

managing the uncertainties of multi-energy demands and wind power in a multi-energy system, where 

the P2G technology and compressed air energy storage has been introduced as flexible options to 

minimize the total operation cost. 

Some of the literature focused on the interaction between power and heat distribution networks through 

modelling the physical constraints of both systems in recent years. In [14], the interconnection between 

PDN and HDN is considered through CHP units and EBs, where the DHN operator solves a heat flow 

problem according to the nodal electricity prices determined from the power flow problem and obtains 

the best heat generation strategy. A new integrated power and heat scheduling model is formulated in 

[15] that includes the thermal inertia of the HDN to increase the flexibility of CHP units for integrating 

wind power. A robust optimization approach for coordinated electrical and heat distribution networks 

is proposed in [16], where smart buildings have been modelled as equivalent storage devices to improve 

operational flexibility and provide extra reserves in PDNs. In [17], the optimum unit commitment is 

determined in interlinked PDN and HDN under a two-stage robust optimization technique with variable 

wind power output. A high-efficient model is also proposed in [18] to injection heat to HDN while 

generating hydrogen, where power-to hydrogen-to heat technology has been considered for the power-

heat-hydrogen dispatch in linked PDN and DHN. In [19], a comprehensive technical evaluation of the 

operation of coupled PDN and HDN is studied, where EBs have been introduced to support the 

transition to intelligent energy systems.  

Several works of literature also evaluated interdependency between power and gas distribution 

networks through modelling the physical constraints of both systems. A dynamic pricing problem in 

power and gas distribution networks is provided in [20], where power and gas companies act as leaders 

in the upper level and obtain their optimal dynamic prices via modelling the demand response presented 

by integrated aggregators in the lower level.  A two-step data-driven DRO is proposed in [21] to model 



the optimization problem of combined PDN and gas distribution network (GDN), in which the 

minimum voltage deviation and minimum operation cost are determined through active power 

management and reactive power provision in both day-ahead and real-time step. In [22], authors studied 

a decentralized structure for the optimal scheduling of integrated PDN and GDN in networked energy 

hubs, where the integrated system operator specifies the optimal dispatch of units while maintaining the 

privacy of stockholders’ data. In [23], a tri-level robust optimization method is introduced to improve 

the power and gas-based distribution networks resilience with respect to the worst N-k contingencies. 

The authors studied a coordinated scheduling approach for the power and gas integrated distribution 

network in [24], considering combined cooling, heating and power units, where the integrated system 

operator is responsible for serving power, heat and cooling demands. An integrated scheduling model 

for PDN and GDN is presented in [25], which considers technical and environmental constraints in the 

presence of power and gas-based storage systems. In [26], a two-stage stochastic model for the optimal 

operation of combined PDN and GDN is presented, which integrates multiple energy systems such as 

power, heat, and gas. A column-and-constraint generation method is solved in [27] for optimal 

operation of the power distribution network, where the bidirectional physical and economic interactions 

with the gas system are considered. 

1.3. Gaps and contributions 

It can be realized from the investigated literature that the optimal scheduling of a network-constrained 

multi-energy distribution system with multi-energy storages and integrated demand response (IDR) 

have not been appropriately investigated. The significant gaps in the studied literature can be defined 

as follows: 

1) In [9-13], researchers have not considered the physical constraints of gas and heat distribution 

networks in the optimal operation of multi-energy systems and have only evaluated the role of 

emerging energy resources in such systems.  

2) Some of the literature, such as [14-27], mainly focused on the cooperation of PDN and HDN or 

PDN and GDN and did not consider the interaction of all three distribution networks 

simultaneously. Since the interdependence of energy networks increases with the rise of GF-CHP 

units, it is necessary to consider a network-constrained integrated energy management structure. 



3) In [14-20], the authors mainly modelled the HDN based on constant mass flow and variable 

temperature (CF-VT) control strategy, which has less flexibility compared with variable mass flow 

and variable temperature (VF-VT) control strategy. 

4) The effect of IDR in network-constrained multi-energy distribution systems has not been 

investigated in [14-27]. 

Based on the gaps defined above and Table 1, the main contributions of this paper can be described in 

detail  as follows: 

 A new entity called multiple energy distribution company (MEDC) is proposed, in which the 

MEDC operator meets the electricity, gas and heating demand of the consumers simultaneously at 

the lowest cost, while the physical constraints related to the power, gas and heating distribution 

networks and their interaction with each other are fully taken into account. 

 A variable mass flow and variables temperature (VF-VT) control strategy is proposed to increase 

the flexibility of HDN.  

 A coordinated scheduling model for multi-energy storage systems and IDR is considered to enhance 

the flexibility of the MEDC for serving multi-type energy demands.  

 A hybrid robust-stochastic optimization approach is adopted to manage the uncertainties of the 

multi-energy distribution network. In the proposed model, uncertainties associated with wind power 

and photovoltaic units are handled by a risk-neutral stochastic approach, and a risk-averse approach 

is suggested to consider the fluctuations of market price without the need for probability distribution 

function (PDF). The proposed hybrid technique enables the operator to use both risk-neutral and 

risk-averse strategies simultaneously with respect to the nature of uncertainties to adopt a more 

efficient decision-making model. 

       1.4. Paper organization 

The rest of this paper is organized as follows: Section 2 is related to the description of the proposed 

MEDC. Section 3 presents the problem formulation that includes objective function with corresponding 

constraints. Section 4 consists of numerical and simulation results. Finally, section 5 concludes the 

paper.  

 



Table 1: Comparison between the proposed model and reviewed literature 

Refs 

Modelling energy 

distribution networks IDR 
Multi-energy storage 

Control strategy of 

HDN Uncertainty modelling approach 

PDN GDN HDN EES GSS HSS CF-VT VF-VT 

[9]  - -   -  - - Hybrid IGDT-stochastic-interval 

[13] - - - -    - - CVaR-based stochastic 

[16]  -  -  -   - Distributionaly robust optimization 

[17]  -  -  -   - 
Two-stage distributionaly robust 

optimization 

[21]   - -   - - - Robust optimization 

[23]   - - -  - - - Robust optimization 

[24]   - -  -  - - - 

[25]   - -   - - - - 

Proposed 

model 
       -  Hybrid robust-stochastic optimization 

2.     Problem description  

The MEDC operator acts as an intermediate link between the multi-energy markets and multi-energy 

users (MEUs). The MEDC operator predicts energy prices and MEUs' demand based on historical data. 

Accordingly, the MEDC operator solves a self-scheduling problem according to the forecasted energy 

prices and demand data to specify the selling/buying strategy with the energy markets by considering 

multi-energy distribution network constraints. Figure 1 represents the structure of the proposed MEDC. 

The MEDC operator can purchase power and gas from the multi-energy market or use energy resources 

under his ownership to satisfy MEUs' demand. Also, it can sell the excess power to the market to reduce 

the total operation cost. The proposed MEDC includes a GF-CHP unit, non-gas-fired power generation 

(NGFPG) unit, EB unit, gas suppliers, electrical storage system (ESS), gas storage system (GSS), heat 

storage system (HSS), wind power and PV units to satisfy the demand of MEUs. 

Furthermore, the MEDC operator can use the flexibility of MEUs under IDR programs and apply such 

programs based on incentives/ rewards paid to the responsive loads. According to the IDR concept [28-

30], the operator can shift the heat demand along with power demand in peak power price hours to the 

cheaper price hours, thus reducing the EBs' power consumption and the electricity purchase from the 

power market in peak hours. In addition, during the hours when gas demand is high, due to the higher 

priority of residential and commercial gas demand, the gas fuel required by gas-fired units may not be 

supplied during such hours. Therefore, by shifting part of the flexible gas demand to other hours, the 

pipeline congestion issue in the GDN is reduced, which in turn increases the gas-fired unit's 

participation such as GF-CHP units and reduces the operation cost of MEDC. So, applying these 

technologies can provide suitable opportunities for the MEDC operator to meet its responsibilities at 



the lowest operation cost. In addition, the stochastic nature of renewable energy resources (RESs) such 

as wind energy and PV units and the uncertainty of electricity prices pose a challenge for the MEDC 

operator to achieve integrated optimal management using GF-CHP units, EBs and other facilities. To 

this end, a hybrid robust-stochastic technique is adopted in this paper to manage the uncertainties related 

to wind power and PV units and power price. Accordingly, a risk-neutral stochastic approach is used to 

handle RESs uncertainty, and the robust optimization technique is considered to manage power price 

fluctuations since it has more severe uncertainty compared to RESs. 

 

Fig.  1. Structure of the proposed MEDC 



3.     Problem formulation  

To manage the uncertainties in the multi-energy distribution network, the optimal energy management 

problem of the proposed MEDC is formulated under a pure stochastic approach and hybrid robust-

stochastic optimization technique, respectively. 

3.1. Integrated energy management under stochastic approach 

A risk-neutral stochastic scheduling framework for the proposed MEDC is described in this section. 

Stochastic programming is a suitable way to make decisions in probabilistic and unknown conditions 

[31]. The MEDC operator uses the stochastic programming to obtain the optimal generation scheme of 

GF-CHP and NGFPG units, EBs, amount of energy sold/purchased to/from the multi-energy market, as 

well as the discharge and charge scheme of the energy storages and optimal implementation of IDR 

programs. The uncertainties relevant to wind power and PV units are expressed via various scenarios 

based on historical or forecasted data [32]. In addition, a practical scenario reduction approach is also 

applied to decrease the scenarios number and the computational difficulty of the optimization problem. 

The Monte Carlo simulation method is used to create a set of possible scenarios for modelling the 

uncertainties in the proposed multi-energy distribution network. 

Wind power uncertainty modelling: Many methods such as the time-series approach and the clustering 

method are considered to model the uncertain behaviour of wind power generation. However, Weibull 

PDF has been widely applied to model the wind speed (vspeed) changes due to its extreme adaptability. 

Weibull PDF is represented in (1), where k and c are the shape and scale factors, respectively [33, 34]. 

After generating scenarios using Weibull distribution, wind power production that depends on wind 

speed can be calculated as (2). 

1( ) ( )( ) exp ( )
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Where 
,maxwind

wP is rated power of wind plant; 
in

wv , 
out

wv  and 
r

wv   are defined as the cut-in, cut-out and 

rated wind speed, respectively. 



 PV power uncertainty modelling: The power generated by a PV system is associated with three 

parameters: solar radiation, ambient temperature, and plate profile, where solar radiation (
TI ) is an 

indeterminate parameter that is usually modelled by Beta PDF as described in (3) [33, 34]. The 

parameters of this distribution function are specified with   and  as shape parameters. After 

producing scenarios using Beta distribution, PV power production that depends on solar radiation 

can be provided as (4). 

1 1( )
( ) *( ) *(1 )

( ) ( )

T T TPDF I I I  
 
   

 (3) 

, , , ,

pv pv pv T

v t s v v v t sP S I   (4) 

Where 
pv

vS  and 
pv

v  are defined as the area and efficiency of the PV system, respectively. 

 Scenario reduction: In this paper, the SCENRED toolbox in General Algebraic Modelling System 

(GAMS) software is applied for scenario reduction procedure that includes two reduction 

algorithms of the backward method and forward method. The fast-backwards reduction approach 

is adopted in this paper based on runtime and performance accuracy [13]. 

3.1.1 Objective function 

The main purpose of the proposed model is to minimize the total operating cost of MEDC, as defined 

in (5). The objective function consists of eight terms. The first term establishes the power exchanged 

between the MEDC and the power market. The second term refers to the gas purchased from the gas 

market. The third term is related to the cost of gas suppliers managed by the MEDC operator. The fourth 

term is associated with the cost of NGFPG units that includes fuel cost and start-up and shut-down 

costs. The fifth term defines the maintenance cost of all power generation units. The three last terms 

also demonstrate the incentive cost of the IDR program.  
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(5) 



3.1.2 PDN’s constraints 

Constraints related to GF-CHP and NGFPG units connected to the PDN are described as (6)-(15). 

Active and reactive power generation limits of units are expressed by (6)-(7). Constraints (8) and (9) 

determine the start-up and shut-down status of all units. Constraints (10) and (11) show the cost of start-

up and shut-down of NGFPG units. Limitations of ramp-up and ramp-down rates of power generation 

units in consecutive time intervals are demonstrated by (12) and (13). Constraints related to minimum 

on-time and minimum off-time of power generation units are expressed by (14) and (15). The constraint 

of EBs connected to PDN is defined as (16), which indicates the power consumption limit of these units. 

Limit constraints for active and reactive power dispatch of wind power and PV units are defined by 

(17)-(18).  

min max
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max

, ,0 e t s eEB EB   (16) 

2 2 ,max

, , , ,( ) ( )wind wind wind

w t s w t s wP Q P   (17) 

2 2 ,max

, , , ,( ) ( )pv pv pv

v t s v t s vP Q P   (18) 

Limitations related to the ESS connected to PDN are also described by (19)-(24). The ESS cannot be 

operated simultaneously in charge and discharge modes, as presented in (19). Constraints associated 

with charge and discharge power of ESS are defined by (20) and (21), respectively. State of Charge 

(SoC) of ESS in each hour is calculated as (22). The capacity limitation of ESS is also expressed by 



(23). The initial and final SoC of ESS should be equal, as described in (24). Constraint (25) indicates 

that the electricity demand reduced in each hour should be shifted to other hours. Electricity demand 

after implementing IDR is expressed by (26). Shiftable active and reactive demands in each hour are 

limited, as shown by (27)-(28). 
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The active and reactive power balance in each bus is made by constraints (29) and (30), respectively. 

Constraint (31) represents the relation between the voltage magnitude, the current magnitude and power 

flow. The limit constraint for active and reactive power transferred from line LE and the upper and 

lower limit constraints for branch current and voltage magnitude are defined by (32)-(33), respectively. 
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3.1.3 HDN’s constraints 

As mentioned above, the mass flow rate and temperature of the HDN are variable, leading to the use of 

the VF-VT control strategy in the HDN. The proposed control strategy is subject to thermal and 

hydraulic limitations. The relation between mass flow rate (tons/hour) and heat energy (MW) generated 

by GF-CHP and EB units are presented by (35) and (36). The relationship between heat generated and 

power consumption of the EB unit is expressed by (37) [14].  
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, , , ,

EB

e t s e e t sH COP EB  (37) 

The limitations of the HDN-connected HSS are also defined as (38)-(42). Limitations on HSS charging 

and discharging power are described by (38) and (39), respectively. The hourly energy level stored in 

the HSS and its capacity limit are defined by (40) and (41), respectively. As shown in (42), the initial 

and final energy levels of HSS should be the same. The relationships between mass flow rate and heat 

consumed and generated by HSS are presented as (43) and (44) [14, 28].  
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Constraint (45) points out that the heat demand decreased in each hour should be shifted to other hours. 

Heat demand after implementing IDR is denoted by (46). Shiftable heat demand in each hour is limited, 

as determined by (47). The relationship between mass flow rate and heat demand is expressed as (48) 

[28]. 
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According to the law of conservation of energy, when liquids enter the same node at different 

temperatures, the mixed temperature in supply and return pipelines are calculated by (49) and (50). 

Additionally, the temperature of the input mass flows is equal to the temperature when mixing in the 

node, as described by (51) and (52) [14]. 
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The fluid temperature in the pipelines decreases with the flow direction due to the unavoidable heat 

loss. The relationships between each pipeline's input and output temperatures are formulated as (53) 

and (54). The relevant limitations of the supply and return temperatures are defined as (55) and (56) 

[16].  
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The input mass flows to each node are equal to the output mass flows from that node, as defined by (57) 

and (58) for supply and return pipelines. The constraints related to the capacity of the supply and return 

pipelines are also shown as (59)-(60)[17].  
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It is noticeable that pressure changes occur in heating network pipelines due to friction that can be 

considered in the proposed model. As pressure loss is made during water transfer, a water pump is 

needed to direct the water flow. The pump's power consumption is relevant to the mass flow rate and 

the pressure difference that can be included in the proposed model. However, in this paper, the power 

consumption of circulating pumps have not been ignored as the power consumed by these pumps is far 

less than EBs and cannot significantly impact the optimal dispatch of units and daily operation cost [14, 

28, 35]. 

3.1.2 GDN’s constraints 

The amount of gas consumed by GF-CHP units for generating power and heat is expressed by (59) and 

(60). Equation (61) represents the capacity limitation of gas suppliers managed by the MEDC operator. 

The relevant restrictions of ramp-up and ramp-down rates of gas-suppliers in consecutive time intervals 

are stated by (62) and (63). Equation (64) ensures that the gas demand curtailed in each hour should be 

shifted to other hours. Constraint (65) shows the gas demand after applying IDR. Shiftable gas demand 

in each hour is limited as (66). Equation (67) states the relationship of residential gas demands and GF-

CHP units with each node of the GDN. The constraints of the GDN-connected GSS are described as 

(68)-(72). The charging and discharging rate of the GSS are limited by (68) and (69), respectively. 

Equation (70) shows the hourly energy level in the GSS. Constraint (71) demonstrates the capacity 

limitation of the GSS. Equation (72) points out that the initial and final energy levels of the GSS should 

be the same. The flow of gas through the pipeline with and without the compressor is a function of the 

gas pressure at both ends of the pipeline, as provided by (73)-(75). Pressure limitation and the gas 

balance in each node are described as (76) and (77), respectively. 
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3.2. Integrated energy management under the hybrid robust-stochastic approach 

There are different uncertainty management approaches to deal with uncertain parameters. The 

principal distinction between these approaches is in line with the various techniques applied for 

modelling the uncertainty of input parameters. For instance, the fuzzy technique utilizes membership 

functions for modelling an uncertain parameter, while the stochastic approach uses PDF. The similarity 

between these methods is that all of them attempt to quantify the impact of input parameters on the 

model's outputs. The most important methods of handling uncertainty in energy systems operation 

include stochastic programming, fuzzy technique, interval optimization [36], information gap decision 

theory [37], and robust optimization [38-40]. Robust optimization is described as a high-performance 



approach to dealing with uncertainties. Soyster first presented the robust optimization in 1973 [38]. This 

method is suitable for situations when enough data is not available. This model does not require a PDF 

of uncertain parameters, so it is introduced as a valuable tool for achieving optimal solutions in 

optimization problems with unknown parameters. The robust optimization tries to solve the 

optimization problem in a way that the achieved solution is robust against any action of uncertain 

parameters, and it is optimal for the worst-case realization of the unknown parameter [29].  

In this paper, a hybrid robust-stochastic is adopted to manage uncertainties in the energy management 

problem of the proposed MEDC by considering the worst condition of the market price fluctuations. 

The flowchart of the proposed hybrid approach is depicted in Fig. 2. The risk-neutral stochastic 

approach is supposed to address the stochastic nature of wind power and PV units, and the RO approach 

is applied to manage the uncertainty of market price. In the proposed hybrid framework, the operator 

can simultaneously take advantage of stochastic and robust optimization approaches to manage 

uncertainties. In fact, the operator is able to implement both risk-neutral and risk-averse strategies at 

the same time concerning the nature of uncert 

ainties, which increases the flexibility of the operator's decision-making. The objective function of the 

proposed hybrid approach is formulated as (80) by considering the constraints (6)-(79). In the proposed 

model, an integer parameter 
s is supposed to describe the level of conservatism of the MEDC operator 

in the decision-making process. By increasing 
s in the specified time interval [0:NT], the operator 

adopts a decision-making model to accept more risk in the face of market price fluctuations. If 
s = 0 

indicates that market price fluctuations are not taken into account, and if 
s  = 24 indicates that market 

price uncertainty is fully involved in the decision-making process. 
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Fig.  2. Flowchart of the proposed hybrid robust-stochastic approach with DICOPT solver. 
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A min-max structure is made in the objective function of (80), where the outer term refers to minimizing 

the total operation cost of the MEDC, and the inner term models the worst condition of market price 

fluctuations. By updating the inner term, the objective function can be rewritten as (82) by considering 

the constraints (83)-(85). 
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By applying the strong duality, the proposed model in (82)-(85) can be reformulated as (86)-(92). 
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Table 2 shows the relationship between the constraints and the objective function of the proposed 

model, which is formulated as a mixed-integer nonlinear programming (MINLP) model and carried out 

in the GAMS software. 

 



Table 2.  The connection between the objective function and constraints in the proposed model 
Uncertainty management approach Stochastic approach Hybrid robust-stochastic approach 

Included uncertainties Wind speed and solar radiation 
Wind speed, solar radiation and market 

price 

Objective function Eq. (5) Eq. (86) 

PDN-connected resources 

limitations 

Unit commitment for Gas-fired/non-gas-fired power plants  

Eqs. (6)- (15) 

Power consumption of EB 
Eq. (16) 

Power generation of wind  

Eq. (17) 

Power generation of PV  
Eq. (18) 

Electrical storage  

Eqs. (19)-(24) 

Electricity-based demand response  
Eqs. (25)-(28) 

Technical limitations of PDN 

Power balance  

Eqs. (29) and (30) 

Relationship between voltage and current magnitudes and power flow 
Eq. (31) 

Power transmission, branch current and voltage of buses 

Eqs. (32)-(34) 

HDN-connected resources 
limitations 

Relationship between mass flow rate and heat generated by CHP 
Eqs. (35) and (36) 

Relationship between heat generated and power consumption of EB 

Eq. (37) 

Heat storage and its relationship with the mass flow rate 

Eqs. (38)-(44) 

Thermal-based demand response and its relationship with the mass flow rate 

Eqs. (45)-(48) 

Technical limitations of HDN 

Temperature balance in nodes  

Eqs. (49)-(51) 

Heat losses in the pipeline  

Eqs. (52) and (54) 

Nodes temperature in supply and return pipelines 

Eqs. (55) and (56) 

Mass flow rate balance in nodes 

Eqs. (57) and (58) 

The mass flow rate in supply and return pipelines 

Eqs. (59) and (60) 

GDN-connected resources 

limitations 

Relationship between CHP units and consumed gas fuel 

Eqs. (61) and (62) 

Technical limitations of gas suppliers 

Eqs (63)-(65) 

Gas-based demand response  

Eqs. (66)-(68) 

Gas network coupled with CHP units 

Eq. (69) 

Gas storage  

Eqs. (70)-(74) 

Technical limitations of GDN 

Gas flow in the gas pipeline with and without compressor 

Eqs. (75)-(77) 

Gas pressure in gas network nodes 
Eq. (78) 

Gas balance in each node 

Eq. (79) 

Additional constraints due to the 

uncertainty management approach 
- Eqs. (88)-(92) 

 

 

 

 

 



4.  Case studies and simulation results 

4.1. Input data 

To evaluate the suggested model, a 30-node DHN, a 20-node GDN and a 33-bus PDN are considered, 

as depicted in Fig. 3. The specifications of power, gas and heating distribution networks are given in 

[20, 35, 41], respectively. The hourly profile of power, gas and heat demands are presented in Fig. 4. 

The wind power plant parameters based on Eqs (1) and (2) are 𝑃𝑤
𝑤𝑖𝑛𝑑,𝑚𝑎𝑥

=1 MW, 𝑣𝑤
𝑖𝑛=3 m/s, 𝑣𝑤

𝑜𝑢𝑡=25 

m/s, 𝑣𝑤
𝑟=11 m/s, c=4.8 m/s and k=2 . Also, the PV system parameters based on Eqs (3) and (4) are 

considered as 𝜂𝑣
𝑝𝑣

=12%, 𝑆𝑣
𝑝𝑣

=170 m2, a=2 and β=8. The forecasted hourly wind speed and solar 

irradiance are taken from [42, 43]. One thousand scenarios are generated using Monte-Carlo simulation 

and Eqs (1) and (3) to model uncertainties related to wind power and PV units that are reduced to ten 

scenarios using the SCENRED tool in GAMS software. Table 3 depicts the probability of occurrence 

of scenarios. The hourly power generation of wind and solar plants in each scenario are calculated by 

Eqs (2) and (4), respectively, which the expected hourly power of wind and solar units according to ten 

scenarios can be seen in Fig. 5. The forecasted electricity price is also shown in Fig. 5. The market price 

of natural gas is assumed to be $2/kcf [12]. The maximum charging and discharging powers and the 

capacity of ESS are 1 MW, 1 MW, and 4 MWh, respectively. Likewise, the maximum charging and 

discharging power and the capacity of HSS are 2 MW, 2 MW and 8 MWh, respectively. The maximum 

rates for charging and discharging of GSS and its capacity are considered 20 kcf, 20 kcf and 100 kcf, 

respectively. Charging and discharging efficiencies of multi-energy storage systems are also given in 

[7]. The maximum supply and return temperature of the HDN is assumed to be 90 ֯C and 50 ֯C, 

respectively. In addition, the minimum supply and return temperature of the HDN is assumed to be 70 

֯C and 30 ֯C, respectively. The ambient temperature is considered to be 20 ֯C. The production capacity 

and efficiency of the GF-CHP unit for electricity and heat generation are assumed to be 3 MW, 35% 

and 60%, respectively [7]. The production capacity and operating cost of the NGFPG unit are assumed 

to be 2 MW and $45/MWh, respectively. The coefficient of performance of the EB unit for heat 

generation is also 1.2. The quantity and cost of shiftable power, heat, and residential gas demands are 

considered to be 10% at $2.5/MWh, 10% at $2.5/MWh, and 8% at $0.4/kcf, respectively. The proposed 



model is formulated as an MINLP and solved by discrete and continuous optimizer (DICOPT) powerful 

solver in GAMS software environment. The DICOPT can provide globally optimal outputs with a 

suitable degree, as used in some studies such as [28, 44, 45].  

4.2. Numerical results 

In the following sections, the optimal scheduling of multi-energy storage systems, power/heat 

generation units, gas suppliers, energy exchanged with power and gas markets and the optimal 

execution of IDR is analyzed by considering the physical constraints of power, gas and heat distribution 

networks and uncertainties related to RESs and power price. 

 

 

Fig.  3. The studied multi-energy distribution network 
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Fig. 4.  The forecasted power, heat and residential gas demand 

 

Table 3. The probability of reduced scenarios 

Scenario S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

Probability 0.14 0.04 0.10 0.02 0.02 0.03 0.15 0.25 0.15 0.10 

 

 
Fig. 5.  The expected power generation of wind and PV units and the forecasted market price 

4.2.1 Optimal scheduling of power generation resources, ESS and participation in the power market   

In this section, the uncertainties associated with RESs are considered under a stochastic approach, and 

power price uncertainty is ignored. Figure 6 shows the expected optimal values of power generation 

units, ESS, power exchange with the energy market and EB's power consumption without considering 

IDR. The CHP unit is involved in all hours to provide part of the electrical and heat demand. However, 

due to GDN limitations, it is not possible to participate at full capacity during peak-price hours. The 

NGFPG unit undertakes to supply part of the power demand between hours 11 and 24 since the market 

price is higher than other hours. The ESS is operated in charge mode during hours when the power price 

is low (1 to 4) and then is operated in discharge mode during peak-price hours (16 to 20). The EB also 
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consumes a significant amount of power during off-peak price hours to generate heat. The MEDC 

operator prefers to participate in the power market as a buyer in the off-peak hours of power price and 

then participates in the market as the seller in the peak-power price hours, thus reducing the total 

operating cost. Under this condition, the expected operation cost is equal to $4789.44. 

 
Fig. 6.  The expected optimal values of generation units and energy exchanged with market 

4.2.2 Optimal scheduling of heat units, gas suppliers, GSS, HSS and participation in the gas market 

Figure 7 represents the expected optimal values of heat generation units and HSS. It can be seen that 
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amount of gas purchased from the market depends on the gas distribution network constraints. Due to 
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and then is discharged between hours 13 and 20. In fact, GSS works to increase the fuel delivered to 
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unit in the power market. Table 4 also demonstrates the effect of various energy storage systems on the 
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$5331.88, while in the presence of multi-energy storage systems, the operation cost is reduced to 
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$4789.44, which represents an 11.3% reduction in the operation cost of the MEDC. Therefore, the 

simultaneous consideration of multi-energy storage systems can significantly reduce the operation cost, 

which shows the proper performance of these technologies to serve the demand of multi-energy users. 

 

Fig. 7.  The expected optimal values of heat generation units and HSS 

 

Fig. 8.  The expected optimal values of gas units and gas purchased from market 

Table 4 The effect of multi-energy storage systems on the total operation cost 
Storages - ESS GSS HSS Multi-energy storage systems 

Total operation cost ($) 5331.88 5157.99 5074.89 5081.46 4789.44 

4.2.3 Analysing constraints of multi-energy distribution network 

Figure 9 illustrates the hourly voltage profiles in some buses of the PDN. It can be seen that during the 

hours 8 to 11 when the maximum power is purchased from the power market, the highest voltage drop 

is observed in the PDN, which shows the relationship between increasing demand and voltage drop. 
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Also, between hours 11 and 24, due to the increase in the production capacity of the PDN through the 

participation of the NGFPG unit, PV unit and ESS, a significant part of the demand is met by the 

resources owned by the MEDC operator, which will increase the PDN voltage. Figure 10 also shows 

the hourly pressure profiles in some nodes in the GDN. It can be seen that in node 5, the gas pressure 

is reduced between hours 1 and 11 when the GSS is operating in charge mode. Then, in the hours 

between 13 and 20 when the GSS is used in the discharge mode, the gas pressure has increased. In 

addition, the natural gas pressure of node 13 is higher than the pressure of other nodes, which is due to 

the location of the gas supplier in this node, which is injecting natural gas into this node.  

Figures 11 and 12 also represents the supply and return temperatures in some nodes of the HDN. In the 

hours of 8 to 11, the temperature of supply pipelines has significantly decreased, and the temperature 

of the return pipelines has increased due to the increase in heat demand during these hours. Also, during 

these hours, the supply temperature in node 30 has not changed significantly, which is related to the 

heat output of the EB unit and HSS located in this node. Besides, in hours 16 and 17, due to the EB unit 

turning off and the storage system not being in discharge mode, the power supply temperature decreases 

and the return temperature increases. Figures 13 and 14 also represent the relationship between heat 

demand, the average mass flow rate in pipelines, and supply and return temperature differences. It can 

be seen from these figures that by increasing heat demand, the mass flow rate in pipelines enhances and 

the temperature difference between supply and return pipelines reduces. In addition, at some hours, 

such as t=17, the mass flow rate and the supply and return temperature difference follow the heat 

demand in a different pattern from other hours due to the operation mode and heat demand of HSS. 

Figures 15 and 16 analyse the effect of pipelines length and ambient temperature as two important 

parameters in increasing heat loss and daily operation cost. As can be seen, with the increase of the 

length of pipelines, the amount of heat loss and daily operating cost increase, which is due to the hot 

water temperature drop of pipelines when transferring from one node to another. In addition, as seen in 

figure 16, ambient temperatures variations can cause changes in the heat loss and daily operation cost, 

so that its reduction leads to an increase in heat loss and operation cost. 



 

Fig. 9.  The Hourly profile of buses voltage in the PDN 

 

Fig. 10.  The Hourly profile of nodes pressure in the GDN 

 

 
Fig. 11.  The Hourly profile of supply temperature in the HDN 
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Fig. 12.  The Hourly profile of return temperature in the HDN 

 

 
Fig. 13.  The relationship between mass flow rate and heat demand 

 
Fig. 14. The relationship between mass flow rate supply and return temperature difference  
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Fig. 15.  The effect of pipelines length on the heat loss and daily operation cost 

 

 
Fig. 16.  The effect of ambient temperature on the heat loss and daily operation cost 

4.2.3 Evaluating the impact of optimal implementation of IDR 

Figure 17 depicts the effect of IDR implementation on heat and gas demand profiles. It can be seen that 
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off-peak price hours leads to increasing the power sold to the energy market, which reduces the expected 

operation cost of the MEDC. Table 5 shows the effect of IDR implementation in the presence of multi-

energy storage systems on the expected operating cost. It can be seen that in the presence of multi-

energy storage systems and the optimal implementation of IDR, the operating costs have been 

significantly reduced compared to the conditions in which these resources are considered individually. 

 
Fig. 17. The effect of IDR on the scheduled heat and gas demand  

 
Fig. 18. The effect of IDR on the power demand and energy exchanged with market  

 

Table 5. the effect of IDR implementation in the presence of multi-energy storage system on the operation 

cost  

Technologies 
- 

IDR Multi-energy storage  
IDR and multi-energy storage 

system 

Total operation cost ($) 5331.88 4947.86 4789.44 4578.22 
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4.2.4 Analysing risk-based hybrid approach 

In this section, in addition to the uncertainty of RESs, market price uncertainty is also considered, which 

is modelled under a robust approach. The maximum deviation of the electricity price from its predicted 

value is assumed to be 10%. The Г value is also considered to be 8. Figure 19 presents the effect of the 

robust scheduling of MEDC on the amount of power exchanged with the energy market. The amount 

of power purchased from the market during the off-peak price hours and the amount of power sold to 

the market during the peak price hours has decreased under the robust strategy, indicating that the 

operator prefers to reduce its power exchange with the market due to market price fluctuations.  In fact, 

under this scheduling approach, the operator reduces its risk and applies a more conservative strategy. 

Figure 20 also shows the effect of robust scheduling on the power generated by the GF-CHP unit and 

the heat generated by the EB unit. It can be seen that under the robust approach, the heat output of the 

EB has reduced since it is considered as a consumer for the PDN. In contrast, the amount of power 

generated by the GF-CHP unit has increased significantly, meaning the operator's willingness to use the 

power generation resources under its ownership instead of purchasing electricity from the energy 

market. Figure 21 also illustrates the optimal scheduling of the multi-energy storage system. It is 

observed that the amount of energy stored in energy storage systems also changes by applying the robust 

approach, which shows the relationship between the levels of the conservatism of the MEDC with the 

optimal scheduling of energy storage systems. Figure 22 shows the effect of the Г-robustness parameter 

on the daily operating cost. It can be seen that with increasing Г, the total operating cost increases, 

which means that the MEDC operator considers a more risk-averse approach with a higher operating 

cost. In fact, with increasing Г, the operator prefers to take a more conservative approach, which 

increases the daily operational cost. 



 

Fig. 19. The effect of risk-averse scheduling on the power exchanged with market  

 

 

Fig. 20. The effect of risk-averse scheduling on the power dispatch of CHP and EB units  

 

Fig 21. The effect of risk-averse scheduling on the optimal scheduling of storages  
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Fig. 22. The effect of the Г-robustness parameter on the daily operating cost 

 

5.  Conclusion  

This paper proposed a practical scheduling model for a new entity called multiple energy distribution 

company (MEDC) to supply multi-energy demand in the presence of multi-energy conversion and 

storage technologies. A hybrid robust-stochastic was introduced to manage uncertainties in the energy 

management problem of the proposed MEDC with respect to the worst-case realization of the market 

price fluctuations and stochastic nature of renewable energy resources. In the proposed hybrid approach, 

the operator was able to use both risk-neutral and risk-averse strategies at the same time due to the 

nature of uncertainties to adopt a more efficient decision-making model. Besides, a multi-energy flow 

model was introduced to model the physical constraints of the power distribution network, heating 

distribution network and natural gas distribution network simultaneously to achieve a practical 

scheduling model. A variable mass flow and variable temperature control strategy was also considered 

to model the heat distribution network to achieve a more efficient operation strategy. The simulation 

results showed an 11% reduction in total operating cost through the effective use of multiple energy 

storage systems to reduce the effect of multi-energy distribution network constraints on the optimal 

scheduling of multi-energy generation units. In addition, the optimal implementation of integrated 

demand response could reduce the impact of practical limitations of the multi-energy distribution 

network on the operation cost by 4%. 
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