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Intelligent Reflecting Surface-aided URLLC in a

Factory Automation Scenario

Hong Ren, Kezhi Wang and Cunhua Pan

Abstract

Different from conventional wired line connections, industrial control through wireless transmission

is widely regarded as a promising solution due to its reduced cost, increased long-term reliability, and

enhanced reliability. However, mission-critical applications impose stringent quality of service (QoS)

requirements that entail ultra-reliability low-latency communications (URLLC). The primary feature of

URLLC is that the blocklength of channel codes is short, and the conventional Shannon’s Capacity is

not applicable. In this paper, we consider the URLLC in a factory automation (FA) scenario. Due to

densely deployed equipment in FA, wireless signal are easily blocked by the obstacles. To address this

issue, we propose to deploy intelligent reflecting surface (IRS) to create an alternative transmission link,

which can enhance the transmission reliability. In this paper, we focus on the performance analysis for

IRS-aided URLLC-enabled communications in a FA scenario. Both the average data rate (ADR) and the

average decoding error probability (ADEP) are derived under finite channel blocklength for seven cases: 1)

Rayleigh fading channel; 2) With direct channel link; 3) Nakagami-m fading channel; 4) Imperfect phase

alignment; 5) Multiple-IRS case; 6) Rician fading channel; 7) Correlated channels. Extensive numerical

results are provided to verify the accuracy of our derived results.
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I. INTRODUCTION

Nowadays, industry world is evolving into another new paradigm, that is the so-called fourth

industrial revolution or Industrial 4.0 [1], in which more advanced manufacturing functions can

be realized with the aid of industrial internet-of-things (IIoT). Conventionally, industrial control

systems mainly rely on wired network infrastructure, where the central control unit is connected

to various machines through wired lines such as copper lines or optical fibers. However, there are

some drawbacks by deploying wired lines such as high installation and maintenance costs, limited

motion ranges, and vulnerability to wear and tear in the applications with motion actions.

As a result, the adoption of wireless networks is a promising solution to bypass all the afore-

mentioned issues associated with wired lines. However, the industrial communications are totally

different from conventional wireless communications. Instead, they require deterministic com-

munications with the stringent quality of service requirements such as ultra reliability and low

latency communications by exchanging a small amount of data such as control command data or

measurement data. For typical industrial scenarios such as factory automation (FA), the maximum

transmission latency is required to be kept within one millisecond, and the packet error probability

should range from 10−6-10−9 [2]. In addition, due to the densely deployed equipment such as

metal machinery, random movement of objects (robots and trucks), and thick pillars, the wireless

signals are more vulnerable to blockages, which can degrade the reliability performance.

To overcome the above hurdle, intelligent reflecting surface (IRS) is regarded as a promising

solution, which has attracted considerable research interest from both academia and industry [3]–

[5]. In particular, IRS is a square or circular panel that consists of a large number of passive

reflecting elements, each of which can induce an independent phase shift on the impinging elec-

tromagnetic (EM) waves. Hence, by carefully designing the phase shifts of all reflecting elements,

the reflected EM waves can be constructively added with the direct signal from the base station

(BS) to enhance the signal power at the desired user, which can enhance the system signal-to-noise

(SNR) performance.

Most of the existing contributions on IRS focus on the transmission design for various IRS-

aided wireless networks by jointly optimizing the active beamforming at the BS and the phase

shift matrix at the IRS for perfect channel state information (CSI) in [6]–[15], imperfect CSI

in [16]–[19], or statistical CSI in [20]–[23]. Although extensive research efforts have been de-

voted to the transmission design for IRS-aided networks, only a few works studied the analytical
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performance in IRS-aided wireless systems [4], [24]–[36]. The performance comparison between

IRS-aided systems and relaying systems was performed in [24]–[26]. For the IRS-aided single user

communication system, the symbol error probability (SEP) was derived for the Rayleigh channel

in [4], and the coverage probability was analyzed in [27]. The central limit theorem (CLT) was

used in [4] and [27] to derive the probability density function (PDF) of signal-to-noise ratio (SNR).

Then the Rayleigh channel model was extended to the more general Rician channel in [28], [29]

and Nakagami channel in [30]. The outage probability and spectral efficiency were analyzed in

[31] for IRS-aided two-way networks. The exact distribution for signal-to-noise ratio (SNR) was

derived in [32] for an IRS-aided millimeter wave (mmWave) communication system, where the

fluctuating two-ray distribution was adopted to characterize the small-scale fading in the mmWave

band. In practical systems, the phase shifts can only be set with finite discrete values, which induce

phase errors. Hence, recent contributions have focused on the study of the impact of the phase

errors on the system performance [33]–[36]. The authors in [33] demonstrated that transmission

under imperfect reflectors is equivalent to a point-to-point communication over a Nakagami fading

channel. For the IRS-aided physical layer security networks with phase errors, secrecy outage

probability and the average secrecy rate was studied in [34] for a single eavesdropper case and in

[35] for the case with multiple eavesdroppers.

All the above-mentioned contributions only focused on the traditional services with long packet,

in which Shannon’s Capacity is an accurate approximation of the achievable data rate. However, in

a factory automation scenario with URLLC requirements, only small packets are transmitted due

to the delay limit. In this case, the channel blocklength is finite, and the decoding error probability

cannot approach zero for arbitrarily high SNR. Then, Shannon’s Capacity can no longer be applied

[37] since the law of large numbers does not hold and it cannot characterize the maximal achievable

data rate with given decoding error probability. In fact, simulation results in [38] demonstrated

that the delay outage probability will be underestimated if directly using Shannon’s Capacity, and

thus the quality of service (QoS) requirements cannot be guaranteed. In the seminal work in [39],

by using normal approximation technique the authors have derived the accurate approximation of

the maximal achievable rate that is valid under the short blocklength regime for the point-to-point

AWGN channel, which is a complicated function of SNR, channel blocklength, and decoding

error probability. Most recently, based on the results in [39], extensive research attention has been

devoted to the short packet transmission design [40]–[47] or performance analysis under the short
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blocklength regime [48]–[51]. However, all these contributions in [40]–[52] did not consider the

IRS-aided wireless systems. To the best of our knowledge, only a few works have studied the IRS-

aided URLLC networks [53], [54]. In [53], the authors proposed a novel polytope-based method

to solve the overall decoding error probability minimization problem for an IRS-aided URLLC-

enabled UAV system by jointly optimizing the passive beamforming, UAV location and channel

blocklength. In [54], the authors studied the resource allocation problem for IRS-aided multiple-

input single-output (MISO) orthogonal frequency division multiple access (OFDMA) multicell

networks. However, these two papers focused on the transmission design, the analytical performance

of IRS-aided systems is not yet available in the existing literature.

Against the above background, we present a comprehensive performance analysis of the end-

to-end IRS-aided URLLC-enabled system in a factory automation scenario. Specifically, the main

contributions are summarized as follows:

1) We first construct the system model for IRS-aided URLLC in a factory automation scenario.

In specific, there is one central control that attempts to send control signals to a remote device.

Due to the dense blockage between the transmitter and receiver, the direct signal power is

weak. To enhance the communication quality, an IRS is deployed between the transmitter and

the receiver, and an alternative transmission link is created to aid the communications. Due

to the stringent latency requirement and the small packet size of control signals, the short

packet transmission theory should be adopted, which is more complex than conventional

Shannon capacity expression.

2) We have derived the closed-form expressions for the average data rate (ADR) and average

decoding error probability (ADEP) under finite channel blocklength for seven cases: 1)

Rayleigh fading channel; 2) With direct channel link; 3) Nakagami-m fading channel; 4)

Imperfect phase alignment; 5) Multiple-IRS case; 6) Rician fading channel; 7) Correlated

channels. In specific, the distribution of SNR is first approximated as a Gamma distribution

by using the moment matching technique, based on which the ADR is derived in closed form.

By using the linearization technique, we also derive the approximate closed-form expression

of average decoding error probability (ADEP) under finite channel blocklength.

3) Extensive numerical results obtained from Monte-Carlo simulations demonstrate the accuracy

of the derived results and we also provide insightful analysis. Specifically, there is a roughly

fixed gap between Shannon capacity and ADR under finite channel blocklength, which
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Fig. 1. Illustration of an IRS-aided automated factory scenario.

implies that the conventional Shannon capacity overestimates the system performance.

The rest of this paper is organized as follows. Section II introduces the system model with IRS-

aided point-to-point system along with the short packet theory; Section III is devoted to performance

analysis for the simple Rayleigh fading channel. Section IV provides some extensions to six more

general cases. Numerical results are presented in Section V to validate the accuracy of the derived

results. Finally, the conclusion is drawn in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider an IRS-aided transmission system for an automated factory

scenario, where the central controller transmits command signals with short packet size to one

remote device (e.g., a robot or an actuator) 1. Due to the severe blockage caused by huge metallic

machines in car manufacturing plants, the channel strength of direct links between the controller

and the device is very weak and even lost. The communication link can be established via an

IRS installed on the wall or the ceiling of the factory. For the sake of analysis, we assume that

the controller and the device are equipped with one single antenna. The IRS is composed of N

reflecting phase shifters. The complex channel vectors from the controller to the IRS and from

the IRS to the device are denoted by h ∈ CN×1 and g ∈ CN×1, respectively. Specifically, the

channel vector h can be represented as h = [h1, · · · , hN ]H, where hn denotes the complex channel

coefficient from the controller to the n-th element of the IRS that follows the distribution of

1When there are multiple devices, the orthogonal frequency division multiplexing (OFDM) technique can be adopted, where

each device can be allocated with one sub-carrier to ensure the reliability. The following derivations are still applicable.
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CN (0, α), where CN (0, α) means the complex Gaussian distribution with zero mean and the

variance of α. Similarly, we can express g as g = [g1, · · · , gN ]H, where gn follows the distribution

of CN (0, β). In our analysis, both h and g are assumed to be available at the transmitter, which

includes the instantaneous realization of h and g for the phase shift design at the IRS and the

distribution of h and g for the performance analysis.

Let us first denote the diagonal reflection-coefficient matrix2 at the IRS by

Φ = diag
{
ejφ1 , · · · , ejφn , · · · , ejφN

}
, (1)

where φn ∈ [0, 2π] is the phase shift of the n-th element. By assuming that the controller transmits

with fixed power P , the received signal at the device is given by

r =
√
PgHΦhx+ n, (2)

where x ∈ C is the data information with unit power, and n ∈ C is the noise at the user that

follows zero mean and variance of σ2. Then, the instantaneous SNR at the device is given by

γ = ρ
∣∣gHΦh

∣∣2, (3)

where ρ = P
σ2 .

B. Short Packet Transmission Theory

The coding rate for a communication system is defined as the ratio of the number of bits to

the total number of channel uses. Shannon capacity is the largest coding rate that can be achieved

such that there exists an encoder/decoder pair whose decoding error probability can approach zero

when the number of channel uses is sufficiently large [55]. However, for applications in industrial

factories, the number of channel uses (channel blocklength) cannot be very large due to the stringent

delay requirement. As a result, the decoding error probability will not be equal to zero and has to

be reconsidered [46], [47].

Let us first denote the maximum decoding error probability as ε. Then, the maximum instanta-

neous achievable data rate R (bit/s/Hz) [39] of the remote device can be approximated by

R = log2 (1 + γ)−
√
V (γ)

M

Q−1 (ε)

ln 2
, (4)

where M is the number of channel uses, Q−1(·) is the inverse function of Q(x)= 1√
2π

∫∞
x
e−

t2

2 dt,

and V (γ) is the channel dispersion given by V (γ) = 1 − (1 + γ)−2. Assume that we require

2j is the imaginary unit.
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to transmit a packet with D bits within M channel uses. Then, the achievable date rate can be

calculated by R = D/M , and the corresponding minimum decoding error probability is given by

ε = Q (f (γ,M,D)) , (5)

where f(γ,M,D)=ln 2
√

M
V (γ)

(
log2(1 + γ)− D

M

)
.

III. PERFORMANCE ANALYSIS

Since the CSI is assumed to be available at the BS, the SNR of γ in (3) can be rewritten as

γ = ρ

∣∣∣∣∣
N∑
n=1

gnhne
jφn

∣∣∣∣∣
2

. (6)

With the aid of CSI at the BS, the optimal φn that maximizes the instantaneous γ is given by

φ?n = −∠gn − ∠hn. (7)

Then, γ is given by

γ = ρ

(
N∑
n=1

|gn| |hn|

)2

. (8)

Let us define X ∆
=
(∑N

n=1 |gn| |hn|
)2

. In the following lemma, we approximate X as a Gamma

distribution.

Lemma 1: Let us denote the first and second moments of the random variable (RV) X by uX =

E {X} and u
(2)
X = E {X2}, respectively. Then, the distribution of X can be approximated as a

Gamma distribution with the same first and second moments, and its shape k̄ and scale θ̄ are given

by

k̄ =
u2
X

u
(2)
X − u2

X

, θ̄ =
u

(2)
X − u2

X

uX
, (9)

where uX and u
(2)
X are given in (A.5) and (A.7), respectively. The PDF and CDF of X are

respectively approximated by

fX(x) =
1

Γ(k̄)θ̄k̄
xk̄−1e−

x
θ̄ , FX(x) =

1

Γ
(
k̄
)γ (k̄, x

θ̄

)
. (10)

Proof : Please refer to Appendix A.

Since γ = ρX , we have E{γ} = ρE{X} and E{γ2} = ρ2E{X2}. Then, γ can also be

approximated as a Gamma distribution with k = k̄ and θ = ρθ̄. The PDF and CDF of γ are

respectively approximated by

fγ(x) =
1

Γ(k)θk
xk−1e−

x
θ , FX(x) =

1

Γ (k)
γ
(
k,
x

θ

)
. (11)

Based on the above results, we proceed to derive the ADR and ADEP in the following subsec-

tions.
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A. Average Data Rate

It is difficult to get the exact expression of the average data rate (ADR). Next, we show the

approximate expression of ADR.

Lemma 2: By using V (γ) = 1− 1
(γ+1)2 ≈ 1 when γ is large, ADR can be approximated as

R̄ ≈
Γ(k − 1) 2F2

(
1, 1; 2, 2− k; 1

θ

)
θ(log(2)Γ(k))

− Q−1 (ε)√
M log(2)

+
ψ(0)(k) + log(θ)

log(2)
+(

π(−1)−k csc(πk)
)
γ
(
k,−1

θ

)
log(2)Γ(k)

,

(12)

where pFq(a; b; z) is the generalized hypergeometric function [56], ψ(0)(n) is the polygamma

function [57], [58].

Proof : See Appendix B.

B. Average Decoding Error Probability

In this subsection, we aim to derive the ADEP by transmitting a packet with fixed size of D

within M channel uses. Then, the ADEP is defined as

ε̄ =

∫ ∞
0

Q

(
ln 2

√
M

V (x)

(
log2(1 + x)− D

M

))
fγ (x) dx, (13)

where fγ(x) is given in (11).

Again, by using the linearization technique to approximate the Q-function, we have the following

lemma.

Lemma 3: The closed-form expression of ε̄ can be derived as

ε̄ ≈ θ−k

2Γ(k)(
(2µx0 + 1)

(
x0 +

1

2µ

)k
E−k

(
x0 + 1

2µ

θ

)
− (2µx0 − 1)

(
x0 −

1

2µ

)k
E−k

(
x0 − 1

2µ

θ

)

+θk

(
(1 + 2µx0)γ

(
k,
x0 + 1

2µ

θ

)
+ (1− 2µx0)γ

(
k,
x0 − 1

2µ

θ

)))
,

(14)

where En(z) =
∫∞

1
e−zt

tn
dt gives the exponential integral function [59].

Proof : See Appendix C.

IV. EXTENSIONS TO MORE GENERAL CASES

In this section, we consider several possible extensions.
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A. The existence of direct channel link

In this subsection, we consider the case when there is direct channel link between the BS and the

remote device, and its channel coefficient is denoted as h0, following the distribution of CN (0, η).

Then, the instantaneous SNR at the device is given by

γ = ρ
∣∣h0 + gHΦh

∣∣2 = ρ

∣∣∣∣∣h0 +
N∑
n=1

gnhne
jφn

∣∣∣∣∣
2

, (15)

where ρ = P
σ2 .

When CSI is available at the BS, the optimal φn that maximizes the instantaneous γ is given by

φ?n = −∠gn − ∠hn + ∠h0. (16)

Then, γ is given as

γ = ρ

(
|h0|+

N∑
n=1

|gn| |hn|

)2

= ρY, (17)

where Y =
(
|h0|+

∑N
n=1 |gn| |hn|

)2

.

In the next lemma, we approximate Y as a Gamma distribution.

Lemma 4: The distribution of Y can be approximated as a Gamma distribution, which is charac-

terized by two parameters k̄Y and θ̄Y , i.e.,

Y ∼ Gamma
(
k̄Y , θ̄Y

)
, (18)

in which the parameters k̄Y and θ̄Y are given by

k̄Y =
u2
Y

u
(2)
Y − u2

Y

, θ̄Y =
u

(2)
Y − u2

Y

uY
, (19)

where uY and u(2)
Y are given in (D.2) and (D.5), respectively.

Proof : See Appendix D.

Since γ = ρX , γ can also be approximated as a Gamma distribution with k = k̄Y and θ = ρθ̄Y .

The PDF and CDF of γ are respectively approximated by

fγ(x) =
1

Γ(k)θk
xk−1e−

x
θ , FX(x) =

1

Γ (k)
γ
(
k,
x

θ

)
. (20)
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B. Nakagami-m fading channel

The channel links from BS to the IRS and from the IRS to the device are assumed to ex-

perience the Nakagami-m fading. Specifically, we assume |hn| ∼ Nakagami(m1, α),∀n, and

|gn| ∼ Nakagami(m2, β),∀n, where m1 and m2 are the parameters that measure the severity

of fading, α and β are the average channel power gains.

By using the phase shift in (7), the SNR γ is given by

γ = ρ

(
N∑
n=1

|gn| |hn|

)2

= ρZ, (21)

where Z =
(∑N

n=1 |gn| |hn|
)2

.

Define ξn = |gn| |hn|. In the following lemma, we approximate Z as a Gamma distribution.

Lemma 5: The distribution of Z can be approximated as a Gamma distribution, which is charac-

terized by two parameters k̄Z and θ̄Z , i.e.,

Z ∼ Gamma
(
k̄Z , θ̄Z

)
, (22)

in which the parameters k̄Z and θ̄Z are given by

k̄Z =
u2
Z

u
(2)
Z − u2

Z

, θ̄Z =
u

(2)
Z − u2

Z

uZ
, (23)

where uZ and u(2)
Z are the same as in (A.5) and (A.7) except that the moments of ξn are given by

E{ξkn} =
Γ (m1 + k/2) Γ (m2 + k/2)

Γ (m1) Γ (m2)

(
m1m2

αβ

)−k/2

.

Proof : The proof is similar to Appendix A, which is omitted for simplicity.

Based on Lemma 5, the SNR γ = ρZ is approximated as the Gamma distribution γ ∼

Gamma (k, θ), where k = kZ and θ = ρθZ . The PDF and CDF of γ are given by

fγ(x) ≈ 1

Γ(k)θk
xk−1e−

x
θ , Fγ(x) ≈ 1

Γ (k)
γ
(
k,
x

θ

)
. (24)

C. Imperfect Phase Alignment

In this subsection, we consider the case when the phase shift cannot be perfectly aligned with

the channel phases due to the channel estimation error or limited quantization bits of the phase

shifts of the IRS. In this case, the SNR γ is given by

γ = ρ

∣∣∣∣∣
N∑
n=1

|gn| |hn| ejωn
∣∣∣∣∣
2

, (25)
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where ωn is the phase alignment error that follows the uniform distribution, i.e., ωn ∼ U (−∆,∆),

and ∆ is a constant characterizing the phase error level. When ∆ = 0, it reduces to the perfect

CSI case in Section III.

Define G
∆
=

∣∣∣∣ N∑
n=1

|gn| |hn| ejωn
∣∣∣∣2. In the following lemma, we approximate G as a Gamma

distribution.

Lemma 6: The distribution of G can be approximated as a Gamma distribution, which is charac-

terized by two parameters k̄G and θ̄G, i.e.,

G ∼ Gamma
(
k̄G, θ̄G

)
, (26)

in which the parameters k̄G and θ̄G are given by

k̄G =
u2
G

u
(2)
G − u2

G

, θ̄G =
u

(2)
G − u2

G

uG
, (27)

where uG and u(2)
G are given in (E.1) and (E.2), respectively.

Proof : See Appendix E.

Based on Lemma 6, the SNR γ = ρG is approximated as the Gamma distribution γ ∼

Gamma (k, θ), where k = k̄G and θ = ρθ̄G. The PDF and CDF of γ are given by

fγ(x) ≈ 1

Γ(k)θk
xk−1e−

x
θ , Fγ(x) ≈ 1

Γ (k)
γ
(
k,
x

θ

)
. (28)

D. Multiple-IRS Case

In this subsection, we consider the case when there are multiple IRSs, the number of which is

I . The IRS are distributed far away such that the channels to/from IRSs are uncorrelated, which

can increase the diversity. Denote the channel from the controller to the i-th IRS and that from the

i-th IRS to the user as hi and gi, respectively. Each element of hi and gi follows the distribution

of CN (0, αi) and CN (0, βi), respectively. Then, the SNR of γ can be rewritten as

γ = ρ

∣∣∣∣∣
I∑
i=1

N∑
n=1

gi,nhi,ne
jφi,n

∣∣∣∣∣
2

, (29)

where hi,n and gi,n are the n-th element of hi and gi.

With the aid of CSI at the controller, the optimal φi,n that maximizes the instantaneous γ is

given by

φ?i,n = −∠gi,n − ∠hi,n. (30)



12

Then, γ is given as

γ = ρ

(
I∑
i=1

N∑
n=1

|gi,n| |hi,n|

)2

. (31)

Define ξi,n = |gi,n| |hi,n| and ξi =
∑N

n=1 ξi,n, then the SNR can be rewritten as γ = ρ
(∑I

i=1 ξi

)2

=

ρU , where U =
(∑I

i=1 ξi

)2

.

In the following lemma, we approximate U as a Gamma distribution.

Lemma 7: The distribution of U can be approximated as a Gamma distribution, which is charac-

terized by two parameters k̄U and θ̄U , i.e.,

U ∼ Gamma
(
k̄U , θ̄U

)
, (32)

in which the parameters kU and θU are given by

k̄U =
u2
U

u
(2)
U − u2

U

, θ̄U =
u

(2)
U − u2

U

uU
, (33)

where uU and u(2)
U are given in (F.9) and (F.10), respectively.

Proof : See Appendix F.

Based on Lemma 7, the SNR γ = ρU is approximated as the Gamma distribution γ ∼

Gamma (k, θ), where k = k̄U and θ = ρθ̄U . The PDF and CDF of γ are given by

fγ(x) ≈ 1

Γ(k)θk
xk−1e−

x
θ , Fγ(x) ≈ 1

Γ (k)
γ
(
k,
x

θ

)
. (34)

E. Rician Fading Channel

In this subsection, we consider the Rician channel model. Specifically, we assume |hn| ∼

Rician(α1, β1),∀n, the PDF of which is given by

f|hn| (x) =
x

α2
1

exp

(
−x

2 + β2
1

2α2
1

)
I0

(
xβ1

α2
1

)
, (35)

where I0(z) is the modified Bessel function of the first kind with order zero. In the above Rician

fading, the shape parameter K =
β2

1

2α2
1

denotes the ratio of the power contributions by line-of-sight

path to the remaining multipaths, and the Scale parameter Ω = 2α2
1 +β2

1 is the total power received

in all paths. In addition, we assume |gn| ∼ Rician(α2, β2),∀n.

By using the phase shift in (7), the SNR γ is given by

γ = ρ

(
N∑
n=1

|gn| |hn|

)2

= ρ

(
N∑
n=1

ξn

)2

= ρV, (36)
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where we have defined ξn = |gn| |hn| and V =
(∑N

n=1 ξn

)2

. Define ξn = |gn| |hn| and ξ =∑N
n=1 ξn. In the following lemma, we approximate V as a Gamma distribution.

Lemma 8: The distribution of V can be approximated as a Gamma distribution, which is charac-

terized by two parameters k̄V and θ̄V , i.e.,

V ∼ Gamma
(
k̄V , θ̄V

)
, (37)

in which the parameters k̄V and θ̄V are given by

k̄V =
u2
V

u
(2)
V − u2

V

, θ̄V =
u

(2)
V − u2

V

uV
, (38)

where uV and u(2)
V are the same as in (A.5) and (A.7) except that the moments of ξn are given by

[60]

u
(k)
ξn

= αk12k/2Γ (1 + k/2)Lk/2
(
−β2

1

/
2α2

1

)
,

where Lq(x) denotes a Laguerre polynomial Lq(z) = 1F1 (−q; 1; z).

Proof : The proof is similar to Appendix A, which is omitted for simplicity.

Then, the random variable ξ follows the Gamma distribution with parameters equal to Nkξn and

θξn . The following steps are the same as those in Section III.

F. Correlated Channels

In this subsection, we consider the correlated channels at the IRS. Specifically, the channels

follow the following distribution:

h ∼ CN (0, αRci),g ∼ CN (0, βRid), (39)

where Rci and Rid are the covariance matrices.

Assume that IRS with N = NHNV reflecting elements is a two-dimensional rectangular surface,

which has NH elements per row and NV elements per column. Each element is assumed to have size

of dH×dV, where dH and dV are the horizontal width and vertical height, respectively. We consider

the local spherical coordinate system as in [61], and the location of the nth element with respect to

the origin is un = [0, i(n)dH, j(n)dV]T, where i(n) = mod(n− 1, NH) and j(n) = b(n− 1)/NHc.

Here, mod(·, ·) denotes the modulus operation and b·c is the truncation operation. Then, we have

Rci = Rid = R, and the element of which is given by

[R]n,m = sinc

(
2 ‖un − um‖

λ

)
, n,m = 1, · · · , N (40)
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where sinc(x) = sin (πx)/(πx) is the sinc function.

Based on the above system model, we then analyze the PDF of the SNR γ = ρ
∣∣gHΦh

∣∣2 when

only the statistic covariance matrix is available. Here, we fix the value of the phase shift matrix

of the IRS at Φ. In the following lemma, we approximate γ as a Gamma distribution.

Lemma 9: The distribution of γ can be approximated as a Gamma distribution, which is charac-

terized by two parameters kγ and θγ , i.e.,

γ ∼ Gamma (kγ, θγ) , (41)

in which the parameters kγ and θγ are given by

kγ =
u2
γ

u
(2)
γ − u2

γ

, θγ =
u

(2)
γ − u2

γ

uγ
, (42)

where uγ and u(2)
γ are given in (G.1) and (G.3), respectively.

Proof : See Appendix G.

V. SIMULATION RESULTS

In this section, numerical results are provided to verify the accuracy of our derived results. For

illustration purposes, the simulation parameters are set as follows: α = β = 1 and M = 200. For

the case of ADR, ε is set to ε = 10−6, while for the case of ADEP, the number of bits is set

to D = 100. The other parameters are specified in each simulation figure. The curve labelled as

‘Simulation’ is obtained by averaging over 10000 randomly and uniformly generating channels.

A. Rayleigh Fading Channel

In this subsection, we consider the Rayleigh fading channel.

In Fig. 2, the ADR versus the SNR (in dB) for two different values of N . Here, the SNR in the

figures is defined as 10log10ρ, where ρ = P
σ2 . The curves labelled as ‘Derived Results’ are obtained

in (12). For comparison purposes, we also provide the curse based on Shannon’s Capacity that can

serve as the performance upper bound. As expected, the ADR increases with SNR, and larger N

yields high ADR due to higher passive beamforming gain provided by the IRS. It is also observed

from Fig. 2 that the derived results have a perfect agreement with the simulation results for various

SNR values and different values of N . In addition, there is a constant gap of roughly 0.5 bits per

channel use between the Shannon’s capacity and the derived results under the short packet capacity

theory.
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Fig. 2. ADR versus SNR N = 50 and N = 100 for the case of Rayleigh channel.
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Fig. 3. ADEP versus SNR N = 50 and N = 100 for the case of Rayleigh channel.

Fig. 3 depicts the ADEP versus the SNR under two different values of N . The curve corre-

sponding to ‘Derived Results’ is obtained by using (14). One can observe from Fig. 3 that when

SNR is smaller than -30 dB for the case of N = 50 and smaller than -35 dB for the case of

N = 100, the derived results coincide with the simulation results, which confirms the accuracy of

the derived results and the linearization technique. However, when continuing to increase the SNR

value, there is some gap between the derived results and simulation results, and this gap increases
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with the SNR values. The main reason for this phenomenon is that the value of Q-function will be

approximated as zero when the SNR is very large as shown in the third approximation result in

(C.1). However, the derived results are very accurate when the ADEP is larger than 10−6, which

generally falls the reliability requirements for most of the URLLC applications.

B. With Direct Channel Link
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Fig. 4. ADR versus SNR for the case with direct channel.
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Fig. 5. ADEP versus SNR for the case with direct channel.
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In this subsection, we consider the case when there is a direct channel link between the BS and

the device. The channel gain of the direct channel is assumed to be η = 10.

In Fig. 4, the ADR is shown as a function of SNR for two different values of N . The similar

trend to Fig. 2 is observed in Fig. 4. In particular, the ADR increases with the values of SNR, and

there is a roughly constant gap of 0.5 bit per channel between the Shannon capacity and that of

the ADR based on short packet capacity theory. In addition, a larger value of N produces a higher

ADR. By comparing Fig. 4-(a) with Fig. 2-(a), the ADR achieved by the case with direct link has

a performance gain of 0.2 bit per channel use over the case without direct link when the SNR is

equal to -16 dB. However, by comparing the case of N = 50 with the case of N = 100 when

SNR is equal to -10 dB, we can find 2 bits per channel use can be achieved, which demonstrate

the efficiency of using more reflecting elements.

Fig. 5 illustrates the ADEP versus SNR for different values of N . From Fig. 5-(a), we can

observe that when the SNR is smaller than -30 dB, the derived results are consistent with the

simulation results, and can achieve the ADEP as low as 10−7, which is sufficient for some URLLC

applications. However, in the high SNR regime, there is a gap between the derived results and the

simulation results, which is mainly due to the approximation error of the linearization technique in

the high SNR regime. For Fig. 5-(b), the similar decreasing trend between the ‘Derived results’ and

simulation results is observed, and thus the derived results can be used for revealing the diversity

order of the ADEP.

C. Nakagami-m Fading Channel

In this subsection, we consider the case of Nakagami-m fading channel. The parameters of m1

and m2 that measure the severity of fading are set as m1 = 2 and m2 = 2, respectively.

In Fig. 6, we illustrate the ADR versus the SNR for two different values of N . For comparison,

the performance of Shannon Capacity is also shown in the figure. It is observed from Fig. 6 that

for both values of N , the Shannon capacity achieves high ADR than that based on short packet

theory, and this gain decreases with the SNR. This shows that the conventional Shannon capacity

will overestimate the system performance, and short packet capacity theory should be adopted to

measure the system performance for URLLC applications. By comparing Fig. 6-(a) with Fig. 2-(a),

we can find that the ADR achieved under the Nakagami-m fading channel is slightly higher than

that under the Rayleigh Channel. In addition, the performance gain of 2 bits per channel use can
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Fig. 6. ADR versus SNR for the case of Nakagami channel.
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Fig. 7. ADEP versus SNR for the case of Nakagami channel.

be achieved when increasing N from 50 to 100, which shows the benefits of using more reflecting

elements.

In Fig. 7, we illustrate the ADEP versus SNR for different values of N . It is again observed

that the derived results are accurate when the SNR is very low, and there is approximation error

when the SNR is large due to the approximation error of the linearization technique.
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Fig. 8. ADR versus SNR for the case of imperfect phase alignment.
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Fig. 9. ADEP versus SNR for the case of imperfect phase alignment.

D. Imperfect Phase Alignment

In this subsection, we study the case when there is imperfect phase alignment. The different

values of phase alignment error ∆ are shown in the simulation figures.

In Fig. 8, the ADR is shown as a function of SNR for two different values of N . Three different

values of phase alignment errors are considered: ∆ = 0, 1.2, 2. By comparing Fig. 8 for the case of

∆ = 0 with Fig. 2, we can find that the ADR achieved in both cases is the same, which implies the
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accuracy of our derived results. As expected, the ADR decreases with the increase of the phase

alignment error. In addition, for various values of ∆ and N , the derived results are consistent

with the simulation results, and verifies the accuracy of the derived results. Larger value of N can

achieve larger value of ADR. In addition, higher phase alignment error leads to lower ADR, which

means highly precise phase shifts are required to achieve the satisfactory performance.

In Fig. 9, we plot the ADEP versus SNR for two different values of N . Three different values of

phase alignment errors are considered: ∆ = 0, 0.8, 1.6. It is observed from Fig. 9 that the ADEP

increases with the increase of the phase alignment error. Specifically, when N = 50 and SNR

is -30 dB, the ADEP increases from 10−5 to 10−1. This result demonstrates the importance of

obtaining the accurate channel state information. For the case of N = 100, the ADR achieved by

the derived results has almost the same trend as the simulation results although there is some gap

between them.

E. Multiple-IRS Case
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Fig. 10. ADR versus SNR for the case of multiple IRSs.

In this subsection, we consider the case when there are multiple IRSs in the system. The various

numbers of IRSs I are shown in the simulation figures.

In Fig. 10, we plot the ADR versus SNR for three different values of I and N . It is again

observed that the ADR increases with SNR, and larger value of N can achieve higher ADR.

As expected, more IRSs can achieve higher ADR due to the increased reflecting beamforming
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Fig. 11. ADEP versus SNR for the case of multiple IRSs.

gain. Specifically, by comparing Fig. 10-(a) with Fig. 2-(a), when I increases from 1 to 2 and

SNR = −12 dB, the ADR increases from 6 bits per channel use to 8 bits per channel use. Hence,

more RISs can increase the ADR performance due to the increased diversity gains.

In Fig. 11, the ADEP versus SNR is plotted for various values of I and N . We can observe

from Fig. 11 that the ADEP decreases with the increase of I due to the increased beamforming

gain. In particular, for the case of N = 20 and SNR = −30 dB, the ADR decreases from 10−3 to

10−10 when increasing I = 2 to I = 3, which demonstrates the benefits of using more IRSs. For

the case of N = 40, the derived results have the similar trend as the simulation results although

there are some performance differences. This difference is mainly due to the approximation error

in the large value of γ.

F. Rician Fading Channel

In this subsection, we consider the case of Rician channel model, where the parameters are set

as α1 = α2 = 1, and β1 = β2 = 0.5. Then, the parameter that denotes the ratio of the power

contributions by line-of-sight path to the remaining multipaths is K = 1/8.

In Fig. 12, we illustrate the ADR versus SNR for different values of N . Again, it is observed

that the simulation results coincide with the derived results, which verifies the accuracy of our

derived results. For the case of N = 50 and SNR = −10 dB, 9 bits per channel use can be

achieved for the case of Rician channel, while only 6.8 bits per channel use is achieved for the
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Fig. 12. ADR versus SNR for the case of Rician channel.
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Fig. 13. ADEP versus SNR for the case of Rician channel.

case of Rayleigh channel model. This shows the advantage of using line-of-sight links in IRS-aided

communications. In addition, the benefits of using more reflecting elements are also demonstrated

in Fig. 12.

In Fig. 13, the ADEP versus SNR is plotted for two values of N . For the case of N = 50, the

derived results are very accurate when SNR ≤ −37 dB, and the ADEP can be as low as 10−6,

which are enough for some URLLC applications. It is observed there is performance difference
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between the derived results and the simulation results when SNR ≥ −38 dB, which is due the

approximation error due to the large value of γ. The similar phenomenon is observed for the case

of N = 100.

G. Correlated Channels
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Fig. 14. ADR versus SNR for the case of correlated channel.
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Fig. 15. ADEP versus SNR for the case of correlated channel.
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Finally, we consider the case when there is correlation among the reflecting elements at the IRS.

The parameters are set as follows: dH = dV = λ/4, and NH = NV .

In Fig. 14, we plot the ADR versus the SNR for two different values of N . It can be observed

from Fig. 14 that the ADR increases with the SNR as expected. However, by comparing Fig. 14

with Fig. 2, we can find that the performance under the correlated channel is much lower than

that of the uncorrelated channel. This implies that the correlation significantly affects the ADR

performance, and the element spacing should be large to reduce the coupling and correlation among

the elements.

In Fig. 15, the ADEP is shown as a function of SNR. It is observed that the ADEP decreases

with SNR, and the ADEP achieved in the case of correlated channel is significantly lower than

that without correlation. This again demonstrates the importance of enlarging the element spacing

distance to eliminate the mutual correlation.

VI. CONCLUSIONS

In this paper, we proposed to deploy an IRS in a FA scenario to support the URLLC. Different

from the existing contributions on transmission design, this paper focused on the analytical analysis

by characterizing the performance under the assistance of IRS. To this end, the performance analysis

is performed for seven cases: 1) Rayleigh fading channel; 2) With direct channel link; 3) Nakagami-

m fading channel; 4) Imperfect phase alignment; 5) Multiple-IRS case; 6) Rician fading channel;

7) Correlated channels. The approximate/accurate ADR and ADEP expressions were derived in

closed-form. Extensive numerical results were provided to validate the accuracy of our derived

results.

In this work, the phase shifts of the IRS are designed based on the instantaneous CSI, which

entails high channel estimation overhead. One promising future direction is to design the phase

shifts based on statistical CSI such as angle/location information that varies much slower than the

instantaneous CSI. Hence, channel estimation overhead can be significantly reduced. In addition,

only one transmit antenna is assumed to be equipped at the base station. To serve more devices with

the same time and frequency resources, multiple-antenna technique is a promising research direction

due to the fact that it can provide enough spatial degrees of freedom. However, the performance

analysis for this case is more complicated, and would leave it for future work. Furthermore, in

smart factories with limited space, the transmission distance between the IRS and the devices may

fall into the near-field regime. In this case, the conventional uniform plane wave (UPW)-based
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channel model may become inaccurate, and the near-field radiation with spherical wavefront may

appear. How to analyze the performance in the near filed would be challenging but practical, and

we will leave it to our future work.

APPENDIX A

PROOF OF LEMMA 1

Define ξn = |gn| |hn|. When |hn| and |gn| are Rayleigh distributions, we have

E {ξn} =
π

4

√
αβ,∀n (A.1)

E
{
ξ2
n

}
= E

{
|gn|2|hn|2

}
= αβ,∀n (A.2)

E
{
ξ3
n

}
= E

{
|gn|3|hn|3

}
=

9

16
π(αβ)

3
2 ,∀n (A.3)

E
{
ξ4
n

}
= E

{
|gn|4|hn|4

}
= 4(αβ)2,∀n. (A.4)

Then, X can be rewritten as X ∆
=
(∑N

n=1 ξn

)2

. The first moment of the RV X can be calculated

by

uX = E {X} =
N∑
n=1

E
{
ξ2
n

}
+

N∑
n=1

N∑
m=1,m 6=n

E {ξn}E {ξm}, (A.5)

which can be calculated by using (A.1) and (A.2).

The second moment of X can be calculated as follows:

u
(2)
X = E

{
X2
}

= E


(

N∑
n=1

ξn

)4
 = E


(

N∑
n=1

ξ2
n +

N∑
n=1

N∑
m=1,m 6=n

ξnξm

)2
 (A.6)

=
N∑
n=1

E
{
ξ4
n

}
+ 4

N∑
n=1

N∑
m=1,m 6=n

E
{
ξ3
nξm
}

+ 3
N∑
n=1

N∑
m=1,m 6=n

E
{
ξ2
nξ

2
m

}
+6

N∑
n1=1

N∑
n2=1,n2 6=n1

N∑
n3=1,n3 6=n2,n3 6=n1

E
{
ξ2
n1
ξn2ξn3

}
+

N∑
n1=1

∑
n2 6=n1

∑
n3 6=n2,n3 6=n1

∑
n4 6=n1,n2,n3

E {ξn1ξn2ξn3ξn4}. (A.7)

By using the independence between ξn and ξm, and using (A.1)-(A.4), we can calculate the second

moment of X .
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APPENDIX B

PROOF OF LEMMA 2

By using the approximate PDF of γ in (11), R̄ can be approximated as

R̄ =

∫ ∞
0

(
log2 (1 + x)− Q−1 (ε)

ln 2

√
V (x)

M

)
fγ (x) dx

=
1

θkΓ(k)

∫ ∞
0

γk−1e−
γ
θ log2(1 + γ)dγ︸ ︷︷ ︸
U1

− Q−1 (ε)

log(2)θkΓ(k)

∫ ∞
0

γk−1

√
1− 1

(γ+1)2

M
e−

γ
θ dγ︸ ︷︷ ︸

U2

.(B.1)

Then, U1 in (B.1) can be further simplified as

U3 =

(
− 1
θ2

)−k
θ−k−1

log(2)((
−1

θ

)k
θk
(

Γ(k − 1) 2F2

(
1, 1; 2, 2− k;

1

θ

)
+ θΓ(k)(ψ(0)(k) + log(θ))

)
+πθ csc(πk)

(
Γ(k)− Γ

(
k,−1

θ

)))
=

(−1)−kθk−1

log(2)

(
(−1)k

(
Γ(k − 1) 2F2

(
1, 1; 2, 2− k;

1

θ

)
+ θΓ(k)(ψ(0)(k) + log(θ))

)
+πθ csc(πk)

(
Γ(k)− Γ

(
k,−1

θ

)))

(B.2)

where ψ(0)(n) is the logarithmic Gamma function [57], [58].

By using V (γ) = 1− 1
(γ+1)2 ≈ 1, U2 can be written as

U4 ≈
√

1

M
θkΓ(k) (B.3)

Then, R̄ in (B.1) can be approximated as

R̄ ≈
Γ(k − 1) 2F2

(
1, 1; 2, 2− k; 1

θ

)
θ(log(2)Γ(k))

− Q−1 (ε)√
M log(2)

+
ψ(0)(k) + log(θ)

log(2)

+

(
π(−1)−k csc(πk)

) (
Γ(k)− Γ

(
k,−1

θ

))
log(2)Γ(k)

(B.4)

which can be further simplified as (12).
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APPENDIX C

PROOF OF LEMMA 3

We adopt the linearization technique to approximate Q
(

ln 2
√

M
V (x)

(
log2(1 + x)− D

M

))
at point

x = x0 as:
Q
(

ln 2
√

M
V (x)

(
log2(1 + x)− D

M

))

≈ U(x) =


1, x ≤ x0 − 1

2µ
,

1
2
− µ (x− x0) , x ∈

[
x0 − 1

2µ
, x0 + 1

2µ

]
,

0, x ≥ x0 + 1
2µ
,

(C.1)

where µ is the value of the first-order derivative of Q-function at point x = x0, given by

µ = −
∂
(
Q
(

ln 2
√

M
V (x)

(
log2(1 + x)− D

M

)))
∂x

∣∣∣∣∣∣
x=x0

=

√√√√ M

2π
(

2
2D
M − 1

) . (C.2)

In addition, x0 is given by x0 = 2
D
M − 1.

By inserting (C.1) into (13), the ADEP ε̄ can be approximated as

ε̄ ≈ Fγ

(
x0 −

1

2µ

)
+

(
1

2
+ µx0

)(
Fγ

(
x0 +

1

2µ

)
− Fγ

(
x0 −

1

2µ

))
− µ

∫ x0+ 1
2µ

x0− 1
2µ

xfγ (x) dx

=
µ

θkΓ(k)

∫ x0+ 1
2µ

x0− 1
2µ

γke−
γ
θ dx︸ ︷︷ ︸

U6

+

(
µx0 +

1

2

)(
Fγ

(
1

2µ
+ x0

)
− Fγ

(
x0 −

1

2µ

))
+ Fγ

(
x0 −

1

2µ

)
.

(C.3)

Then, U6 can be solved as

U6 =

(
x0 −

1

2µ

)k+1

E−k

(
x0 − 1

2µ

θ

)
−
(

1

2µ
+ x0

)k+1

E−k

(
x0 + 1

2µ

θ

)
(C.4)

Then, after some transformation, one can have (14).

APPENDIX D

PROOF OF LEMMA 4

Let us define ξn
∆
= |gn| |hn| , n = 1, · · · , N and ξN+1 = |h0|. Then, Y can be rewritten as

Y =
(∑N+1

n=1 ξn

)2

. For 1 ≤ n ≤ N , the moments of ξn are given in (A.1)-(A.4). For n = N + 1,

the moments of ξn are given by

E {ξn} =

√
πη

2
,E
{
ξ2
n

}
= η,E

{
ξ3
n

}
=

3

4

√
πη

3
2 ,E

{
ξ4
n

}
= 2η2, n = N + 1. (D.1)
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Then, by using the similar methods in Appendix A, we have

uY = E {Y } =
N+1∑
n=1

E
{
ξ2
n

}
+

N+1∑
n=1

N+1∑
m=1,m 6=n

E {ξn}E {ξm}, (D.2)

and

u
(2)
Y =

N+1∑
n=1

E
{
ξ4
n

}
+ 4

N+1∑
n=1

N+1∑
m=1,m 6=n

E
{
ξ3
nξm
}

+ 3
N+1∑
n=1

N+1∑
m=1,m 6=n

E
{
ξ2
nξ

2
m

}
(D.3)

+6
N+1∑
n1=1

N+1∑
n2=1,n2 6=n1

N+1∑
n3=1,n3 6=n2,n3 6=n1

E
{
ξ2
n1
ξn2ξn3

}
(D.4)

+
N∑

n1=1

∑
n2 6=n1

∑
n3 6=n2,n3 6=n1

∑
n4 6=n1,n2,n3

E {ξn1ξn2ξn3ξn4} (D.5)

APPENDIX E

PROOF OF LEMMA 6

Let us define ξn = |gn| |hn|. Then, G can be rewritten as G ∆
=
∣∣∣∑N

n=1 ξne
jωn

∣∣∣2. The first moment

of the RV G can be calculated by

uG = E{G} = E
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n=1

ξne
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= E
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E
{
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}
+

N∑
n=1

N∑
m=1,m 6=n

E {ξn}E {ξm}E {cos(ωn − ωm)}. (E.1)

where E {ξ2
n} and E {ξn} can be calculated by using (A.1) and (A.2). By using some simple

calculations, we have E {cos(ωn − ωm)} =
(

sin ∆
∆

)2
,∀m 6= n.
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The second moment of G can be calculated as follows:
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2
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By using some simple calculations, we have

E
{

cos2 (ωn − ωm)
}

=
1

2
+

1

2

(
sin (2∆)

2∆

)2

(E.3)

E {cos (ωn1 − ωn2) cos (ωn1 − ωn3)} =
sin(∆) cos (∆) + 4∆sin2(∆)− sin(∆) cos(3∆)

8∆3
.(E.4)

Then, by using (A.1)-(A.4) and the above equalities, we can calculate the second moment of G.

APPENDIX F

PROOF OF LEMMA 7

For each i, we have

E {ξi,n} =
π

4

√
αiβi,∀n (F.1)

E
{
ξ2
i,n

}
= E

{
|gi,n|2|hn|2

}
= αiβi,∀n (F.2)
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{
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E
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}
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{
|gi,n|4|hi,n|4

}
= 4(αiβi)

2,∀n. (F.4)
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Based on (F.1)-(F.4), we can now calculate the moments of ξi as follows:

E {ξi} =
π

4
N
√
αiβi (F.5)

E
{
ξ2
i

}
= Nαiβi+

π2

16
N(N − 1)αiβi (F.6)

E
{
ξ3
i

}
= N

9

16
π(αiβi)

3
2 + 3N(N − 1)

π

4
(αiβi)

3
2 +N(N − 1)(N − 2)

π3

64
(αiβi)

3
2 (F.7)
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9

16
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π4
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Then, based on (F.5)-(F.8), we can calculate the first and second moments of U :
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E
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APPENDIX G

PROOF OF LEMMA 9

The first moment of γ is given by

uγ = E{γ} = E
{
ρ
∣∣gHΦh

∣∣2} = E
{
ρgHΦhhHΦHg

}
= ραβtr

(
RΦHRΦ

)
. (G.1)

The second moment of γ is given by

u(2)
γ = E{γ2} = ρ2E

∥∥∥√βR1/2Φh
∥∥∥4

∣∣∣∣∣ gHΦh∥∥√βR1/2Φh
∥∥ hHΦHg∥∥√βR1/2Φh

∥∥
∣∣∣∣∣
2
 . (G.2)

Define κ = gHΦh
/∥∥√βR1/2Φh

∥∥, which is a circularly symmetric Gaussian variable when

conditioning on h. Due to the normalization operation, we have κ ∼ CN (0, 1). In addition, κ

is also independent of
√
βR1/2Φh. Hence, we have

u(2)
γ = ρ2E

{∥∥∥√βR1/2Φh
∥∥∥4

|κ|4
}

= ρ2E
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∥∥∥4
}
E
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|κ|4
}

= 2ρ2α2β2
(∣∣tr (RΦHRΦ

)∣∣2 + tr
((

RΦHRΦ
)2
))

(G.3)
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where the last equality is obtained by using [62].
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