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Can uncertainties in sea ice albedo reconcile patterns of data-model discord for the Pliocene and 20th/21st centuries?
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Abstract General Circulation Model simulations of the mid-Pliocene warm period (mPWP, 3.264 to 3.025 Myr ago) currently underestimate the level of warming that proxy data suggest existed at high latitudes, with discrepancies of up to 11°C for sea surface temperature estimates and 17°C for air temperature estimates. Sea ice has a strong influence on high-latitude climates, partly due to the albedo feedback. We present results demonstrating the effects of reductions in minimum sea ice albedo limits in general circulation model simulations of the mPWP. While mean annual surface air temperature increases of up to 6°C are observed in the Arctic, the maximum decrease in model-data discrepancies is just 0.81°C. Mean annual sea surface temperatures increase by up to 2°C, with a maximum model-data discrepancy improvement of 1.31°C. It is also suggested that the simulation of observed 21st century sea ice decline could be influenced by the adjustment of the sea ice albedo parameterization.

1. Introduction

The mid-Pliocene warm period (mPWP), covering the interval between 3.264 and 3.025 Myr ago [Dowsett et al., 2010], was a period of sustained global warmth, when global annual mean temperatures are estimated to have been 2 to 3°C warmer than the present day [Haywood and Valdes, 2004], an increase within the warming range predicted by the Intergovernmental Panel on Climate Change for the end of the 21st century [Intergovernmental Panel on Climate Change, 2007]. Estimates of pCO2 fell in the range of 365–415 ppm [Pagani et al., 2010; Seki et al., 2010]. General Circulation Model (GCM) simulations of mid-Pliocene climates do not produce the level of high-latitude warming, particularly in the North Atlantic and Arctic regions, implied by the proxy data [Dowsett et al., 2011; Haywood et al., 2013; Salzmann et al., 2013].

Sea ice exerts a strong influence over high-latitude climates, particularly in the Arctic, through acting as an insulating cover between the ocean and the atmosphere, and its ability to amplify small changes through feedback mechanisms [Kellogg, 1975; Maykut, 1978], such as the albedo feedback, which can cause the amplification of an initial warming or cooling perturbation to the system [Curry et al., 1995].

Sea ice albedo has often been used as a tuning mechanism in GCMs so that simulated sea ice extents and thicknesses have better agreement with modern observations [Eisenman et al., 2008; Hunke, 2010]. Since values in GCMs are tuned with respect to the present day, they may not remain valid for simulating radically different climate states that existed in the past. This may also have implications for the validity of model predictions of global change. As proxy data indicate that high-latitude surface air and sea surface temperatures (SATs and SSTs) were several degrees warmer in the mid-Pliocene [Dowsett et al., 2011; Haywood et al., 2013; Salzmann et al., 2013], it is likely that in comparison to the present day, less winter ice cover would survive the summer. Data from ostracode assemblages and ice-rafted debris sediments in the Arctic Basin suggest the presence of seasonal rather than perennial sea ice in the Pliocene Arctic [Cronin et al., 1993; Moran et al., 2006; Polyak et al., 2010].

Arctic summer sea ice extent has declined dramatically in the last 30 years [Stroeve et al., 2007; Comiso et al., 2008], resulting in a shift toward increasing levels of first-year sea ice (ice formed after the end of the most recent melt season). GCMs have not successfully reproduced this decline and have generally overestimated
Arctic sea ice extent, particularly for the recent rapid decline [Stroeve et al., 2007, 2012]. This may have implications for forecast simulations of the 21st century sea ice, if the models have been tuned with respect to a climate with more multiyear Arctic sea ice (ice that has survived at least one summer melt season).

Perovich et al. [2007] and Perovich and Polashenski [2012] have provided observations demonstrating the evolution of multiyear and first-year sea ice albedos throughout the summer. Multiyear sea ice albedo is shown to fall from a maximum of 0.85 to a minimum of ~0.4 just before the onset of freezeup. In contrast, first-year ice albedo can be as low as 0.2 and is less than multiyear ice albedo for most of the summer, never at any point exceeding it.

A large contribution to the difference in minimum albedo is the more extensive melt pond coverage on first-year ice [Polashenski et al., 2012; Perovich and Polashenski, 2012]. The difference between first-year and multiyear sea ice questions whether a minimum albedo value tuned for modern climate is appropriate for an Arctic with a higher proportion of first-year ice than the present day.

This paper explores whether reducing the minimum sea ice albedo limit in the Hadley Centre Coupled Climate Model version 3 (HadCM3), in accordance with that expected from a higher proportion of first-year ice, could improve model-data agreement at high latitudes for the mid-Pliocene warm period. We focus only on the sea ice albedo in order to better quantify the effects with regard to the observations in Perovich and Polashenski [2012]. We also examine the response of September Arctic sea ice extent to albedo limit changes for modern transient simulations. If a lower minimum albedo can better reproduce the recent trend of sea ice decline, then as recent observations highlight a shift toward seasonal rather than perennial sea ice, this could reinforce the case for its use in simulations of warmer climates such as the mid-Pliocene.

2. Methods
2.1. Model Description
The model used in this study was HadCM3, a coupled atmosphere-ocean GCM produced by the UK Met Office Hadley Centre. In addition to the atmosphere and ocean, HadCM3 also contains vegetation and sea ice components [Gordon et al., 2000].

The atmosphere component of HadCM3 has a horizontal resolution of 2.5° × 3.75° (latitude × longitude), which at the equator gives a grid box representing 278 km × 419 km, and comprises of 19 vertical levels [Gordon et al., 2000]. The horizontal grid resolution of the ocean component is 1.25° × 1.25°, giving six ocean grid boxes for every atmosphere box, with 20 vertical levels. Coupling occurs once per day in the model run, with the forcing fluxes accumulating every 30 min model time step [Gordon et al., 2000].

The sea ice model utilizes parameterizations of ice drift and leads alongside a basic thermodynamic scheme [Cattle and Crossley, 1995]. Semtner [1976] provides the basis for the thermodynamics of the model, and ice concentration parameterization is based on Hibler [1979]. The model also utilizes a sea ice dynamics parameterization, based on Bryan [1969]. A more detailed description of the sea ice component can be found in the supporting information.

2.2. Experimental Setup
In order to investigate the impacts of changes to the minimum sea ice albedo ($\alpha_{\text{min}}$) on simulations of the mid-Pliocene, four simulations with mid-Pliocene boundary conditions were run with $\alpha_{\text{min}}$ values of 0.5 (control), 0.4, 0.3, and 0.2. All used the standard maximum albedo of 0.8. Each simulation was run for 200 years, spun off from an initial 500 year control run, with climatological averages based on the final 30 years. All simulations had achieved equilibrium before 200 years.

In addition to the Pliocene runs, we ran four transient simulations, which started with preindustrial boundary conditions and increased greenhouse gas levels in line with the historic rates up to the present day. Results were compared against historical observations from the Hadley Centre Sea Ice and Sea Surface Temperature (HadISST) data set [Rayner et al., 2003]. The alternative sea ice albedo limits used in the mid-Pliocene simulations were also applied to these runs.

The experimental design uses the template set out in Haywood et al. [2011]. All simulations use PRISM3D boundary conditions, at the time of writing the most recent version of the Pliocene Research, Interpretation and Synoptic Mapping (PRISM) paleoenvironmental reconstruction [Dowsett et al., 2010] (see supporting information for more details).
2.3. Model-Data Comparisons

To assess the effectiveness of the changes to the sea ice albedo limits on mid-Pliocene model-data mismatches, the model results were compared to mid-Pliocene SAT and SST proxy data temperature estimates. SAT estimates are based on paleobotanical proxy data [Salzmann et al., 2008, 2013], and SST estimates are achieved using multiple proxies, based on Mg/Ca and alkenone paleothermometry and planktonic foraminiferal assemblages [Dowsett et al., 2010, 2013].

We focus on the region north of 60°N. While several SAT and SST data sites outside of this region have large model-data differences, no significant warming is observed in the Northern Hemisphere south of 60°N in our simulations, so these sites display no change in the model-data mismatch. There are nine SAT and five SST data sites north of 60°N [Dowsett et al., 2012; Salzmann et al., 2013]. For each site, we identified the difference between the proxy data estimates and the control simulation temperatures. These are compared with the temperatures produced by the three simulations with reduced minimum albedo. Sites with a model-data mismatch reduction of greater than 0.5°C are presented in the main paper, with the full set published in the supporting information.

3. Results

3.1. Pliocene Albedo Runs

3.1.1. Annual

Figure 1 shows the mean annual SAT and SST anomalies north of 60°N for the simulations with reduced minimum sea ice albedo. Each displays an increase in SAT over the Arctic Ocean, and in most cases this warming spreads across some terrestrial regions. The SAT increase is in excess of 5°C in some areas in the simulation with \( a_{\text{min}} = 0.2. \)

In comparison with the SAT response, the overall SST response is weaker (Figure 1). A small response is shown for the run with \( a_{\text{min}} = 0.2, \) with an increase of around 1°C over most of the ocean north of 60°N, with the exception of a region east of Greenland and surrounding Iceland which shows largely no change, as this region was already sea ice free in the standard Pliocene simulation. The simulations with \( a_{\text{min}} \) reduced to 0.3 and 0.4 show changes of a similar magnitude but cover less area; in the case for \( a_{\text{min}} = 0.4, \) the change is limited to a small region around the Barents Sea.
Table 1. Pliocene SAT Anomalies (Model-Simulated Temperature Minus Proxy-Reconstructed Temperature) at Three Paleodata Sitesa

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude/Longitude</th>
<th>Control Anomaly</th>
<th>$\alpha_{\text{min}} = 0.2$ Anomaly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beaver Pond</td>
<td>78.40°/−82.00°</td>
<td>−14.51°C</td>
<td>−13.7°C</td>
</tr>
<tr>
<td>Ocean Point</td>
<td>70.00°/−153.00°</td>
<td>−8.92°C</td>
<td>−8.2°C</td>
</tr>
<tr>
<td>Lena River</td>
<td>72.20°/125.97°</td>
<td>−12.01°C</td>
<td>−11.4°C</td>
</tr>
</tbody>
</table>

aAnomalies are displayed for the control and $\alpha_{\text{min}} = 0.2$ simulations.

At six of the nine SAT paleodata sites north of 60°N, the temperature change between the control and the $\alpha_{\text{min}} = 0.2$ simulations was less than 0.25°C. Table 1 shows the locations of the other three SAT data sites, which all displayed increases of at least 0.5°C in the $\alpha_{\text{min}} = 0.2$ simulation in comparison to the control and the model minus data SAT anomalies for those two simulations at each site. Similarly, two of the five SST data sites north of 60°N displayed temperature differences of less than 0.25°C between the two discussed simulations. Table 2 summarizes the same information for the three remaining SST sites as Table 1 does for the SAT sites. The locations of both the marine and terrestrial sites are displayed in Figures 1 and 2.

3.1.2. Seasonal

Figure 2 shows the four mean seasonal SAT anomalies for the run with $\alpha_{\text{min}} = 0.2$. The largest response is seen in Northern Hemisphere autumn (September-October-November (SON)), where the SAT anomaly is as much as 10°C over some areas of the Arctic. Winter (December-January-February (DJF)) also shows a strong response, with SAT increases over the Arctic Basin of 4–6°C. DJF is the only season where any substantial terrestrial SAT increase is observed. In contrast to SON and DJF, the SAT anomalies in spring (March-April-May (MAM)) and summer (June-July-August (JJA)) are much weaker.

3.2. Transient Runs

Figure 3 shows the Arctic September sea ice extents (area where sea ice concentration is greater than 15%) for the four transient simulations for the historical period, alongside the HadISST sea ice extent observations [Rayner et al., 2003]. Generally, GCMs overestimate the simulation of sea ice extent [Stroeve et al., 2007] in comparison to observations. However, Figure 3 indicates that HadCM3 is an exception and for the majority of the observational period produces a lower September Arctic sea ice extent than observations. The HadCM3 standard simulated sea ice extent does not exceed the observations until into the 21st century, where large declines in September sea ice extent are observed and not reproduced by HadCM3.

All three simulations with reduced minimum albedo produce lower extents than the control and at all points are lower than the observations. Each shows a very rapid initial decline before settling into a slower downward trend after less than 10 model years. The simulation with $\alpha_{\text{min}} = 0.2$ is intermittently sea ice free from approximately 20 years in to the simulation.

4. Discussion

4.1. Pliocene Albedo Runs

Tables 1 and 2 highlight that although the reduction in the minimum albedo limit has helped produce greater high-latitude warming, it is having a limited effect on reducing the data-model mismatches. Substantial changes are only seen at six data sites, three marine and three terrestrial. Data for these sites are presented in Tables 1 and 2, with the data for all sites north of 60°N presented in Tables S1 and S2 in the supporting information.

The changes are small in comparison to the difference between the model and the data temperatures. For the SATs, the changes represent reductions in the model-data mismatch of just 5 to 8%. All increases are

Table 2. Pliocene SST Anomalies (Model-Simulated Temperature Minus Proxy-Reconstructed Temperature) at Three Paleodata Sitesa

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude/Longitude</th>
<th>Control Anomaly</th>
<th>$\alpha_{\text{min}} = 0.2$ Anomaly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colvillian</td>
<td>71.29°/−150.42°</td>
<td>−2.26°C</td>
<td>−1.61°C</td>
</tr>
<tr>
<td>ODP 909</td>
<td>78.58°/−3.07°</td>
<td>−9.82°C</td>
<td>−8.51°C</td>
</tr>
<tr>
<td>ODP 911</td>
<td>80.47°/8.23°</td>
<td>−11.14°C</td>
<td>−10.21°C</td>
</tr>
</tbody>
</table>

aAnomalies are displayed for the control and $\alpha_{\text{min}} = 0.2$ simulations.
Figure 2. Mean seasonal temperature (°C) anomalies (alternative minus standard) for Pliocene simulation with $\alpha_{\text{min}} = 0.2$, showing (a and e) summer (JJA), (b and f) autumn (SON), (c and g) winter (DJF), and (d and h) spring (MAM). Figures 2a–2d show the SAT anomalies, with Figures 2d–2f displaying SST anomalies. Locations of data sites from Tables 1 and 2 are also shown.

The largest increases in SAT over the Arctic occurred over the ocean; however, in terrestrial regions, where Pliocene proxy data exist, temperature increases have been much lower. Lawrence et al. [2008] demonstrate, using the Community Climate System Model version 3 (CCSM3), that SAT increases as a result of sea ice loss can penetrate up to 1500 km inland, covering a much larger area than shown in Figures 1 and 2. This suggests that CCSM3 has stronger inland atmospheric heat transport than HadCM3, and therefore, there is an element of model dependency on the extent to which the SAT anomalies are reduced. A similar set of simulations performed with a model such as CCSM3 with stronger inland heat transport could be used to further investigate this issue.

Figure 3. Arctic September sea ice extent ($10^6$ km$^2$) from observations (thick red line) and 4 HadCM3 transient simulations with varying minimum sea ice albedos.
penetration may prove more effective at reducing the data-model discrepancies than HadCM3 has shown in this study.

The PRISM time slab covers a period of up to 300,000 years, during which the orbital configurations varied substantially. It is not clear whether the proxy data are representative of the orbital configuration used in the experiment (identical to modern) or whether they may be indicating temperatures from times with the warmest orbital configurations of the time slab.

Salzmann et al. [2013] ran a simulation under Pliocene Model Intercomparison Project boundary conditions with orbital configurations adjusted to ensure maximum Pliocene top of the atmosphere incoming insolation 65°N in July, based on the astronomical solution of Laskar et al. [2004]. Figure S7 shows the SAT differences between this simulation (Pliocene Northern Hemisphere Maximum (NH Max)) and the simulation with $\alpha_{\text{min}} = 0.2$. The Pliocene NH Max simulation unsurprisingly produces higher SATs at mid-latitudes in spring and summer, as the orbit was picked to produce the maximum summer insolation at 65°N, and there is little warming produced at these latitudes by reducing $\alpha_{\text{min}}$. However, the simulation with $\alpha_{\text{min}} = 0.2$ produces much higher SAT increases in autumn and winter over the region north of 60°N.

Figure S8 demonstrates that with the exception of part of the Bering Sea in winter and spring, the Pliocene NH Max simulation does not melt more sea ice than the $\alpha_{\text{min}} = 0.2$ simulation. The difference is particularly striking in the autumn months, where the Pliocene NH Max simulation does not produce the large sea ice reduction seen in the $\alpha_{\text{min}} = 0.2$ simulation. The effects of the combination of these two factors will be tested in a future study.

While the overall SST response was weaker than the SAT response, the changes highlighted in Tables 1 and 2 show a slightly greater increase on average for the SST data sites. These changes resulted in reductions in the model-data mismatch of 8 to 29%, much higher than for the SATs, although this is partly due to the initial SAT differences being much larger. Similar to the SATs, all SST changes are less than the errors associated to the techniques used to reconstruct the Pliocene temperatures [Dowsett et al., 2009].

The counterintuitive seasonal SAT warming pattern, seen in Figure 2, has been previously observed in modeling and observational studies [Kumar et al., 2010; Screen and Simmonds, 2010a, 2010b], which look at the effects of declining Arctic sea ice cover. It is suggested that the pattern is caused when the increased heat absorbed by the ocean in summer due to sea ice loss is released over the autumn and winter as the sea ice recovers. The simulation with $\alpha_{\text{min}} = 0.2$ sees a 55% decrease in sea ice fraction in JJA, and an 89% decrease in SON, suggesting that the seasonal warming pattern of this simulation is also due to a large decrease in sea ice cover. Further discussion of this pattern is found in the supporting information.

### 4.2. Transient Runs

While all simulations underestimated late twentieth century sea ice extent, results for the 21st century show the observations declining faster than the HadCM3 standard simulation (Figure 3). The HadCM3 sea ice extent continues the same downward trend in the 21st century that it displays for the twentieth, in comparison to the accelerated decline seen in the observations, implying that the two will continue to diverge. As the September sea ice extent declines further, an increasing proportion of the sea ice cover will be first-year ice, which has a lower albedo than multiyear ice [Perovich and Polashenski, 2012; Polashenski et al., 2012]. This may imply that a different sea ice albedo setup (with a lower minimum value) would be more appropriate for future simulations than one better suited to a climate with a greater proportion of multiyear ice.

Figure 3 demonstrates that there are problems using any fixed minimum sea ice albedo. While the standard HadCM3 setup appears unsuitable for simulating 21st century sea ice, the simulations with reduced albedo produce sea ice extents substantially below observations. A more sophisticated parameterization, allowing the minimum sea ice albedo to vary depending on the age of the ice, could enable the model to match the observations more closely. However, this would require the inclusion of a tracer for sea ice age into the model [e.g., Hunke and Bitz, 2009], a level of sophistication beyond the capabilities of HadCM3. More modern models, such as CCSM4, implement shortwave radiation parameterizations to simulate the surface albedo, rather than basing it on bulk sea ice properties such as surface temperatures [Holland et al., 2012]. The greater capabilities of these models highlights a disadvantage to using an older model such as HadCM3, although as Koenigk et al. [2013] demonstrates, CCSM4 still does not achieve the low albedos observed in Perovich and Polashenski [2012].
The divergence of the control HadCM3-simulated September sea ice extent and the observations in the 21st century shown in Figure 3 are a clear indication that the standard sea ice albedo settings are not suitable for simulating warmer climates with a higher proportion of first-year ice. As proxy data indicate that high-latitude mid-Pliocene SSTs were warmer than those at the present day [Dowsett et al., 2010], then it is not unreasonable to infer that mid-Pliocene Arctic sea ice cover would have been diminished, with less sea ice surviving the summer. The sea ice would therefore have been dominated by first-year ice, and consequently a different albedo parameterization, enabling a lower minimum, would be more suitable for mid-Pliocene simulations.

5. Conclusions

This paper has demonstrated the capabilities and limitations of the influence of the sea ice albedo feedback. The use of a lower sea ice albedo limit, one more suitable for a warmer than present-day climate with almost certainly less multiyear ice, has led to mean annual SAT increases of up to 6°C over the Arctic Ocean. However, the effect on mid-Pliocene model-data mismatches is much smaller. Any changes in these mismatches are small in comparison to the overall model-data temperature differences and are within the uncertainty ranges of the temperature reconstruction for each site, when provided [Salzmann et al., 2013]. The maximum changes seen in data-model mismatches for SSTs are slightly higher than for SATs, despite the overall response being much weaker; however, these changes are also less than the uncertainty ranges for the reconstructed temperatures [Dowsett et al., 2009].

These results suggest that temperature increases large enough to eliminate the model-data mismatch, particularly for SATs, are unlikely to be solely driven by ocean-based changes to the model, except in extreme scenarios such as the complete removal of Pliocene Arctic sea ice [e.g., Ballantyne et al., 2013]. The changes made to the minimum sea ice albedo can be considered a useful tool in helping to close this gap, but they can only be part of a larger effort.

The transient simulations highlight an area in which the albedo changes have had a particularly dramatic effect. There is a large sea ice reduction in autumn in the Pliocene simulations, and this is replicated in the transient runs, resulting in a large difference in the September sea ice extent minimum in comparison to the control. The failure of the HadCM3 standard parameterization to reproduce the recent sea ice decline suggests that it is not suitable to simulating climates with higher proportions of first-year sea ice. Currently, there are insufficient data to say with any certainty whether the alternative sea ice albedo minima will simulate 21st century Arctic sea ice better. However, these alternative albedo limits would appear to have a greater chance at replicating the rapid downward trend seen in the observations than the standard settings.
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