Sensitivity analysis of Hamiltonian and reversible systems prone to dissipation-induced instabilities
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1 Introduction

Consider an autonomous non-conservative system

\[ \ddot{x} + (\Omega G + \delta D)x + (K + \nu N)x = 0, \quad (1) \]

where \( \dot{} \) stands for the time differentiation, \( x \in \mathbb{R}^m \), and real matrix \( K = K^T \) corresponds to potential forces. Real matrices \( D = D^T, G = -G^T, \) and \( N = -N^T \) are related to dissipative (damping), gyroscopic, and non-conservative positional (circulatory) forces with magnitudes controlled by scaling factors \( \delta, \Omega, \) and \( \nu \) respectively. A circulatory system is obtained from (1) by neglecting velocity-dependent forces

\[ \ddot{x} + (K + \nu N)x = 0, \quad (2) \]

while a gyroscopic one has no damping and non-conservative positional forces

\[ \ddot{x} + \Omega Gx + Kx = 0. \quad (3) \]

Circulatory and gyroscopic systems (2) and (3) possess fundamental symmetries that are evident after transformation of equation (1) to the form \( y = Ay \) with

\[ A = \begin{bmatrix} -\frac{1}{2} \Omega G & 1 \\ \frac{1}{2} \delta \Omega DG + \frac{1}{4} \Omega^2 G^2 - K - \nu N & \delta D - \frac{1}{2} \Omega G \end{bmatrix}, \quad y = \begin{bmatrix} x \\ \dot{x} + \frac{1}{2} \Omega Gx \end{bmatrix}. \quad (4) \]

where \( I \) is the identity matrix.

In the absence of damping and gyroscopic forces \( (\delta = \Omega = 0) \), \( RAR = -A \) with

\[ R = R^{-1} = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \quad (5) \]

This means that the matrix \( A \) has a reversible symmetry, and equation (2) describes a reversible dynamical system [16,19,33]. Due to this property,

\[ \det(A - \lambda I) = \det(R(A - \lambda I)R) = \det(A + \lambda I), \quad (6) \]

and the eigenvalues of circulatory system (2) appear in pairs \((-\lambda, \lambda)\). Without damping and non-conservative positional forces \( (\delta = \nu = 0) \) the matrix \( A \) possesses the Hamiltonian symmetry \( JAJ = A^T \), where \( J \) is a unit symplectic matrix [17,23,28]

\[ J = -J^{-1} = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}. \quad (7) \]

As a consequence,

\[ \det(A - \lambda I) = \det(J(A - \lambda I)J) = \det(A^T + \lambda I) = \det(A + \lambda I), \quad (8) \]

which implies that if \( \lambda \) is an eigenvalue of \( A \) then so is \(-\lambda\), similarly to the reversible case. Therefore, an equilibrium of a circulatory or of a gyroscopic
system is either unstable or all its eigenvalues lie on the imaginary axis of the complex plane implying marginal stability if they are semi-simple.

In the presence of all the four forces, the Hamiltonian and reversible symmetries are broken and the marginal stability is generally destroyed. Instead, system (1) can be asymptotically stable if its characteristic polynomial

\[ P(\lambda) = \det(\lambda^2 + (\Omega G + \delta D)\lambda + K + \nu N), \]  

satisfies the criterion of Routh and Hurwitz. The most interesting for many applications, ranging from the rotor dynamics [3, 5, 14, 25, 27, 30, 31, 48, 49, 59, 62] to physics of the atmosphere [9, 29, 62, 66] and from stability and optimization of structures [8, 10, 11, 15, 22, 26, 33, 39, 54, 55, 65, 69] to friction-induced instabilities and acoustics of friction [40, 42, 61, 67, 71-73, 75, 76], is the situation when system (1) is close either to circulatory system (2) with \( \delta, \Omega \ll \nu \) (near-reversible system) or to gyroscopic system (3) with \( \delta, \nu \ll \Omega \) (near-Hamiltonian system). The effect of small damping and gyroscopic forces on the stability of circulatory systems as well as the effect of small damping and non-conservative positional forces on the stability of gyroscopic systems are regarded as paradoxical, since the stability properties are extremely sensitive to the choice of the perturbation, and the balance of forces resulting in the asymptotic stability is not evident, as it happens in such phenomena as "tippe top inversion", "rising egg", and the onset of friction-induced oscillations in the squealing brake and in the singing wine glass [31, 48, 49, 59, 61, 62, 67, 71-73, 75-77].

Historically, Thomson and Tait in 1879 were the first who found that dissipation destroy the gyroscopic stabilization (dissipation-induced instability) [1, 28, 62, 66]. A similar effect of non-conservative positional forces on the stability of gyroscopic systems has been established almost a century later by Lakhadanov and Karapetyan [12, 13]. A more sophisticated manifestation of the dissipation-induced instabilities has been discovered by Ziegler on the example of a double pendulum loaded by a follower force with the damping, non-uniformly distributed among the natural modes [8]. Without dissipation, the Ziegler pendulum is a reversible system, which is marginally stable for the loads non-exceeding some critical value. Small dissipation of order \( o(1) \) makes the pendulum either unstable or asymptotically stable with the critical load, which generically is lower than that of the undamped system by the quantity of order \( O(\lambda) \) (the destabilization paradox). Similar discontinuous change in the stability domain for the near-Hamiltonian systems has been observed by Holopainen [9, 66] in his study of the effect of dissipation on the stability of baroclinic waves in Earth's atmosphere, by Hoveijn and Ruijkrok on the example of a rotating shaft on an elastic foundation [30], and by Crandall, who investigated a gyroscopic pendulum with stationary and rotating damping [31]. Contrary to the Ziegler pendulum, the undamped gyropendulum is a gyroscopic system that is marginally stable when its spin exceeds a critical value. Despite the stationary damping, corresponding
to a dissipative velocity-dependent force, destroys the gyroscopic stabilization [1], the Crandall gyropendulum with stationary and rotating damping, where the latter is related to a non-conservative positional force, can be asymptotically stable for the rotation rates exceeding considerably the critical spin of the undamped system. This is an example of the destabilization paradox in the Hamiltonian system.

As it was understood during the last decade, the reason underlying the destabilization paradox is that the multiparameter family of non-normal matrix operators of the system (1) generically possesses the multiple eigenvalues related to singularities of the boundary of the asymptotic stability domain, which were described and classified by Arnold already in 1970s [17]. Hoveijn and Ruijgrok were, apparently, the first who associated the discontinuous change in the critical load in their example to the singularity Whitney umbrella, existing on the stability boundary [30]. The same singularity on the boundary of the asymptotic stability has been identified for the Ziegler pendulum [47], for the models of disc brakes [72, 76], of the rods loaded by follower force [54, 55], and of the gyropendulums and spinning tops [63, 70]. These examples reflect the general fact that the codimension-1 Hamiltonian (or reversible) Hopf bifurcation can be viewed as a singular limit of the codimension-3 dissipative resonant 1:1 normal form and the essential singularity in which these two cases meet is topologically equivalent to Whitney’s umbrella (Hamilton meets Hopf under Whitney’s umbrella) [45, 66].

Despite the achieved qualitative understanding, the development of the sensitivity analysis for the critical parameters near the singularities, which is essential for controlling the stabilization and destabilization, is only beginning and is involving such modern disciplines as multiparameter perturbation theory of analytical matrix functions [7, 18, 20, 23, 24, 28, 29, 37, 41, 57, 58] and of non-self-adjoint boundary eigenvalue problems [51, 53–55], the theory of the structured pseudospectra of matrix polynomials [56, 73] and the theory of versal deformations of matrix families [30, 45, 47, 60]. The growing number of physical and mechanical applications demonstrating the destabilization paradox due to an interplay of non-conservative effects and the need for a justification for the use of Hamiltonian or reversible models to describe real-world systems that are in fact only near-Hamiltonian or near-reversible requires a unified treatment of this phenomenon.

The goal of the present paper is to find and to analyze the domain of asymptotic stability of system (1) in the space of the parameters δ, Ω, and v with special attention to near-reversible and near-Hamiltonian cases. In the subsequent sections we will combine the study of the two-dimensional system, analyzing the Routh-Hurwitz stability conditions, with the perturbative approach to the case of arbitrary large m. Typical singularities of the stability boundary will be identified. Bifurcation of the domain of asymptotic stability due to change of
the structure of the matrix $D$ of dissipative forces will be thoroughly analyzed and the effect of gyroscopic stabilization of a dissipative system with indefinite damping and non-conservative positional forces will be described. The estimates of the critical parameters and explicit expressions, approximating the boundary of the asymptotic stability domain, will be extended to the case of $m > 2$ degrees of freedom with the use of the perturbation theory of multiple eigenvalues of non-self-adjoint operators. In the last section the general theory will be applied to the study of the onset of stabilization and destabilization in the models of gyropendulums and disc brakes.

2 A circulatory system with small velocity-dependent forces

We begin with the near-reversible case ($\delta, \Omega \ll \nu$), which covers Ziegler’s and Nikolai’s pendulums loaded by the follower force \cite{8, 10, 11, 33, 43, 44, 53, 66} (their continuous analogue is the viscoelastic Beck column \cite{10, 39, 54, 55}), the Reut-Sugiyama pendulum \cite{50}, the low-dimensional models of disc brakes by North \cite{67, 73}, Popp \cite{40}, and Sinou and Jezequel \cite{72}, the model of a mass sliding over a conveyor belt by Hoffmann and Gaul \cite{42}, the models of rotors with internal and external damping by Kimball and Smith \cite{3, 4} and Kapitsa \cite{5, 66}, and finds applications even in the modeling of the two-legged walking and of the dynamics of space tethers \cite{32}.

2.1 Stability of a circulatory system

Stability of system (1) is determined by its characteristic polynomial (8), which in case of two degrees of freedom has a convenient form provided by the Leverrier-Barnett algorithm \cite{21}

\[
P(\lambda, \delta, \nu, \Omega) = \lambda^4 + \delta \text{tr} D \lambda^3 + (\text{tr} K + \delta^2 \det D + \Omega^2) \lambda^2 + \\
(\delta \text{tr} K \text{tr} D - \text{tr} KD) + 2\Omega \nu) \lambda + \det K + \nu^2,
\]

(10)

where without loss of generality we assume that $\det G = 1$ and $\det N = 1$.

In the absence of damping and gyroscopic forces ($\delta = \Omega = 0$) the system (1) is circulatory, and the polynomial (10) has four roots $-\lambda_1, -\lambda_2, \lambda_3, \lambda_4$, where

\[
\lambda_\pm = \sqrt{-\frac{1}{2} \text{tr} K \pm \frac{1}{2} \sqrt{(\text{tr} K)^2 - 4(\det K + \nu^2)}}.
\]

(11)

The eigenvalues (11) can be real, complex or purely imaginary implying instability or marginal stability in accordance with the following statement.

\textbf{Proposition 1.} If $\text{tr} K > 0$ and $\det K \leq 0$, circulatory system (2) with two degrees of freedom is stable for $\nu^2 < \nu^2 < \nu^2$, unstable by divergence for
\( \nu^2 \leq \nu_d^2, \) and unstable by flutter for \( \nu^2 > \nu_f^2, \) where the critical values \( \nu_d \) and \( \nu_f \) are

\[
0 \leq \sqrt{-\det K} =: \nu_d \leq \nu_f := \frac{1}{2} \sqrt{(\text{tr} K)^2 - 4 \det K}.
\] (12)

If \( \text{tr} K > 0 \) and \( \det K > 0, \) the circulatory system is stable for \( \nu^2 < \nu_f^2 \) and unstable by flutter for \( \nu^2 > \nu_f^2. \)

If \( \text{tr} K \leq 0, \) the system is unstable.

The proof is a consequence of formula (11), reversible symmetry, and the fact that time dependence of solutions of equation (2) is given by \( \exp(\lambda t) \) for simple eigenvalues \( \lambda \) with an additional—polynomial in \( t \)—prefactor (secular terms) in case of multiple eigenvalues with the Jordan block. The solutions monotonously grow for positive real \( \lambda \) implying static instability (divergence), oscillate with an increasing amplitude for complex \( \lambda \) with positive real part (flutter), and remain bounded when \( \lambda \) is semi-simple and purely imaginary (stability). For \( K, \) having two equal eigenvalues, \( \nu_f = 0 \) and the circulatory system (2) is unstable in agreement with the Merkin theorem for circulatory systems with two degrees of freedom [34, 62].

Fig. 1. Stability diagrams and trajectories of eigenvalues for the increasing parameter \( \nu > 0 \) for the circulatory system (2) with \( \text{tr} K > 0 \) and \( \det K < 0 \) (a) and \( \text{tr} K > 0 \) and \( \det K > 0 \) (b).

Stability diagrams and motion of eigenvalues in the complex plane for \( \nu \) increasing from zero are presented in Fig. 1. When \( \text{tr} K > 0 \) and \( \det K < 0 \) there are two real and two purely imaginary eigenvalues at \( \nu = 0, \) and the system is statically unstable, see Fig. 1(a). With the increase of \( \nu \) both the imaginary and real eigenvalues are moving to the origin, until at \( \nu = \nu_d \) the real pair merges and originates a double zero eigenvalue with the Jordan block. At \( \nu = \nu_d \) the system is unstable due to linear time dependence of a solution corresponding to \( \lambda = 0. \) The further increase of \( \nu \) yields splitting of the double zero eigenvalue.
into two purely imaginary ones. The imaginary eigenvalues of the same sign are then moving towards each other until at $\nu = \nu_f$ they originate a pair of double eigenvalues $\pm i\omega_f$ with the Jordan block, where

$$\omega_f = \sqrt{\frac{1}{2} \text{tr} \mathbf{K}}. \quad (13)$$

At $\nu = \nu_f$ the system is unstable by flutter due to secular terms in its solutions. For $\nu > \nu_f$ the flutter instability is caused by two of the four complex eigenvalues lying on the branches of a hyperbolic curve

$$\text{Im} \lambda^2 - \text{Re} \lambda^2 = \omega_f^2. \quad (14)$$

The critical values $\nu_d$ and $\nu_f$ constitute the boundaries between the divergence and stability domains and between the stability and flutter domains respectively. For $\text{tr} \mathbf{K} > 0$ and $\det \mathbf{K} = 0$ the divergence domain shrinks to a point $\nu_d = 0$ and for $\text{tr} \mathbf{K} > 0$ and $\det \mathbf{K} > 0$ there exist only stability and flutter domains as shown in Fig. 1(b). For negative $\nu$ the boundaries of the divergence and flutter domains are $\nu = -\nu_d$ and $\nu = -\nu_f$.

In general, the Jordan chain for the eigenvalue $i\omega_f$ consists of an eigenvector $\mathbf{u}_0$ and an associated vector $\mathbf{v}_1$ that satisfy the equations [53]

$$(-\omega_f^2 \mathbf{I} + \mathbf{K} + \nu_f \mathbf{N}) \mathbf{u}_0 = 0, \quad (-\omega_f^2 \mathbf{I} + \mathbf{K} + \nu_f \mathbf{N}) \mathbf{v}_1 = -2i\omega_f \mathbf{u}_0. \quad (15)$$

Due to the non-self-adjointness of the matrix operator, the same eigenvalue possesses the left Jordan chain of generalized eigenvectors $\mathbf{v}_0$ and $\mathbf{v}_1$

$$\mathbf{v}_0^\top (-\omega_f^2 \mathbf{I} + \mathbf{K} + \nu_f \mathbf{N}) = 0, \quad \mathbf{v}_1^\top (-\omega_f^2 \mathbf{I} + \mathbf{K} + \nu_f \mathbf{N}) = -2i\omega_f \mathbf{v}_0^\top. \quad (16)$$

The eigenvalues $\mathbf{u}_0$ and $\mathbf{v}_0$ are biorthogonal

$$\mathbf{v}_0^\top \mathbf{u}_0 = 0. \quad (17)$$

In the neighborhood of $\nu = \nu_f$ the double eigenvalue and the corresponding eigenvectors vary according to the formulas [52, 53]

$$\lambda(\nu) = i\omega_f \pm \mu \sqrt{\nu - \nu_f} + o((\nu - \nu_f)^{1/2}),$$

$$\mathbf{u}(\nu) = \mathbf{u}_0 \pm \mu \mathbf{u}_1 \sqrt{\nu - \nu_f} + o((\nu - \nu_f)^{1/2}),$$

$$\mathbf{v}(\nu) = \mathbf{v}_0 \pm \mu \mathbf{v}_1 \sqrt{\nu - \nu_f} + o((\nu - \nu_f)^{1/2}), \quad (18)$$

where $\mu^2$ is a real number given by

$$\mu^2 = -\frac{\mathbf{v}_0^\top \mathbf{Nu}_0}{2i\omega_f \mathbf{v}_0^\top \mathbf{u}_1}. \quad (19)$$
2.2 The influence of small damping and gyroscopic forces on the stability of a circulatory system

For $m = 2$ the generalized eigenvectors of the right and left Jordan chains at the eigenvalue $i\omega_f$, where the eigenfrequency is given by (13) and the critical value $\nu_f$ is defined by (12), are [52]

$$u_0 = \begin{bmatrix} 2k_{12} + 2\nu_f \\ k_{22} - k_{11} \end{bmatrix}, \quad v_0 = \begin{bmatrix} 2k_{12} - 2\nu_f \\ k_{22} - k_{11} \end{bmatrix}, \quad u_1 = v_1 = \begin{bmatrix} 0 \\ -4i\omega_f \end{bmatrix}. \tag{20}$$

Substituting (20) into equation (19) yields the expression

$$\mu^2 = -\frac{4\nu_f(k_{11} - k_{22})}{2i\omega_f \nu_f} = \frac{\nu_f}{2\omega_f} > 0. \tag{21}$$

After plugging the real-valued coefficient $\mu$ into expansions (18) we obtain an approximation of order $|\nu - \nu_f|^{1/2}$ of the exact eigenvalues $\lambda = \lambda(\nu)$. This can be verified by the series expansions of (11) about $\nu = \nu_f$.

2.2 The influence of small damping and gyroscopic forces on the stability of a circulatory system

The one-dimensional domain of marginal stability of circulatory system (2) given by Proposition 1 blows up into a three-dimensional domain of asymptotic stability of system (1) in the space of the parameters $\delta$, $\Omega$, and $\nu$, which is described by the Routh and Hurwitz criterion for the polynomial (10)

$$\delta \text{tr} D > 0, \quad \text{tr} K + \delta^2 \text{det} D + \Omega^2 > 0, \quad \text{det} K + \nu^2 > 0, \quad Q(\delta, \Omega, \nu) > 0, \tag{22}$$

where

$$Q := -q^2 + \delta \text{trace} D(\text{tr} K + \delta^2 \text{det} D + \Omega^2)q - (\delta \text{trace} D)^2(\text{det} K + \nu^2),$$

$$q := \delta(\text{tr} K \text{tr} D - \text{tr} KD) + 2\Omega \nu. \tag{23}$$

Considering the asymptotic stability domain (22) in the space of the parameters $\delta$, $\nu$ and $\Omega$ we remark that the initial system (1) is equivalent to the first-order system with the real $2m \times 2m$ matrix $A(\delta, \nu, \Omega)$ defined by expression (4). As it was established by Arnold [17], the boundary of the asymptotic stability domain of a multiparameter family of real matrices is not a smooth surface. Generically, it possesses singularities corresponding to multiple eigenvalues with zero real part. Applying the qualitative results of [17], we deduce that the parts of the $\nu$-axis belonging to the stability domain of system (2) and corresponding to two different pairs of simple purely imaginary eigenvalues, form edges of the dihedral angles on the surfaces that bound the asymptotic stability domain of system (1), see Fig. 2(a). At the points $\pm \nu_f$ of the $\nu$-axis, corresponding to the stability-flutter boundary of system (2) there exists a pair of double purely imaginary eigenvalues with the Jordan block. Qualitatively, the asymptotic stability domain of system (1) in the space $(\delta, \nu, \Omega)$ near the $\nu$-axis looks like a dihedral
angle which becomes more acute while approaching the points \( \pm \nu_f \). At these points the angle shrinks forming the *deadlock of an edge*, which is a half of the *Whitney umbrella* surface [17, 30, 45], see Fig. 2(c). In case when the stability domain of the circulatory system has a common boundary with the divergence domain, as shown in Fig. 1(a), the boundary of the asymptotic stability domain of the perturbed system (1) possesses the *triangular angle* singularity at \( \nu = \pm \nu_d \), see Fig. 2(b).

The first two of the conditions of asymptotic stability (22) restrict the region of variation of parameters \( \delta \) and \( \Omega \) either to a half-plane \( \delta \operatorname{tr} \mathbf{D} > 0 \), if \( \det \mathbf{D} \geq 0 \), or to a space between the line \( \delta = 0 \) and one of the branches of a hyperbola \( |\det \mathbf{D}| \delta^2 - \Omega^2 = 2 \omega_f^2 \), if \( \det \mathbf{D} < 0 \). Provided that \( \delta \) and \( \Omega \) belong to the described domain, the asymptotic stability of system (1) is determined by the last two of the inequalities (22), which impose limits on the variation of \( \nu \). Solving the quadratic in \( \nu \) equation \( Q(\delta, \nu, \Omega) = 0 \) we write the stability condition \( Q > 0 \) in the form

\[
(\nu - \nu_{cr}^-)(\nu - \nu_{cr}^+) < 0,
\]

with

\[
\nu_{cr}^\pm(\delta, \Omega) = \frac{\Omega b \pm \sqrt{\Omega^2 b^2 + ac}}{a} \delta.
\]

The coefficients \( a \), \( b \), and \( c \) are

\[
\begin{align*}
 a(\delta, \Omega) &= 4 \Omega^2 + \delta^2 (\operatorname{tr} \mathbf{D})^2, \\
 b(\delta, \Omega) &= 4 \nu_f \beta_* + (\delta^2 \det \mathbf{D} + \Omega^2) \operatorname{tr} \mathbf{D}, \\
 c(\delta, \Omega) &= \nu_f^2 (\operatorname{tr} \mathbf{D})^2 - 4 \beta_*^2 + (\nu_f^2 \operatorname{tr} \mathbf{D} - 2 \nu_f \beta_*) (\delta^2 \det \mathbf{D} + \Omega^2) \operatorname{tr} \mathbf{D},
\end{align*}
\]

where

\[
\beta_* := \frac{\operatorname{tr}(\mathbf{K} - \omega_f^2 \mathbf{I}) \mathbf{D}}{2 \nu_f}.
\]

For \( \det \mathbf{K} < 0 \), the domain of asymptotic stability consists of two non-intersecting parts, bounded by the surfaces \( \nu = \nu_{cr}^\pm(\delta, \Omega) \) and by the planes \( \nu = \pm \nu_d \).
Proposition 2. Let \( \lambda_1(D) \) and \( \lambda_2(D) \) be eigenvalues of \( D \). Then,

\[
|\beta_+| \leq \frac{|\lambda_1(D) - \lambda_2(D)|}{2}.
\]  

(29)

If \( D \) is semi-definite (\( \det D > 0 \)) or indefinite with

\[
0 > \det D \geq \frac{(k_{12}(d_{22} - d_{11}) - d_{12}(k_{22} - k_{11}))^2}{4\nu_D^2},
\]  

(30)

then

\[
|\beta_+| \leq \frac{\det D}{2},
\]  

(31)

and the limits \( \nu_0^\pm(\beta) \) are continuous real-valued functions of \( \beta \). Otherwise, there exists an interval of discontinuity \( \beta_2 < \beta_* - (\det D)^2/4 \).

Proof. With the use of the definition of \( \beta_+ \), (27), a series of transformations

\[
\beta_*^2 - \frac{(\det D)^2}{4} = \frac{1}{4\nu_D^2} \left( \frac{(k_{11} - k_{22})(d_{11} - d_{22})}{2} + 2k_{12}d_{12} \right)^2
\]

\[
- \frac{(d_{11} + d_{22})^2 ((k_{11} - k_{22})^2 + 4k_{12}^2)}{4\nu_D^2}
\]

\[
- \det D - \frac{(k_{12}(d_{22} - d_{11}) - d_{12}(k_{22} - k_{11}))^2}{4\nu_D^2}
\]  

(32)

yields the expression

\[
\beta_*^2 = \frac{(\lambda_1(D) - \lambda_2(D))^2}{4} - \frac{(k_{12}(d_{22} - d_{11}) - d_{12}(k_{22} - k_{11}))^2}{4\nu_D^2}.
\]  

(33)

For real \( \beta_+ \), formula (32) implies inequality (30). The remaining part of the proposition follows from (33).

Inequality (30) subdivides the set of indefinite damping matrices into two classes.
Definition 1. We call a $2 \times 2$ real symmetric matrix $D$ with $\det D < 0$ weakly indefinite, if $4\beta^2_2 < (\text{tr}D)^2$, and strongly indefinite, if $4\beta^2_2 > (\text{tr}D)^2$.

As an illustration, we calculate and plot the functions $\nu_0^+(\beta)$, normalized by $\nu_f$, for the matrix $K > 0$ and indefinite matrices $D_1$, $D_2$, and $D_3$

$$K = \begin{bmatrix} 27 & 3 \\ 3 & 5 \end{bmatrix}, \quad D_1 = \begin{bmatrix} 6 & 3 \\ 3 & 1 \end{bmatrix}, \quad D_2 = \begin{bmatrix} 7 & 4\sqrt{130} - 11 \\ \frac{4\sqrt{130} - 11}{7} & 1 \end{bmatrix}, \quad D_3 = \begin{bmatrix} 7 & 5 \\ 5 & 1 \end{bmatrix}.$$ (34)

The graphs of the functions $\nu_0^+(\beta)$ bifurcate with a change of the damping matrix from the weakly indefinite to the strongly indefinite one. Indeed, since $D_1$ satisfies the strict inequality (30), the limits are continuous functions with separated graphs, as shown in Fig. 3(a). Expression (30) is an equality for the matrix $D_2$. Consequently, the functions $\nu_0^+(\beta)$ are continuous, with their graphs touching each other at the origin, Fig. 3(b). For the matrix $D_3$, condition (30) is not fulfilled, and the functions are discontinuous. Their graphs, however, are joint together, forming continuous curves, see Fig. 3(c). The calculated $\nu_0^+(\beta)$ are bounded functions of $\beta$, non-exceeding the critical values $\pm \nu_f$ of the unperturbed circulatory system.

Proposition 3.

$$|\nu_0^+(\beta)| \leq |\nu_0^+(\pm \beta_+)| = \nu_f.$$ (35)

Proof. Let us observe that $\mu_0^\pm := \nu_0^+/\nu_f$ are roots of the quadratic equation

$$\nu_f^2 \alpha_\mu \mu^2 - 2\delta \Omega b_0 \nu_f \mu - \delta^2 c_0 = 0,$$ (36)

with $\delta^2 \alpha_\beta := a(\delta, \beta \delta)$, $b_0 := b(0, 0)$, $c_0 := c(0, 0)$. According to the Schur criterion [8] all the roots $\mu$ of equation (36) are inside the closed unit disk, if

$$\delta^2 c_0 + \nu_f^2 \alpha_\beta = (\text{tr}D)^2 + 4(\beta^2 - \beta^2_\delta) + (\text{tr}D)^2 \geq 0,$$

$$2\delta \Omega \nu_f b_0 + \nu_f^2 \alpha_\beta - \delta^2 c_0 = (\beta + \beta_+)^2 \geq 0,$$

$$-2\delta \Omega \nu_f b_0 + \nu_f^2 \alpha_\beta - \delta^2 c_0 = (\beta - \beta_+)^2 \geq 0.$$ (37)
The first of conditions (37) is satisfied for real \( \nu_0^\pm \), implying \( |\mu_0^\pm(\beta)| \leq 1 \) with \( |\mu_0^+(\beta_*)| = |\mu_0^-(\beta_*)| = 1 \).

The limits \( \nu_0^\pm(\beta) \) of the critical values of the circulatory parameter \( \gamma_0^\pm(\delta, \Omega) \), which are complicated functions of \( \delta \) and \( \Omega \), effectively depend only on the ratio \( \beta = \Omega/\delta \), defining the direction of approaching zero in the plane \( (\delta, \Omega) \). Along the directions \( \beta = \beta_+ \) and \( \beta = -\beta_+ \), the limits coincide with the critical flutter loads of the unperturbed circulatory system (2) in such a way that \( \nu_0^\pm(\beta_*) = \nu_f \) and \( \nu_0^\pm(-\beta_*) = -\nu_f \). According to Proposition 3, the limit of the non-conservative positional force at the onset of flutter for system (1) with dissipative and gyroscopic forces tending to zero does not exceed the critical flutter load of circulatory system (2), demonstrating a jump in the critical load which is characteristic of the destabilization paradox.

Power series expansions of the functions \( \nu_0^\pm(\beta) \) around \( \beta = \pm \beta_* \) (with the radius of convergence not exceeding \( tr \mathbf{D}/2 \)) yield simple estimates of the jumps in the critical load for the two-dimensional system (1)

\[
\nu_f \mp \nu_0^\pm(\beta) = \nu_f \left[ \frac{2}{tr \mathbf{D}} \right]^2 (\beta \mp \beta_*)^2 + o((\beta \mp \beta_*)^2). 
\]  \hspace{1cm} (38)

Leaving in expansions (38) only the second order terms and then substituting \( \beta = \Omega/\delta \), we get equations of the form \( Z = X^2/Y^2 \), which is canonical for the Whitney umbrella surface [17, 30, 45]. These equations approximate the boundary of the asymptotic stability domain of system (1) in the vicinity of the points \((0,0, \pm \nu_f)\) in the space of the parameters \((\delta, \Omega, \nu)\). An extension to the case when the system (1) has \( m \) degrees of freedom is given by the following statement.

**Theorem 1.** Let the system (2) with \( m \) degrees of freedom be stable for \( \nu < \nu_f \) and let at \( \nu = \nu_f \) its spectrum contain a double eigenvalue \( \pm i \nu_f \) with the left and right Jordan chains of generalized eigenvectors \( \mathbf{u}_0 \) and \( \mathbf{u}_1 \) and \( \mathbf{v}_0 \) and \( \mathbf{v}_1 \), satisfying equations (15) and (16). Define the real quantities

\[
d_1 = \text{Re}(\nu_0^T \mathbf{D} \mathbf{u}_0), \quad d_2 = \text{Im}(\nu_0^T \mathbf{D} \mathbf{u}_1 + \nu_1^T \mathbf{D} \mathbf{u}_0),
\]

\[
g_1 = \text{Re}(\nu_0^T \mathbf{G} \mathbf{u}_0), \quad g_2 = \text{Im}(\nu_0^T \mathbf{G} \mathbf{u}_1 + \nu_1^T \mathbf{G} \mathbf{u}_0),
\]  \hspace{1cm} (39)

and

\[
\beta_* = -\frac{\nu_0^T \mathbf{D} \mathbf{u}_0}{\nu_0^T \mathbf{G} \mathbf{u}_0}.
\]  \hspace{1cm} (40)

Then, in the vicinity of \( \beta := \Omega/\delta = \beta_* \) the limit of the critical flutter load \( \nu_f^+ \) of the near-reversible system with \( m \) degrees of freedom as \( \delta \to 0 \) is

\[
\nu_0^+(\beta) = \nu_f - \frac{g_1^2(\beta - \beta_*)^2}{\mu^2(d_2 + \beta_*) g_2^2} + o((\beta - \beta_*)^2). 
\]  \hspace{1cm} (41)
Proof. Perturbing a simple eigenvalue \( i\omega(\nu) \) of the stable system (2) at a fixed \( \nu < \nu_f \) by small dissipative and gyroscopic forces yields the increment

\[
\lambda = i\omega - \frac{\mathbf{v}^T \mathbf{D} \mathbf{u}}{2\nu^T \mathbf{u}} - \frac{\mathbf{v}^T \mathbf{G} \mathbf{u}}{2\nu^T \mathbf{u}} - \Omega + o(\delta, \Omega). \tag{42}
\]

Since the eigenvectors \( \mathbf{u}(\nu) \) and \( \mathbf{v}(\nu) \) can be chosen real, the first order increment is real-valued. Therefore, in the first approximation in \( \delta \) and \( \Omega \), the simple eigenvalue \( i\omega(\nu) \) remains on the imaginary axis if \( \Omega = \beta(\nu)\delta \), where

\[
\beta(\nu) = \frac{-\mathbf{v}^T(\nu) \mathbf{D} \mathbf{u}(\nu)}{\mathbf{v}^T(\nu) \mathbf{G} \mathbf{u}(\nu)}. \tag{43}
\]

Substituting expansions (18) into formula (43), we obtain

\[
\beta(\nu) = \frac{d_1 \pm d_2 \mu \sqrt{\nu_f - \nu} + o(\sqrt{\nu_f - \nu})}{g_1 \pm g_2 \mu \sqrt{\nu_f - \nu} + o(\sqrt{\nu_f - \nu})}, \tag{44}
\]

wherefrom expression (41) follows, if \( |\beta - \beta_*| \ll 1 \).

Fig. 4. For various \( \nu \), bold lines show linear approximations to the boundary of the asymptotic stability domain (white) of system (1) in the vicinity of the origin in the plane \( (\delta, \Omega) \), when \( \text{tr} \mathbf{K} > 0 \) and \( \det \mathbf{K} > 0 \), and \( 4\beta_*^2 < (\text{tr} \mathbf{D})^2 \) (upper row) or \( 4\beta_*^2 > (\text{tr} \mathbf{D})^2 \) (lower row).

After substituting \( \beta = \Omega/\delta \) the formula (41) gives an approximation of the critical flutter load

\[
\nu_{c*}^2(\delta, \Omega) = \nu_f \frac{g_1^2 (\Omega - \beta_* \delta)^2}{\mu^2 (d_2 + \beta_* g_2)^2 \gamma^2}. \tag{45}
\]
which has the canonical Whitney's umbrella form. The coefficients (21) and (39) calculated with the use of vectors (20) are

\[d_1 = 2(k_{22} - k_{11})\text{tr}(K - \omega_f^2 I)D, \quad g_1 = 4(k_{11} - k_{22})\nu_f \]
\[d_2 = -8\omega_f(2d_{12}k_{12} + d_{22}(k_{22} - k_{11})), \quad g_2 = 16\omega_f\nu_f. \]  

(46)

With (46) expression (41) is reduced to (38).

Using exact expressions for the functions \(\omega(v), u(v), \) and \(v(v), \) we obtain better estimates in case when \(m = 2.\) Substituting the explicit expression for the eigenfrequency

\[\omega^2(v) = \omega^2 + \sqrt{\nu^2 - \nu^2}, \]  

(47)

following from (11)-(13), into the equation (43), which now reads

\[\delta\left(2\nu_f\beta_\star + (\omega^2(v) - \omega^2)\text{tr}D\right) - 2\Omega v = 0, \]  

(48)

we obtain

\[\Omega = \frac{\nu_f}{\nu} \left[ \beta_\star \pm \frac{\text{tr}D}{2} \sqrt{1 - \frac{\nu^2}{\nu_f^2}} \right] \delta. \]  

(49)

Equation (49) is simply formula (28) inverted with respect to \(\beta = \Omega/\delta.\)

---

Fig. 5. The domain of asymptotic stability of system (1) with the singularities Whitney umbrella, dihedral angle, and trispherical angle when \(K > 0\) and \(4\beta^2 < (\text{tr}D)^2\) (a), \(K > 0\) and \(4\beta^2 > (\text{tr}D)^2\) (b), and when \(\text{tr}K > 0\) and \(\text{det} K < 0\) (c).

We use the linear approximation (49) to study the asymptotic behavior of the stability domain of the two-dimensional system (1) in the vicinity of the origin in the plane \((\delta, \Omega)\) for various \(v.\) It is enough to consider only the case when \(\text{tr}K > 0\) and \(\text{det} K > 0,\) so that \(-\nu_f < v < \nu_f,\) because for \(\text{det} K \leq 0\) the region \(\nu^2 < \nu^2_d \leq \nu_f^2\) is unstable and should be excluded.

For \(\nu^2 < \nu_f^2\) the radicand in expression (49) is real and nonzero, so that in the first approximation the domain of asymptotic stability is contained between two lines intersecting at the origin, as depicted in Fig 4 (central column).
ν approaches the critical values ±ν₁, the angle becomes more acute until at 
ν = ν₁ or ν = −ν₁ it degenerates to a single line Ω = δβ, or Ω = −δβ, 
respectively. For β ≠ 0 these lines are not parallel to each other, and due to 
inequality (31) they are never vertical, see Fig. 4 (right column). However, the 
degeneration can be lifted already in the second-order approximation in δ 
Ω = ±δβ ± \frac{ω₁\text{tr}D\sqrt{|\text{det}D| + β²}}{2ν₁}δ² + O(δ³). \hspace{1cm} (50) 

If the radicand is positive, equation (50) defines two curves touching each other 
at the origin, as shown in Fig. 4 by dashed lines. Inside the cusps \|ν²(δ, Ω)\| ≥ ν₁, 
the evolution of the domain of asymptotic stability in the plane (δ, Ω), 
when ν goes from ±ν₁ to zero, depends on the structure of the matrix D and is 
governed by the sign of the expression 4β² − (tr D)². For the negative sign the 
angle between the lines (49) is getting wider, tending to π as ν → 0, see Fig. 4 
(upper left). Otherwise, the angle reaches a maximum for some ν² < ν²₁ and 
then shrinks to a single line δ = 0 at ν = 0, Fig. 4 (lower left). At ν = 0 the 
Ω-axis corresponds to a marginally stable gyroscopic system. Since the linear 
approximation to the asymptotic stability domain does not contain the Ω-axis 
at any ν ≠ 0, small gyroscopic forces cannot stabilize a circular system in 
the absence of damping forces (δ = 0), which is in agreement with the theorems 
of Lakhadanov and Karapetyan [12, 13].

Reconstructing with the use of the obtained results the asymptotic stability 
domain of system (1), we find that it has three typical configurations in the 
vicinity of the ν-axis in the parameter space (δ, Ω, ν). In case of a positive-
definite matrix K and of a semi-negative or a weakly-negative definite matrix D 
the addition of small damping and gyroscopic forces blows the stability interval of a 
circular system ν² < ν²₁ up to a three-dimensional region bounded by the 
parts of a singular surface ν = ν²₁(δ, Ω), which belong to the half-space 
δ tr D > 0, Fig. 5(a). The stability interval of a circular system forms an 
edge of a dihedral angle. At ν = 0 the angle of the intersection reaches its 
maximum (π), creating another edge along the Ω-axis. While approaching the 
points ±ν₁, the angle becomes more acute and ends up with the deadlock of an 
edge, Fig. 5(a).

When the matrix D approaches the threshold 4β² = (tr D)², two smooth 
parts of the stability boundary corresponding to negative and positive ν come 
towards each other until they touch, when D is at the threshold. After D becomes 
strongly indefinite this temporary glued configuration collapses into two pockets 
of asymptotic stability, as shown in Fig. 5(b). Each of the two pockets has a 
deadlock of an edge as well as two edges which meet at the origin and form a 
singularity known as the “break of an edge” [17].

The configuration of the asymptotic stability domain, shown in Fig. 5(c), 
corresponds to an indefinite matrix K with tr K > 0 and det K < 0. In this case
the condition $\nu^2 > \nu_d^2$ divides the domain of asymptotic stability into two parts, corresponding to positive and negative $\nu$. The intervals of $\nu$-axis form edges of dihedral angles, which end up with the deadlocks at $\nu = \pm \nu_f$ and with the trihedral angles at $\nu = \pm \nu_d$, Fig. 5(c). Qualitatively, this configuration does not depend on the properties of the matrix $\mathbf{D}$.

![Diagram](image)

**Fig. 6.** Bifurcation of the domain of the asymptotic stability (white) in the plane $(\delta, \Omega)$ at $\nu = 0$ due to the change of the structure of the matrix $\mathbf{D}$ according to the criterion (44).

We note that the parameter $4\beta^2 - (\text{tr} \mathbf{D})^2$ governs not only the bifurcation of the stability domain near the $\nu$-axis, but also the bifurcation of the whole stability domain in the space of the parameters $\delta$, $\Omega$, and $\nu$. This is seen from the stability conditions (24)–(26). For example, for $\nu = 0$ the inequality $Q > 0$ is reduced to $c(\delta, \Omega) > 0$, where $c(\delta, \Omega)$ is given by (26). For positive semi-definite matrices $\mathbf{D}$ this condition is always satisfied. For indefinite matrices equation $c(\delta, \Omega) = 0$ defines either hyperbola or two intersecting lines. In case of weakly-indefinite $\mathbf{D}$ the stability domain is bounded by the $\nu$-axis and one of the hyperbolic branches, see Figure 6 (left). At the threshold $4\beta^2 = (\text{tr} \mathbf{D})^2$ the stability domain is separated to two half-conical parts, as shown in the center of Figure 6. Strongly-indefinite damping makes impossible stabilization by small gyroscopic forces, see Figure 6 (right). In this case the non-conservative forces are required for stabilization. Thus, we generalize the results of the works [35, 36], which were obtained for diagonal matrices $\mathbf{K}$ and $\mathbf{D}$. Moreover, the authors of the works [35, 36] did not take into account the non-conservative positional forces corresponding to the matrix $\mathbf{N}$ in equation (1) and missed the existence of the two classes of indefinite matrices, which lead to the bifurcation of the domain of asymptotic stability. We can also conclude that at least in two dimensions the requirement of definiteness of the matrix $\mathbf{D}$ established in [46] is not necessary for the stabilization of a circulatory system by gyroscopic and damping forces.
3 A gyroscopic system with weak damping and circulatory forces

A statically unstable potential system, which has been stabilized by gyroscopic forces can be destabilized by the introduction of small stationary damping, which is a velocity-dependent force [1]. However, many statically unstable gyroscopisms enjoy robust stability at high speeds [31]. To explain this phenomenon a concept of rotating damping has been introduced, which is also proportional to the displacements by a non-conservative way and thus contributes not only to the matrix $D$ in equation (1), but to the matrix $N$ as well [3-5, 31]. This leads to a problem of perturbation of gyroscopic system (3) by weak dissipative and non-conservative positional forces [14, 27, 31, 32, 46, 48, 49, 59, 62, 63, 66, 74].

3.1 Stability of a gyroscopic system

In the absence of dissipative and circulatory forces ($\delta = \nu = 0$), the polynomial (10) has four roots $\pm \lambda_\pm$, where

$$\lambda_\pm = \frac{1}{2} \sqrt{(\text{tr} K + \Omega^2) \pm \frac{1}{2} \sqrt{\left[(\text{tr} K + \Omega^2)^2 - 4 \det K\right]}}. \quad (51)$$

Analysis of these eigenvalues yields the following result, see e.g. [47].

**Proposition 4.** If $\det K > 0$ and $\text{tr} K < 0$, gyroscopic system (3) with two degrees of freedom is unstable by divergence for $\Omega^2 < \Omega_0^+ < \Omega_0^-$, unstable by flutter for $\Omega_0^- < \Omega^2 < \Omega_0^+$, and stable for $\Omega_0^+ < \Omega^2$, where the critical values $\Omega_0^-$ and $\Omega_0^+$ are

$$0 \leq \sqrt{-\text{tr} K - 2 \sqrt{\det K}} =: \Omega_0^- \leq \Omega_0^+ := \sqrt{-\text{tr} K + 2 \sqrt{\det K}}. \quad (52)$$

If $\det K > 0$ and $\text{tr} K > 0$, the gyroscopic system is stable for any $\Omega$ [2].

If $\det K \leq 0$, the system is unstable [1].

Representing for $\det K > 0$ the equation (51) in the form

$$\lambda_\pm = \frac{1}{2} \sqrt{\Omega^2 - \frac{1}{2} \left(\Omega_0^+ - \Omega_0^+\right) \pm \frac{1}{2} \sqrt{\left(\Omega^2 - \Omega_0^+\right) \left(\Omega^2 - \Omega_0^-\right)}}. \quad (53)$$

we find that at $\Omega = 0$ there are in general four real roots $\pm \lambda_\pm = \pm (\Omega_0^+ + \Omega_0^-)/2$ and system (3) is statically unstable. With the increase of $\Omega^2$ the distance $\lambda_+ - \lambda_-$ between the two roots of the same sign is getting smaller. The roots are moving towards each other until they merge at $\Omega^2 = \Omega_0^+ - \Omega_0^-$ with the origination of a pair of double real eigenvalues $\pm \omega_0$ with the Jordan blocks, where

$$\omega_0 = \frac{1}{2} \sqrt{\Omega_0^+ - \Omega_0^-} = \sqrt{\det K} > 0. \quad (54)$$
Further increase of $\Omega^2$ yields splitting of $\pm \omega_0$ to two couples of complex conjugate eigenvalues lying on the circle

$$\text{Re} \lambda^2 + \text{Im} \lambda^2 = \omega_0^2. \quad (55)$$

The complex eigenvalues move along the circle until at $\Omega^2 = \Omega_0^+ \omega^2$ they reach the imaginary axis and originate a complex-conjugate pair of double purely imaginary eigenvalues $\pm i \omega_0$. For $\Omega^2 > \Omega_0^+ \omega^2$ the double eigenvalues split into four simple purely imaginary eigenvalues which do not leave the imaginary axis, Fig. 7.

Fig. 7. Stability diagram for the gyroscopic system with $K < 0$ (left) and the corresponding trajectories of the eigenvalues in the complex plane for the increasing parameter $\Omega > 0$ (right).

Thus, the system (3) with $K < 0$ is statically unstable for $\Omega \in (-\Omega_0^-, \Omega_0^-)$, it is dynamically unstable for $\Omega \in [-\Omega_0^-, -\Omega_0^+] \cup [\Omega_0^-, \Omega_0^+]$, and it is stable (gyroscopic stabilization) for $\Omega \in (-\infty, -\Omega_0^-) \cup (\Omega_0^+, \infty)$, see Fig. 7. The values of the gyroscopic parameter $\Omega_0$ define the boundary between the divergence and flutter domains while the values $\Omega_0^+$ originate the flutter-stability boundary.

3.2 The influence of small damping and non-conservative positional forces on the stability of a gyroscopic system

Consider the asymptotic stability domain in the plane $(\delta, \nu)$ in the vicinity of the origin, assuming that $\Omega \neq 0$ is fixed. Observing that the third of the inequalities (22) is fulfilled for $\det K > 0$ and the first one simply restricts the region of variation of $\delta$ to the half-plane $\delta \mbox{tr} \mathbf{D} > 0$, we focus our analysis on the remaining two of the conditions (22).

Taking into account the structure of coefficients (26) and leaving the linear terms with respect to $\delta$ in the Taylor expansions of the functions $v_{ci}^E(\delta, \Omega)$, we
get the equations determining a linear approximation to the stability boundary

\[ \nu = \frac{\text{tr}KD - \text{tr}K\Gamma D - \text{tr}D\lambda_2(\Omega)}{2\Omega} \delta \]

\[ = \frac{2\text{tr}KD + \text{tr}D(\Omega^2 - \text{tr}K) \pm \text{tr}D \sqrt{(\Omega^2 + \text{tr}K)^2 - 4 \det K}}{4\Omega} \delta, \]  

where the eigenvalues \( \lambda_2(\Omega) \) are given by formula (51).

For \( \det K > 0 \) and \( \text{tr}K > 0 \) the gyroscopic system is stable at any \( \Omega \). Consequently, the coefficients \( \lambda_2(\Omega) \) are always real, and equations (56) define in general two lines intersecting at the origin, Fig. 8. Since \( \text{tr}K > 0 \), the second of the inequalities (22) is satisfied for \( \det D > 0 \), and it gives an upper bound of \( \delta^2 \) for \( \det D < 0 \). Thus, a linear approximation to the domain of asymptotic stability near the origin in the plane \( (\delta, \nu) \), is an angle-shaped area between two lines (56), as shown in Fig. 8. With the change of \( \Omega \) the size of the angle is varying and moreover, the stability domain rotates as a whole about the origin. As \( \Omega \to \infty \), the size of the angle tends to \( \pi/2 \) in such a way that the stability domain fits one of the four quadrants of the parameter plane, as shown in Fig. 8 (right column). From (56) it follows that asymptotically as \( \Omega \to 0 \)

\[ \nu(\Omega) = \frac{\nu}{\Omega} \left( \beta_+ \pm \frac{\text{tr}D}{2} \right) + o\left( \frac{1}{\Omega} \right), \]  

Consequently, the angle between the lines (56) tends to \( \pi \) for the matrices \( D \) satisfying the condition \( 4\beta_+^2 < (\text{tr}D)^2 \), see Fig. 8 (upper left). In this case in the linear approximation the domain of asymptotic stability spreads over two quadrants and contains the \( \delta \)-axis. Otherwise, the angle tends to zero as \( \Omega \to 0 \), Fig. 8 (lower left). In the linear approximation the stability domain always belongs to one quadrant and does not contain \( \delta \)-axis, so that in the absence of non-conservative positional forces gyroscopic system (3) with \( K > 0 \) cannot be made asymptotically stable by damping forces with strongly-indefinite matrix \( D \), which is also visible in the three-dimensional picture of Fig. 5(b). The three-dimensional domain of asymptotic stability of near-Hamiltonian system (1) with \( K > 0 \) and \( D \) semi-definite or weakly-indefinite is inside a dihedral angle with the \( \Omega \)-axis as its edge, as shown in Fig. 5(a). With the increase in \( |\Omega| \), the section of the domain by the plane \( \Omega = \text{const} \) is getting more narrow and is rotating about the origin so that the points of the parameter plane \( (\delta, \nu) \) that where stable at lower \( |\Omega| \) can lose their stability for the higher absolute values of the gyroscopic parameter (gyroscopic destabilization) of a statically stable potential system in the presence of damping and non-conservative positional forces).

To study the case when \( K < 0 \) we write equation (56) in the form

\[ \nu = \frac{\Omega^+}{\Omega} \left[ \gamma_+ + \frac{\text{tr}D}{4} \sqrt{\frac{\Omega^2}{\Omega_0^2} - 1} \left( \sqrt{\frac{\Omega^2}{\Omega_0^2} - 1} \pm \sqrt{\frac{\Omega^2}{\Omega_0^2} - \frac{\Omega_0^2}{\Omega^2}} \right) \right] \delta, \]  

(58)
Fig. 8. For various $\Omega$, bold lines show linear approximations to the boundary of the asymptotic stability domain (white) of system (1) in the vicinity of the origin in the plane $(\delta, \nu)$, when $\text{tr}K > 0$ and $\det K > 0$, and $4\beta^2_1 < (\text{tr}D)^2$ (upper row) or $4\beta^2_1 > (\text{tr}D)^2$ (lower row).

where

$$\gamma_* := \frac{\text{tr}K + (\Omega^{-2}_0 - \omega^2_0)I\|D\}}{2\Omega^{-1}_0}. \tag{59}$$

**Proposition 5.** Let $\lambda_1(D)$ and $\lambda_2(D)$ be eigenvalues of $D$. Then,

$$|\gamma_*| \leq \Omega^{-1}_0 \frac{\left|\lambda_1(D) + \lambda_2(D)\right|}{4} + \Omega^{-1}_0 \frac{\left|\lambda_1(D) - \lambda_2(D)\right|}{4}. \tag{60}$$

**Proof.** With the use of the Cauchy-Schwarz inequality we obtain

$$|\gamma_*| \leq \Omega^{-1}_0 \frac{\text{tr}D}{4} + \frac{\text{tr}[K - \frac{\Omega^{-2}_0}{2}I](D - \frac{\Omega^{-2}_0}{2}I)}{2\Omega^{-1}_0}$$

$$\leq \Omega^{-1}_0 \frac{\text{tr}D}{4} + \frac{\left|\lambda_1(K) - \lambda_2(K)\right|\left|\lambda_1(D) - \lambda_2(D)\right|}{4\Omega^{-1}_0}. \tag{61}$$

Taking into account that $|\lambda_1(K) - \lambda_2(K)| = \Omega^{-1}_0\Omega^{-1}_0$, we get inequality (60).

Expression (58) is real-valued when $\Omega^2 \geq \Omega^{-2}_0$ or $\Omega^2 \leq \Omega^{-2}_0$. For sufficiently small $|\delta|$ the first inequality implies the second of the stability conditions (22), whereas the last inequality contradicts it. Consequently, the domain of asymptotic stability is determined by the inequalities $\delta\text{tr}D > 0$ and $Q(\delta, \nu, \Omega) > 0$, and its linear approximation in the vicinity of the origin in the $(\delta, \nu)$-plane has the form of an angle with the boundaries given by equations (58). For $\Omega$ tending to infinity the angle expands to $\pi/2$, whereas for $\Omega = \Omega^{-1}_0$ or $\Omega = -\Omega^{-1}_0$...
it degenerates to a single line \( \gamma = \delta \gamma_* \) or \( \gamma = -\delta \gamma_* \) respectively. For \( \gamma_* \neq 0 \) these lines are not parallel to each other, and due to inequality (60) they never stay vertical, see Fig. 9 (left). The degeneration can, however, be removed in the second-order approximation in \( \delta \)

\[
\gamma = \pm \delta \gamma_* \pm \frac{\text{tr} \mathbf{D} \sqrt{\omega_0^2 \det \mathbf{D} - \gamma_*^2}}{2 \Omega_0^\pm} \delta^2 + O(\delta^3),
\]

as shown by dashed lines in Fig. 9 (left). Therefore, gyroscopic stabilization of statically unstable conservative system with \( \mathbf{K} < 0 \) can be improved up to asymptotic stability by small damping and circulatory forces, if their magnitudes are in the narrow region with the boundaries depending on \( \Omega \). The lower the desirable absolute value of the critical gyroscopic parameter \( \Omega_{cr}(\delta, \gamma) \) the poorer choice of the appropriate combinations of damping and circulatory forces.

To estimate the new critical value of the gyroscopic parameter \( \Omega_{cr}(\delta, \gamma) \), which can deviate significantly from that of the conservative gyroscopic system, we consider the formula (58) in the vicinity of the points \((0, 0, \pm \Omega_0^\pm)\) in the parameter space. Leaving only the terms, which are constant or proportional to \( \sqrt{\Omega \pm \Omega_0^\pm} \) in both the numerator and denominator and assuming \( \gamma = \gamma \delta \), we find

\[
\Omega_{cr}^\pm(\gamma) = \pm \Omega_0^\pm + \frac{2}{\omega_0 \text{tr} \mathbf{D}} \frac{1}{\gamma_* - \gamma_*} + O((\gamma - \gamma_* )^2),
\]

After substitution \( \gamma = \gamma / \delta \) equations (63) take the form canonical for the Whitney umbrella. The domain of asymptotic stability consists of two pockets of two Whitney umbrellas, selected by the conditions \( \delta \text{tr} \mathbf{D} > 0 \) and \( Q(\delta, \gamma, \Omega) > 0 \). Equations (58) are a linear approximation to the stability boundary in the vicinity of the \( \Omega \)-axis. Moreover, they describe in an implicit form a limit of the critical gyroscopic parameter \( \Omega_{cr}(\delta, \gamma) \) when \( \delta \) tends to zero, as a function of the ratio \( \gamma = \gamma / \delta \), Fig. 10(b). Most of the directions \( \gamma \) give the limit value \( |\Omega_{cr}^\pm(\gamma)| \geq \Omega_0^\pm \) with an exception for \( \gamma = \gamma_* \) and \( \gamma = -\gamma_* \), so that
\[ \Omega_{cr}^+(\gamma_*) = \Omega_0^+ \quad \text{and} \quad \Omega_{cr}^-(\gamma_*) = -\Omega_0^+. \]

Estimates of the critical gyroscopic parameter \((63)\) are extended to the case of arbitrary number of degrees of freedom by the following statement.

**Fig. 10.** Blowing the domain of gyroscopic stabilization of a statically unstable conservative system with \(K < 0\) up to the domain of asymptotic stability with the Whitney umbrella singularities (a). The limits of the critical gyroscopic parameter \(\Omega_{cr}^\pm\) as functions of \(\gamma = \nu/\delta\) (b).

\[ \gamma_* = -i\omega_0 \frac{\bar{u}}{\bar{n}_0} = \frac{i\omega_0 \bar{u}}{\bar{n}_0}, \]

where the bar over a symbol denotes complex conjugate.

Then, in the vicinity of \(\gamma := \nu/\delta = \gamma_*\) the limit of the critical value of the gyroscopic parameter \(\Omega_{cr}^+\) of the near-Hamiltonian system as \(\delta \to 0\) is

\[ \Omega_{cr}^+(\gamma) = \Omega_0^+ + \frac{n_1^2(\gamma - \gamma_*)^2}{\mu^2(\omega_0 d_2 - \gamma_* n_2 - d_1)^2}, \]

which is valid for \(|\gamma - \gamma_*| \ll 1\).
Proof. Perturbing the system (3), which is stabilized by the gyroscopic forces with \( \Omega > \Omega^+_0 \), by small damping and circulatory forces, yields an increment to a simple eigenvalue \([53]\)

\[
\lambda = i\omega - \frac{\omega^2 \pi^T Du_0 - i\omega \pi^T Nu_0}{\pi^T Ku + \omega^2 \pi^T u_0} + o(\delta, \nu). \tag{68}
\]

Choose the eigenvalues and the corresponding eigenvectors that merge at \( \Omega = \Omega^+_0 \)

\[
i\omega(\Omega) = i\omega_0 \pm i\mu \sqrt{\Omega - \Omega^+_0} + o(|\Omega - \Omega^+_0|^\frac{1}{2}),
\]

\[
u(\Omega) = u_0 \pm i\omega_1 \sqrt{\Omega - \Omega^+_0} + o(|\Omega - \Omega^+_0|^\frac{1}{2}), \tag{69}
\]

where

\[
\mu^2 = -\frac{2\omega_0^2 \pi^T u_0}{\Omega^+_0 (\omega^2 \pi^T u_1 - \pi^T Ku_1 - i\omega_0 \Omega^+_0 \pi^T Gu_1 - \pi^T u_0)}. \tag{70}
\]

Since \( D \) and \( K \) are real symmetric matrices and \( N \) is a real skew-symmetric one, the first-order increment to the eigenvalue \( i\omega(\Omega) \) given by (68) is real-valued. Consequently, in the first approximation in \( \delta \) and \( \nu \), simple eigenvalue \( i\omega(\Omega) \) remains on the imaginary axis, if \( \nu = \gamma(\Omega) \delta \), where

\[
\gamma(\Omega) = -i\omega(\Omega) \frac{\pi^T \Omega Du(\Omega)}{\pi^T u(\Omega) Nu(\Omega)}. \tag{71}
\]

Substitution of the expansions (69) into the formula (71) yields

\[
\gamma(\Omega) = -(\omega_0 \pm \mu \sqrt{\Omega - \Omega^+_0}) \frac{d_1 \mp \mu d_2 \sqrt{\Omega - \Omega^+_0}}{n_1 \pm \mu n_2 \sqrt{\Omega - \Omega^+_0}}, \tag{72}
\]

wherefrom the expression (67) follows, if \( |\gamma - \gamma_*| \ll 1 \).

Substituting \( \gamma = \nu/\delta \) in expression (72) yields the estimate for the critical value of the gyroscopic parameter \( \Omega^+_0(\delta, \nu) \)

\[
\Omega^+_0(\delta, \nu) = \Omega^+_0 + \frac{n_1^2 (\nu - \gamma_* \delta)^2}{\mu^2 (\omega_0 d_2 - \gamma_* n_2 - d_1)^2 \delta}. \tag{73}
\]

We show now that for \( m = 2 \) expression (67) implies (63). At the critical value of the gyroscopic parameter \( \Omega^+_0(\delta, \nu) \) defined by equation (52), the double eigenvalue \( i\omega_0 \) with \( \omega_0 \) given by (54) has the Jordan chain

\[
u_0 = \begin{bmatrix} -i\omega_0 \Omega^+_0 - k_{12} \\ -\omega^+_0 + k_{11} \end{bmatrix}, \quad u_1 = \frac{-1}{\omega^+_0 - k_{22}} \begin{bmatrix} 0 \\ i\omega_0 (k_{22} - k_{11}) - \Omega^+_0 k_{12} \end{bmatrix}. \tag{74}
\]
With the vectors (74) equation (70) yields
\[
\mu^2 = \frac{\Omega_0^2 (\omega_0^2 - k_{11})(\omega_0^2 - k_{22})}{\Omega_0^4 - \omega_0^4} = \frac{\Omega_0^4}{2} > 0,
\]
whereas the formula (66) reproduces the coefficient \(\gamma_\ast\) given by (59). To show that (63) follows from (67) it remains to calculate the coefficients (65). We have
\[
n_1 = -2\Omega_0^2 \omega_0 (\omega_0^2 - k_{11}), \quad n_2 = \gamma, n_2 - d_1 = -2\omega_0^2 (\omega_0^2 - k_{11}) \text{tr} D.
\]
Taking into account that \((\Omega_0^2)^2 = -\text{tr} K + 2\omega_0^4\), and using the relations (76) in (73) we exactly reproduce (63).

Therefore, in the presence of small damping and non-conservative positional forces, gyroscopic forces can both destabilize a statically stable conservative system (gyroscopic destabilization) and stabilize a statically unstable conservative system (gyroscopic stabilization). The first effect is essentially related with the dihedral angle singularity of the stability boundary, whereas the second one is governed by the Whitney umbrella singularity. In the remaining sections we demonstrate how these singularities appear in mechanical systems.

4 The modified Maxwell-Bloch equations with mechanical applications

The modified Maxwell-Bloch equations are the normal form for rotationally symmetric, planar dynamical systems [28, 48, 59]. They follow from equation (1) for \(m = 2\), \(D = I\), and \(K = \kappa I\), and thus can be written as a single differential equation with the complex coefficients
\[
\ddot{x} + i\Omega \dot{x} + \delta \dot{x} + i\nu x + \kappa x = 0, \quad x = x_1 - ix_2,
\]
where \(\kappa\) corresponds to potential forces. Equations in this form appear in gyrodynamical problems such as the tippe top inversion, the rising egg, and the onset of oscillations in the squealing disc brake and the singing wine glass [14, 31, 48, 59, 62, 66, 68, 76].

According to stability conditions (22) the solution \(x = 0\) of equation (77) is asymptotically stable if and only if
\[
\delta > 0, \quad \Omega > \frac{\nu}{\kappa}, \quad \frac{\delta}{\kappa} < 0.
\]
For \(\kappa > 0\) the domain of asymptotic stability is a dihedral angle with the \(\Omega\)-axis serving as its edge, Fig. 11(a). The sections of the domain by the planes \(\Omega = \text{const}\) are contained in the angle-shaped regions with the boundaries
\[
\nu = \frac{\Omega \pm \sqrt{\Omega^2 + 4\kappa}}{2}.\]
4.1 Stability of Hauger’s gyropendulum

Hauger’s gyropendulum [14] is an axisymmetric rigid body of mass $m$ hinged at the point $O$ on the axis of symmetry as shown in Figure 11(c). The body’s moment of inertia about the axis through the point $O$ perpendicular to the axis of symmetry is denoted by $I$, the body’s moment of inertia about the axis of symmetry is denoted by $I_0$, and the distance between the fastening point and the center of mass is $s$. The orientation of the pendulum, which is associated with the trihedron $Oxyz$, with respect to the fixed trihedron $Oxz$ is specified by the angles $\psi$, $\theta$, and $\phi$. The pendulum experiences the force of gravity $G = mg$ and a follower torque $T$ that lies in the plane of the $z_i$ and $z_f$ coordinate axes. The moment vector makes an angle of $\eta \alpha$ with the axis $z_i$, where $\eta$ is a
parameter \( (\eta \neq 1) \) and \( \alpha \) is the angle between the \( z_i \) and \( z_f \) axes. Additionally, the pendulum experiences the restoring elastic moment \( R = -r \alpha \) in the hinge and the dissipative moments \( B = -b \omega \) and \( K = -k \phi \), where \( \omega \) is the angular velocity of an auxiliary coordinate system \( O_{x,y,z} \) with respect to the inertial system and \( r, b, \) and \( k \) are the corresponding coefficients.

Linearization of the nonlinear equations of motion derived in [14] with the new variables \( x_1 = \psi \) and \( x_2 = \theta \) and the subsequent nondimensionalization yield the Maxwell-Bloch equations (77) where the dimensionless parameters are given by

\[
\Omega = \frac{l_0}{I}, \quad \delta = \frac{b}{l \omega}, \quad \kappa = \frac{r - mg s}{l \omega^2}, \quad \nu = \frac{1 - \eta}{l \omega^2} I, \quad \omega = -\frac{T}{k}. \tag{80}
\]

The domain of asymptotic stability of the Hauger gyropendulum, given by (78), is shown in Fig. 11(a,b).

According to formulas (52) and (54), for the statically unstable gyropendulum (\( \kappa < 0 \)) the singular points on the \( \Omega \)-axis correspond to the critical values \( \pm \Omega^*_c = \pm 2\sqrt{-\kappa} \) and the critical frequency \( \omega_0 = \sqrt{-\kappa} \). Noting that \( \Omega^*_c(\nu = \pm \sqrt{-\kappa}, \delta = \pm \Omega^*_c) \) and substituting \( \gamma = \nu/\delta \) into formula (78), we expand \( \Omega^*_c(\gamma) \) in a series in the neighborhood of \( \gamma = \pm \sqrt{-\kappa} \)

\[
\Omega^*_c(\gamma) = \pm 2\sqrt{-\kappa} \pm \frac{1}{\sqrt{-\kappa}} (\gamma \mp \sqrt{-\kappa})^2 + o \left( (\gamma \mp \sqrt{-\kappa})^2 \right). \tag{81}
\]

Proceeding from \( \gamma \) to \( \nu \) and \( \delta \) in (81) yields approximations of the stability boundary near the singularities:

\[
\Omega^*_c(\nu, \delta) = \pm 2\sqrt{-\kappa} \pm \frac{1}{\sqrt{-\kappa}} \left( \nu \mp \delta \sqrt{-\kappa} \right)^2. \tag{82}
\]

They also follow from formula (63) after substituting \( \omega_0 = \sqrt{-\kappa} \), and \( \gamma_* = \sqrt{-\kappa} \), where the last value is given by (59). Thus, Hauger’s gyropendulum, which is unstable at \( \Omega = 0 \), can become asymptotically stable for sufficiently large \( |\Omega| \geq \Omega^*_c \) under a suitable combination of dissipative and nonconservative positional forces. Note that Hauger failed to find Whitney umbrella singularities on the boundary of the pendulum’s gyroscopic stabilization domain.

4.2 Friction-induced instabilities in rotating elastic bodies of revolution

The modified Maxwell-Bloch equations (77) with \( \Omega = 2\tilde{\Omega}, \kappa = \rho^2 - \tilde{\Omega}^2 \), and \( \nu = 0 \) and \( \delta = 0 \), where \( \rho > 0 \) is the frequency of free vibrations of the potential system corresponding to \( \delta = \tilde{\Omega} = \nu = 0 \), describe a two-mode approximation of the models of rotating elastic bodies of revolution after their linearization and discretization [67, 71, 76]. In the absence of dissipative and non-conservative
positional forces the characteristic polynomial (10) corresponding to the operator $L_0(\tilde{\Omega}) = \lambda^2 + 2\lambda\Omega G + (\rho^2 - \tilde{\Omega}^2)I$, which belongs to the class of matrix polynomials considered, e.g., in [38], has four purely imaginary roots

$$\lambda^\pm = i\rho \pm i\tilde{\Omega}, \quad \lambda^{\pm}_i = -i\rho \pm i\tilde{\Omega}. \quad (83)$$

In the plane $(\tilde{\Omega}, \text{Im} \lambda)$ the eigenvalues (83) form a collection of straight lines intersecting with each other — the spectral mesh [64,76]. Two nodes of the mesh at $\tilde{\Omega} = 0$ correspond to the double semi-simple eigenvalues $\lambda = \pm i\rho$. The double semi-simple eigenvalue $i\rho$ at $\tilde{\Omega} = \tilde{\Omega}_d = 0$ has two linearly-independent eigenvectors $u_1$ and $u_2$

$$u_1 = \frac{1}{\sqrt{2\rho}} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad u_2 = \frac{1}{\sqrt{2\rho}} \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \quad (84)$$

The eigenvectors are orthogonal $u_i^T u_j = 0, i \neq j$, and satisfy the normalization condition $u_i^T u_i = (2\rho)^{-1}$. At the other two nodes at $\tilde{\Omega} = \pm \tilde{\Omega}_d$ there exist double semi-simple eigenvalues $\lambda = 0$. The range $|\tilde{\Omega}| < \tilde{\Omega}_d = \rho$ is called subcritical for the gyroscopic parameter $\tilde{\Omega}$.

In the following, with the use of the perturbation theory of multiple eigenvalues, we describe the deformation of the mesh caused by dissipative ($\delta D$) and non-conservative perturbations ($\nu N$), originating, e.g., from the frictional contact, and clarify the key role of indefinite damping and non-conservative positional forces in the development of the subcritical flutter instability. This will give a clear mathematical description of the mechanism of excitation of particular modes of rotating structures in frictional contact, such as squealing disc brakes and singing wine glasses [67,71,76].

Under perturbation of the gyroscopic parameter $\tilde{\Omega} = \tilde{\Omega}_0 + \Delta \tilde{\Omega}$, the double eigenvalue $i\rho$ into two simple ones bifurcates according to the asymptotic formula [58]

$$\lambda^\pm = i\rho + i\Delta \tilde{\Omega} \frac{f_{11} + f_{22}}{2} \pm i\Delta \tilde{\Omega} \sqrt{\frac{(f_{11} - f_{22})^2}{4} + f_{12} f_{21}} \quad (85)$$

where the quantities $f_{ij}$ are

$$f_{ij} = u_i^T \frac{\partial L_0(\tilde{\Omega})}{\partial \Omega} u_j \bigg|_{\Omega = 0, \lambda = i\rho} = 2i\rho u_i^T G u_j. \quad (86)$$

The skew symmetry of $G$ yields $f_{11} = f_{22} = 0, f_{12} = -f_{21} = i$, so that (86) gives the exact result (83).

### 4.2.1 Deformation of the spectral mesh

Consider a perturbation of the gyroscopic system $L_0(\tilde{\Omega}) + \Delta L(\tilde{\Omega})$, assuming that the size of the perturbation

$$\Delta L(\tilde{\Omega}) = \delta \lambda D + \nu N \sim \epsilon$$

is small, where $\epsilon = ||\Delta L(0)||$ is the Frobenius norm.
of the perturbation at \( \tilde{\Omega} = 0 \). The behavior of the perturbed eigenvalue \( i\rho \) for small \( \tilde{\Omega} \) and small \( \epsilon \) is described by the asymptotic formula [58]

\[
\lambda = i\beta + i\tilde{\Omega}\left(\frac{f_{11} + f_{22}}{2}\right) + i\epsilon_{11} + i\epsilon_{22}
\]

\[
\pm i\sqrt{\left(\frac{\tilde{\Omega}(f_{11} - f_{22}) + \epsilon_{11} - \epsilon_{22}}{2}\right)^2 + \left(\tilde{\Omega}f_{12} + \epsilon_{12}\right)(\tilde{\Omega}f_{21} + \epsilon_{21})}, \quad (87)
\]

where \( f_{ij} \) are given by (86) and \( \epsilon_{ij} \) are small complex numbers of order \( \epsilon \)

\[
\epsilon_{ii} = u_i^\top \Delta L(0) u_i = i\rho \delta u_i^\top D u_i + \nu u_i^\top N u_i. \quad (88)
\]

With the use of the vectors (84) we obtain

\[
\lambda = i\rho - \frac{\mu_1 + \mu_2}{4} \delta \pm \sqrt{c}, \quad c = \left(\frac{\mu_1 - \mu_2}{4}\right)^2 \delta^2 + \left(i\tilde{\Omega} + \frac{\nu}{2\rho}\right)^2, \quad (89)
\]

where the eigenvalues \( \mu_1, \mu_2 \) of \( D \) satisfy the equation \( \mu^2 - \mu \text{tr} D + \text{det} D = 0 \).

Separation of real and imaginary parts in equation (89) yields

\[
\text{Re} \lambda = -\frac{\mu_1 + \mu_2}{4} \delta \pm \sqrt{\frac{|c| + \text{Re} c}{2}}, \quad \text{Im} \lambda = \rho \pm \sqrt{\frac{|c| - \text{Re} c}{2}}, \quad (90)
\]

where

\[
\text{Re} c = \left(\frac{\mu_1 - \mu_2}{4}\right)^2 \delta^2 - \tilde{\Omega}^2 + \frac{\nu^2}{4\rho^2}, \quad \text{Im} c = \frac{\tilde{\Omega} \nu}{\rho}. \quad (91)
\]

The formulas (89)-(91) describe splitting of the double eigenvalues at the nodes of the spectral mesh due to variation of parameters.

Assuming \( \nu = 0 \) in formulas (90) we find that

\[
\left(\text{Re} \lambda + \frac{\mu_1 + \mu_2}{4} \delta\right)^2 + \tilde{\Omega}^2 = \frac{(\mu_1 - \mu_2)^2}{16} \delta^2, \quad \text{Im} \lambda = \rho \quad (92)
\]

when

\[
\tilde{\Omega}^2 - \left(\text{Im} \lambda - \rho\right)^2 = \frac{(\mu_1 - \mu_2)^2}{16} \delta^2, \quad \text{Re} \lambda = -\frac{\mu_1 + \mu_2}{4} \delta, \quad (93)
\]

and

\[
\tilde{\Omega}^2 - |\text{Im} \lambda - \rho|^2 = \frac{(\mu_1 - \mu_2)^2}{16} \delta^2, \quad \text{Re} \lambda = -\frac{\mu_1 + \mu_2}{4} \delta, \quad (94)
\]

when the sign in inequality (93) is opposite. For a given \( \delta \) equation (94) determines a hyperbola in the plane \( (\tilde{\Omega}, \text{Im} \lambda) \), while (92) is the equation of a circle in the plane \( (\tilde{\Omega}, \text{Re} \lambda) \), as shown in Fig. 12 (a,c). For tracking the complex eigenvalues due to change of the gyroscopic parameter \( \tilde{\Omega} \), it is convenient to consider the eigenvalue branches in the three-dimensional space \( (\tilde{\Omega}, \text{Im} \lambda, \text{Re} \lambda) \). In this space the circle belongs to the plane \( \text{Im} \lambda = \rho \) and the hyperbola lies in the plane \( \text{Re} \lambda = -\delta(\mu_1 + \mu_2)/4 \), see Fig. 13 (a,c).
Fig. 12. Origination of a latent source of the subcritical flutter instability in presence of full dissipation: Submerged bubble of instability (a); coalescence of eigenvalues in the complex plane at two exceptional points (b); hyperbolic trajectories of imaginary parts (c).

The radius $r_b$ of the circle of complex eigenvalues—the bubble of instability—and the distance $d_b$ of its center from the plane $\text{Re} \lambda = 0$ are expressed by means of the eigenvalues $\mu_1$ and $\mu_2$ of the matrix $D$

$$r_b = |(\mu_1 - \mu_2)|/4, \quad d_b = |(\mu_1 + \mu_2)|/4. \quad (95)$$

Consequently, the bubble of instability is “submerged” under the surface $\text{Re} \lambda = 0$ in the space $(\tilde{\Omega}, \text{Im} \lambda, \text{Re} \lambda)$ and does not intersect the plane $\text{Re} \lambda = 0$ under the condition $d_b > r_b$, which is equivalent to the positive-definiteness of the matrix $\delta D$. Hence, the role of full dissipation or pervasive damping is to deform the spectral mesh in such a way that the double semi-simple eigenvalue is inflated to the bubble of complex eigenvalues (92) connected with the two branches of the hyperbola (94) at the points

$$\text{Im} \lambda = \rho, \quad \text{Re} \lambda = -\delta(\mu_1 + \mu_2)/4, \quad \tilde{\Omega} = \pm \delta(\mu_1 - \mu_2)/4, \quad (96)$$

and to plunge all the eigenvalue curves into the region $\text{Re} \lambda \leq 0$. The eigenvalues at the points (96) are double and have a Jordan chain of order 2. In the complex plane the eigenvalues move with the variation of $\tilde{\Omega}$ along the lines $\text{Re} \lambda = -d_b$ until they meet at the points (96) and then split in the orthogonal direction; however, they never cross the imaginary axis, see Fig. 12(b).

The radius of the bubble of instability is greater than the depth of its submersion under the surface $\text{Re} \lambda = 0$ only if the eigenvalues $\mu_1$ and $\mu_2$ of the damping matrix have different signs, i.e. if the damping is indefinite. The damping with the indefinite matrix appears in the systems with frictional contact when the friction coefficient is decreasing with relative sliding velocity [35, 36, 40]. Indefinite damping leads to the emersion of the bubble of instability meaning that the
Fig. 13. The mechanism of subcritical flutter instability (bold lines): The ring (bubble) of complex eigenvalues submerged under the surface $\text{Re} \lambda = 0$ due to action of dissipation with $\det \mathbf{D} > 0$ - a latent source of instability (a); repulsion of eigenvalue branches of the spectral mesh due to action of non-conservative positional forces (b); emersion of the bubble of instability due to indefinite damping with $\det \mathbf{D} < 0$ (c); collapse of the bubble of instability and immersion and emersion of its parts due to combined action of dissipative and non-conservative positional forces (d).

eigenvalues of the bubble have positive real parts in the range $\tilde{\Omega}_c^2 < \tilde{\Omega}_d^2$, where $\tilde{\Omega}_c = \frac{\delta}{\sqrt{-\det \mathbf{D}}}$. Changing the damping matrix $\delta \mathbf{D}$ from positive definite to indefinite we trigger the state of the bubble of instability from latent ($\text{Re} \lambda < 0$) to active ($\text{Re} \lambda > 0$), see Fig. 13(a,c). Since for small $\delta$ we have $\tilde{\Omega}_c < \tilde{\Omega}_d$, the flutter instability is subcritical and is localized in the neighborhood of the nodes of the spectral mesh at $\tilde{\Omega} = 0$.

In the absence of dissipation, the non-conservative positional forces destroy the marginal stability of gyroscopic systems [12, 13]. Indeed, assuming $\delta = 0$ in the formula (89) we obtain

$$\lambda_p^\pm = \mp \frac{\sqrt{\nu}}{2\rho}, \quad \lambda_n^\pm = \pm \frac{\sqrt{\nu}}{2\rho}. \quad (97)$$
According to (97), the eigenvalues of the branches $i \rho + i \tilde{\Omega}$ and $-i \rho - i \tilde{\Omega}$ of the spectral mesh get positive real parts due to perturbation by the non-conservative positional forces. The eigenvalues of the other two branches are shifted to the left from the imaginary axis, see Fig. 13(b).

\[
\begin{align*}
\text{Fig. 14.} & \quad \text{Subcritical flutter instability due to combined action of dissipative and non-conservative positional forces: Collapse and emersion of the bubble of instability (a); excursions of eigenvalues to the right side of the complex plane when } \tilde{\Omega} \text{ goes from negative values to positive (b); crossing of imaginary parts (c).}
\end{align*}
\]

In contrast to the effect of indefinite damping the instability induced by the non-conservative forces only is not local. However, in combination with the dissipative forces, both definite and indefinite, the non-conservative forces can create subcritical flutter instability in the vicinity of diabolical points.

From equation (89) we find that in presence of dissipative and circulatory perturbations the trajectories of the eigenvalues in the complex plane are described by the formula

\[
\left( \text{Re} \lambda + \frac{\text{Tr} \delta}{4} \right) (\text{Im} \lambda - \rho) = \frac{\tilde{\Omega} \nu}{2 \rho}.
\]

Non-conservative positional forces with $\nu \neq 0$ destroy the merging of modes, shown in Fig. 12, so that the eigenvalues move along the separated trajectories. According to (98) the eigenvalues with $| \text{Im} \lambda |$ increasing due to an increase in $| \tilde{\Omega} |$ move closer to the imaginary axis than the others, as shown in Fig 14(b). In the space $(\tilde{\Omega}, \text{Im} \lambda, \text{Re} \lambda)$ the action of the non-conservative positional forces separates the bubble of instability and the adjacent hyperbolic eigenvalue branches into two non-intersecting curves, see Fig 13(d). The form of each of the new eigenvalue curves carries the memory about the original bubble of instability, so that the real parts of the eigenvalues can be positive for the values of the
gyroscopic parameter localized near \( \tilde{\Omega} = 0 \) in the range \( \tilde{\Omega}^2 < \tilde{\Omega}^2_{cr} \), where

\[
\tilde{\Omega}_{cr} = \delta \frac{\text{tr} D}{4} \sqrt{- \frac{\gamma^2 - \delta^2 \rho^2 \text{det} D}{\nu^2 - \delta^2 \rho^4 (\text{tr} D/2)^2}}.
\] (99)

follows from the equations (89)–(91).

The eigenfrequencies of the unstable modes from the interval \( \tilde{\Omega}^2 < \tilde{\Omega}^2_{cr} \), are localized near the frequency of the double semi-simple eigenvalue at the node of the undeformed spectral mesh: \( \omega_{cr}^- < \omega < \omega_{cr}^+ \)

\[
\omega_{cr}^\pm = \rho \pm \frac{\nu}{2\rho} \sqrt{- \frac{\gamma^2 - \delta^2 \rho^2 \text{det} D}{\nu^2 - \delta^2 \rho^4 (\text{tr} D/2)^2}}.
\] (100)

When the radicand in formulas (99) and (100) is real, the eigenvalues make the excursion to right side of the complex plane, as shown in Fig. 14(b). In presence of non-conservative positional forces such excursions behind the stability boundary are possible, even when dissipation is full (\( \text{det} D > 0 \)).

The equation (99) describes the surface in the space of the parameters \( \delta, \nu, \) and \( \tilde{\Omega} \), which is an approximation to the stability boundary. Extracting the parameter \( \nu \) in (99) yields

\[
\nu = \pm \delta \text{tr} D \sqrt{\frac{\delta^2 \text{det} D + 4 \tilde{\Omega}^2}{\delta^2 (\text{tr} D)^2 + 16 \tilde{\Omega}^2}}.
\] (101)

If \( \text{det} D > 0 \) and \( \tilde{\Omega} \) is fixed, the formula (101) describes two independent curves in the plane \( (\delta, \nu) \) intersecting with each other at the origin along the straight lines given by the expression

\[
\nu = \pm \frac{\delta \text{tr} D}{2} \delta.
\] (102)

However, in case when \( \text{det} D < 0 \), the radical in (101) is real only for \( \delta^2 < -4 \tilde{\Omega}^2 / \text{det} D \) meaning that (101) describes two branches of a closed loop in the plane of the parameters \( \delta \) and \( \nu \). The loop is self-intersecting at the origin with the tangents given by the expression (102). Hence, the shape of the surface described by equation (101) is a cone with the "8"-shaped loop in a cross-section, see Fig. 15(a). The asymptotic stability domain is inside the two of the four pockets of the cone, selected by the inequality \( \delta \text{tr} D > 0 \), as shown in Fig. 15(a). The singularity of the stability domain at the origin is the degeneration of a more general configuration shown in Fig. 5(b).

The domain of asymptotic stability bifurcates when \( \text{det} D \) changes from negative to positive values. This process is shown in Fig. 15. In case of indefinite damping there exists an instability gap due to the singularity at the origin. Starting in the flutter domain at \( \tilde{\Omega} = 0 \) for any combination of the parameters
Fig. 15. Domains of asymptotic stability in the space $(\delta, \nu, \tilde{\Omega})$ for different types of damping: Indefinite damping $\det D < 0$ (a); semi-definite (pervasive) damping $\det D = 0$ (b); full dissipation $\det D > 0$ (c).

$\delta$ and $\nu$ one can reach the domain of asymptotic stability at higher values of $|\tilde{\Omega}|$ (gyroscopic stabilization), as shown in Fig. 15(a) by the dashed line. The gap is responsible for the subcritical flutter instability localized in the vicinity of the node of the spectral mesh of the unperturbed gyroscopic system. When $\det D = 0$, the gap vanishes in the direction $\nu = 0$. In case of full dissipation ($\det D > 0$) the singularity at the origin unfolds. However, the memory about it is preserved in the two instability gaps located in the folds of the stability boundary with the locally strong curvature, Fig. 15(c). At some values of $\delta$ and $\nu$ one can penetrate the fold of the stability boundary with the change of $\Omega$, as shown in Fig. 15(c) by the dashed line. For such $\delta$ and $\nu$ the flutter instability is localized in the vicinity of $\tilde{\Omega} = 0$.

The phenomenon of the local subcritical flutter instability is controlled by the eigenvalues of the matrix $D$. When both of them are positive, the folds of the stability boundary are more pronounced if one of the eigenvalues is close to zero. If one of the eigenvalues is negative and the other is positive, the local subcritical flutter instability is possible for any combination of $\delta$ and $\nu$ including the case when the non-conservative positional forces are absent ($\nu = 0$).

The instability mechanism behind the squealing disc brake or singing wine glass can be described as the emersion (or activation) due to indefinite damping and non-conservative positional forces of the bubbles of instability created by the full dissipation in the vicinity of the nodes of the spectral mesh.

**Conclusions**

Investigation of stability and sensitivity analysis of the critical parameters and critical frequencies of near-Hamiltonian and near-reversible systems is complicated by the singularities of the boundary of asymptotic stability domain, which
are related to the multiple eigenvalues. In the paper we have developed the methods of approximation of the stability boundaries near the singularities and obtained estimates of the critical values of parameters in the case of arbitrary number of degrees of freedom using the perturbation theory of eigenvalues and eigenvectors of non-self-adjoint operators. In case of two degrees of freedom the domain of asymptotic stability of near-reversible and near-Hamiltonian systems is fully described and its typical configurations are found. Bifurcation of the stability domain due to change of the matrix of dissipative forces is discovered and described. Two classes of indefinite damping matrices are found and the explicit threshold, separating the weakly- and strongly indefinite matrices is derived. The role of dissipative and non-conservative forces in the paradoxical effects of gyroscopic stabilization of statically unstable potential systems as well as of destabilization of statically stable ones is clarified. Finally, the mechanism of subcritical flutter instability in rotating elastic bodies of revolution in frictional contact, exciting oscillations in the squealing disc brake and in the singing wine glass, is established.
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