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**Abstract.** Online behavioural advertising refers to advertisements, which are tailored to the tastes and habits of the user who actually views them. It is an intricate phenomenon for a number of reasons, including a twofold regulatory interweave. Firstly, , between top-down and self-regulation. Secondly, between the personal data perspective and the competition one. This paper aims to get the knots out in the belief that rising awareness about the issues in online behavioural advertising is pivotal to a fair online environment. The paper is particularly timely in light of new regulations (draft ePrivacy Regulation and General Data Protection Regulation), worrying industry moves (e.g. the Facebook / WhatsApp data synchronisation), and the advent of new technologies. In particular, it will be shown that artificial intelligence presents not only threats to consumers, but also opportunities for bespoke compliance mechanisms. As an appendix, the “Cooperative Charter for an Integrated Approach to Online Behavioural Advertising” is presented in order to facilitate the dialogue between the stakeholders and ensure a balanced regulation of online behavioural advertising.
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1. Background and methods

In recent years, facilitated by the growth of artificial intelligence (e.g. machine learning and predictive analytics), cloud computing[[2]](#footnote-2), and big data[[3]](#footnote-3), new tracking[[4]](#footnote-4) and profiling[[5]](#footnote-5) techniques have been developed. They have enabled the rise of online behavioural advertising (OBA)[[6]](#footnote-6), that is the provision of advertisements, which are tailored to the tastes and habits of the user who actually views them.[[7]](#footnote-7)

The main aim of the paper is to untangle OBA’s knot, whose intricacy is due to a number of reasons, including a threefold regulatory interweave. Firstly, between top-down and self-regulation. Secondly, between the personal data perspective and the competition one.

The paper appears timely for at least four reasons. Firstly, the General Data Protection Regulation (GDPR)[[8]](#footnote-8) will soon come into effect and it contains some relevant provisions, for instance the recognition that direct marketing is a legitimate interest for the processing of personal data. Therefore, consent would not (always) be necessary.

Secondly, the draft ePrivacy Regulation[[9]](#footnote-9) has been recently presented and it would change some relevant rules, such as the (no longer compulsory) cookies notice. The ePrivacy Regulation is aimed to ensure consistency with the GDPR.[[10]](#footnote-10) It is important to keep in mind that this is a *lex specialis* and it will compthe GDPR as regards electronic communications data that qualify as personal data.[[11]](#footnote-11) The ePrivacy Regulation, like the ePrivacy Directive is particularly important for the confidentiality of communications including non-personal data and data of legal persons.[[12]](#footnote-12)

Thirdly, yet importantly, the update to WhatsApp’s terms by enabling the use of Facebook users’ data for advertising purposes has brought back to the academic scene the interweave of competition law and data protection. Better said, it is a reminder of how the public discourse[[13]](#footnote-13) on personal data is affected by a sort of hemispatial neglect,[[14]](#footnote-14) whereby one does not see that the space surrounding data is composed of interwoven legal bodies, such as not only data protection and privacy, but also competition, consumer protection, and intellectual property[[15]](#footnote-15). For instance, it cannot be denied that the increasing monopolisation of big data has competitive implications.[[16]](#footnote-16) The argument may be put forward, that if a dominant company denies access to its dataset, they would be liable under the essential facility doctrine.[[17]](#footnote-17) To make another example, a privacy policy that enables a digital platform to extract a huge amount of data without obliging itself to provide any actual service may fall under the Unfair Terms Directive.[[18]](#footnote-18) The isolationist axiom is usually accompanied by the corollary whereby data protection tools are the best ones to protect the users’ data. The hemispatial neglect has a number of other consequences, generally related to an over-protection of personal data. An example[[19]](#footnote-19) might be the European Data Protection Supervisor’s recommendation to ban altogether the use of advertising identifiers[[20]](#footnote-20). From a regulatory and legislative standpoint, the hemispatial neglect has led to cumbersome rules, sometimes hard to comply with and often useless.[[21]](#footnote-21) Whereas some regulation is needed, regulations that do not attempt to understand data holistically risk to stifle innovation and fail to protect the data subjects.

The fourth reason is that artificial intelligence’s role is becoming increasingly important. One need only mention that, one the one hand, artificial intelligence enables better-tailored and less intrusive advertisements. On the other hand, and this is the main suggestion of this paper, it enables advertising networks, publishers, advertisers (collectively ‘OBA companies’) to put in place bespoke compliance mechanisms based on the knowledge of the users’ profiles. In simple terms, for certain users (e.g. tech-savvy and well-educated) agile seamless tools will be sufficient (e.g. no cookie notice). However, a more cautious approach (more information provided in an interactive and straightforward way) could be necessary for more vulnerable[[22]](#footnote-22) categories of users[[23]](#footnote-23). Whereas the GDPR provides an increased protection for children, the needs of other segments of vulnerable population are not addressed (e.g. old non tech-savvy users, disabled people, etc.). Co-regulation[[24]](#footnote-24) should address this gap. On the one hand, self-regulation is hard to enforce[[25]](#footnote-25) and it sometimes tends to side-step traditional regulations (e.g. the opt-in/opt-out discussion). On the other hand, data protection is heavily regulated through the GDPR and the ePrivacy Directive, which do not take a holistic approach to personal data and which flexible enough to foresee every scenario, as proved by the exclusion of many categories of vulnerable people from the scope of the GDPR.

The structure of this paper is as follows. The starting point is the regulatory framework in Europe, with particular regard to the ePrivacy Directive,[[26]](#footnote-26) currently under revision, the Data Protection Directive and the General Data Protection Regulation, with a focus on direct marketing. Moving from the observation that actors in cyberspace tend to ignore top-down regulations, the work critically analyses the International and European self-regulatory initiatives of the International Chamber of Commerce (ICC), the European Advertising Standards Alliance (EASA) and the Interactive Advertising Bureau (IAB). Great attention is then paid to the update to WhatsApp’s policies that enable the use of their users’ data by Facebook for advertising purposes. This is an ideal prism also to reconsider the relation between data protection and competition. Subsequently, a descriptive and prescriptive discourse on the couple artificial intelligence – OBA is presented. As an appendix, a pragmatic cooperative proposal is presented, with the aim of empowering the users, yet striking a balance between their interests and the OBA companies’ ones.

As to the methods, alongside a literature, legislative, case law, regulatory, self-regulatory, and contractual review, qualitative empirical research was carried out to critically assess how OBA works in practice in scenarios involving companies such as Facebook, WhatsApp, and Google[[27]](#footnote-27).

1. The European regulation of targeted advertising. The restrictive interpretation of the ePrivacy Directive and the more flexible draft ePrivacy Regulation

Data are commonly seen from the perspective of the data subject’s rights to privacy and data protection, which have undoubtedly (albeit debatably, from a theoretical standpoint) reached the status of fundamental human rights[[28]](#footnote-28). However, phenomena such as OBA shed light on the other face of data: users’ data are becoming one of the most important assets in the IP portfolios of several businesses[[29]](#footnote-29). Therefore, a balance, as it happens, has to be stricken between competing interests.

Arguably, the European regulators have favoured privacy and data protection over the other perspectives. The first – and currently most important – guidance has been provided by the Article 29 Working Party’s opinion on “online behavioural advertising” (OBA)[[30]](#footnote-30). Unlike the US, that take a soft approach to OBA, in the EU there is a quagmire of laws and regulations[[31]](#footnote-31).

According to the advisory body, the main[[32]](#footnote-32) provision to take into consideration is Art 5(3) of the ePrivacy Directive, whereby,

*Member States shall ensure that the use of electronic communications networks to store information or to gain access to information stored in the terminal equipment of a subscriber or user is only allowed on condition that the subscriber or user concerned is provided with clear and comprehensive information in accordance with Directive 95/46/EC, inter alia about the purposes of the processing, and is offered the right to refuse such processing by the data controller.*

Therefore, in the mainstream interpretation of the provision, advertising network providers can place cookies or similar devices on users' terminal equipment or obtain information through such devices only with the informed consent of the users, with limited non-mandatory exceptions[[33]](#footnote-33).

In order to review the ePrivacy Directive, the European Commission has launched a public consultation[[34]](#footnote-34), whose results have been published in December 2016[[35]](#footnote-35). There are mainly three points that are particularly relevant for targeted advertising.

Firstly, the cookies. According to 77% of citizens and civil society and 70% of public authorities, information service providers should not have the right to prevent access to their services if users refuse the storing of cookies. Three quarters of industry on the other hand disagree with this statement. This is a hot issue. For instance, if one disables the cookies, Twitter prevents users from accessing, though it explains that they and their partners use cookies for statistics, personalisation and advertising. To make a long story short, sometimes the tools the users theoretically have to prevent cookies and advertisements are more apparent than real[[36]](#footnote-36).

Secondly, the majority of citizens, consumers, and civil society organisations support the option whereby information society services should be required to make available paying service (without behavioural advertising) as an alternative to the services paid by users' personal information. The fact that, conversely, the industry disagrees or strongly disagrees with this option (78.7%) confirms that data are fundamental digital assets, the real fuel of the online economy, and they are preferred to real “traditional” currency. The argument can be put forward that presenting the consumers with the option as to whether paying with traditional currency or personal data may increase the consumers’ awareness of the importance of said data.

Another relevant issue is the option between opt-in and opt-out. Even though the question concerned marketing calls, the concept is the same, since OBA is the premise for targeted marketing. All groups of respondents agree that Member States should not retain the possibility to choose between a prior consent (opt-in) and a right to object (opt-out) regime for direct marketing calls to citizens. Unsurprisingly, the stakeholder groups are split on which regime should apply: whereas close to 90% of citizens, civil society and public authorities favour an opt-in regime, 73% of industry favour an opt-out regime. The draft ePrivacy Regulation, being binding in its entirety (once adopted and effective) adequately addresses this concern.

The Article 29 Working Party stressed that opt-out mechanisms do not in principle deliver data subjects' consent[[37]](#footnote-37). Assertedly, only in very specific, individual cases, implied consent could be argued[[38]](#footnote-38). Therefore, they demand advertising network providers to create prior opt-in mechanisms requiring an affirmative action by the data subjects indicating their willingness to receive cookies or similar devices and the subsequent monitoring of their surfing behaviour for the purposes of serving tailored advertising. Since the GDPR has further heightened the standard for consent, it becomes all the more true that implied consent does not meet the compliance requirements. Amongst other things, it is worth it to remember that consent must be specific.[[39]](#footnote-39) As noted recently by the Article 29 Working Party, if a data controller obtained consent to process personal data e.g. to suggest new movies based on the viewing habits, if the controller decided to enable third parties to send or display OBA based on said habits, they would need to obtain ad-hoc consent.[[40]](#footnote-40)

Even though, to meet the requirements of art 5(3),[[41]](#footnote-41) it would not be necessary to request prior consent for each reading of the cookie, to keep data subjects aware of the monitoring, advertising network providers are invited to:

1. limit in time the scope of the consent;
2. offer the possibility to revoke it easily;[[42]](#footnote-42)and
3. create visible tools to be displayed where the monitoring takes place.

One should ask oneself why the expressed consent-opt in scheme has not been adopted by the main actors of the Web. Moreover, it has been submitted that “more appropriate or less onerous mechanisms exist to address most of the harms stemming from the problems of inaccurate profiling, inadvertent disclosure and opaque data processing”[[43]](#footnote-43).

Notwithstanding the said narrow interpretation to the ePrivacy Directive, national implementations[[44]](#footnote-44) do not always require expressed consent i.e. the cookie notice. For instance, in the UK, s 6 of the Privacy and Electronic Communications (EC Directive) Regulations 2003 allow for implied consent, especially in the form of browsing settings. Therefore, opt-out mechanisms are accepted if the users indicate “in some way they [are] happy with the default”[[45]](#footnote-45). The pillars of these regulations are clear and comprehensive information and the right to refuse the cookie (or kindred technology). In Italy, where the cookie banner is mandatory, it is nonetheless clarified that even if one does not expressly accept the policy, if one keeps browsing, that will be interpreted as implied consent[[46]](#footnote-46).

The British approach has been followed by the new ePrivacy Regulation[[47]](#footnote-47), whose draft has been recently released in January 2017. The strategy is threefold. Firstly, browser settings shall replace the cookie notice. Secondly, the exceptions to consent are clarified and expanded. Thirdly, there is a (long overdue) shift from the right to consent to the right to withdraw. Particularly the first pillar is to be welcomed and it helps overcome the uncertainty as to whether browser settings could be deemed to deliver the user’s informed consent or not[[48]](#footnote-48). If adopted, it would constitute also the partial overcoming of the European Parliament’s position whereby OBA would constitute “a serious attack on the protection of privacy when it […] has not first been freely and explicitly consented to by the consumer”[[49]](#footnote-49).

Another reason why the step would be commendable is that it would help overcome the excessive emphasis on cookies, that are no longer the only or the most important tool to track users across platforms[[50]](#footnote-50) and devices, as it has become fundamental in an Internet of Things world. One could think, for instance, of the recent move of Google to centralise their users’ data in “My Account”. In presenting the last update to their privacy policy in August 2016, Google have clarified that “this change makes it possible to use a single identifier associated with your account that gets used in Google products and across the web”[[51]](#footnote-51).

Thirdly, the ePrivacy Regulation seems soundly based on the most recent studies of behavioural economics, that have concluded that there is clear evidence for “[r]econsidering the opt-in system, relying on web browsers instead of websites for the choice design, and taking into consideration the differences in privacy costs between permanent and session cookies”[[52]](#footnote-52).

This paper will not analyse the proposal in details, also because it is likely that it will be significantly amended during the law-making process. However, it is noteworthy that even though the principle of privacy by default is referred to, art 10(2) clearly enables an opt-out mechanism[[53]](#footnote-53). As long as the settings are visible and intelligible, it will be sufficient for software providers to offer the mere “option to prevent third parties from storing information on the terminal equipment” (recital 23). In so doing, the Commission has followed the Article 29 Working Party’s recommendation to encourage “manufacturers of browsers and other software or operating systems […] to develop, implement and ensure effective user empowerment, by offering control tools within the browser”[[54]](#footnote-54).

The draft ePrivacy Regulation further stresses that the information provided should concern

*the risks associated to allowing third party cookies to be stored in the computer, including the compilation of long-term records of individuals' browsing histories and the use of such records to send targeted advertising* (recital 24).

Finally, given the circumventing practices highlighted in *Google* v. *Vidal-Hall[[55]](#footnote-55)*, one can but welcome the precision whereby “[t]he choices made by end-users when establishing its general privacy settings of a browser or other application should be binding on, and enforceable against, any third parties” (recital 22).

In the explanatory memorandum, the Commission recognise that the consent rule did not reach its objectives, as users do not understand the meaning of the requests to accept tracking cookies. Moreover, they admit that the approach of the ePrivacy Directive is both over-inclusive and under-inclusive. Indeed, on the one hand the consent rule covers practices that do not intrude privacy. On the other hand, it can be interpreted as not applying to some tracking techniques, such as device fingerprinting. From the perspective of this paper, it is also noteworthy that, even though the primary focus is on data protection, the Commission is not affected by hemispatial neglect insofar as they justify the change of rules also by admitting that the implementation cookie rules are at present costly for businesses.

The proposal aims to take into account both competitiveness and data protection. Its likely impact will be that “a significant proportion of businesses would be able to do away with cookie banners and notices, thus leading to potentially significant cost savings and simplification”. Those who serve OBA may indeed find it “more difficult […] to obtain consent if a large proportion of users opt for ‘reject third party cookies’ settings”[[56]](#footnote-56). The centralization of consent, however, will leave it open to the website operators to obtain consent by means of individual requests to users.

Worryingly, whereas in the original version of the draft ePrivacy Regulation consent to OBA was linked to the GDPR, the current version[[57]](#footnote-57) discussed within the Council of the EU no longer refers to the GDPR.[[58]](#footnote-58) It is hoped that said reference will be reinstated.

The electronic communications regime is only an element of the data protection jigsaw puzzle. In the European regulator’s view, “[b]ecause behavioural advertising is based on the use of identifiers that enable the creation of very detailed user profiles which, in most cases, will be deemed personal data, Directive 95/46/EC [soon the Regulation (EU) 2016/679] is also applicable”[[59]](#footnote-59). The relevant obligations should be complied with not only by the ad network providers, but also by publishers. They can be both considered data controllers[[60]](#footnote-60). The Article 29 Working Party considers transparency as a key condition for individuals to be able to consent to the collection and processing of their personal data and exercise effective choice. However, what matters is not the information, but the actual possibility to dissent, which is usually denied[[61]](#footnote-61). Therefore, as a policy recommendation, one should go back to the version of art 5(3) prior to the 2009 amendment[[62]](#footnote-62) to the ePrivacy Directive. Indeed, the old provision recognised “the right to refuse such processing by the data controller”.

There are two main ways of profiling users. One can distinguish between predictive profile and explicit profile. The formeris created by observing individual and collective user behaviour over time, the latterfrom personal data that data subjects themselves provide to a web service. The privacy needs in the two scenarios are different. In the first one, indeed, users may not be aware of the fact they are being observed. Therefore, transparent and user-friendly information is critical. The role of this kind of profiling will increase exponentially given the developments of artificial intelligence and predictive analytics.[[63]](#footnote-63) In the second one, an anti-paternalistic approach should avoid imposing too heavy information burdens on the profilers. The free choice to give away certain data eases the data protection-related obligations, as long as it is given the users the possibility to delete the account and/or the data any time and as long as the ‘legals’ are readable[[64]](#footnote-64). It is worth noting that the English and Wales High Court in *Spreadex* v. *Cochrane[[65]](#footnote-65)* has clarified that the clauses of such never-ending legals are not binding for noncompliance with the unfair terms regime.[[66]](#footnote-66)

The opinion sets out the information obligations of advertising network providers/publishers vis-à-vis data subjects. In particular, an ad network provider who wishes to store or gain access to information stored in a user's terminal equipment is allowed to do so in two events. Firstly, if it has provided the user with clear and comprehensive information in accordance with GDPR, inter alia, about the purposes of the processing. Secondly, ifit has obtained the user's consent to the storage of or access to information on their terminal equipment, after having provided the information requested.

The Article 29 Working Party went on reasoning that, based on the definition and requirements for valid consent underart 2 (h) of Dir 95/46/EC, “data subjects cannot be deemed to have consented simply because they acquired/used a browser or other application which by default enables the collection and processing of their information”. This seems to be confirmed by the GDPR. Under recital 32, indeed, “[s]ilence, pre-ticked boxes or inactivity should not […] constitute consent.” Art 4(11) further provides that

*‘consent’ of the data subject means any freely given, specific, informed and unambiguous indication of the data subject's wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her.*

The opinion further clarifies the obligations set forth by the applicable legal framework, by pointing out that for browsers settings to be able to deliver informed consent, it should not be possible to circumvent the choice made by the user in setting the browser. We have already shown how the option to disable cookies is unworkable. Moreover, deleted cookies may be "respawned" by Flash cookies[[67]](#footnote-67), enabling the ad network provider to continue monitoring the user. New tracking vectors pop up constantly. For instance, HTML5 local storage and Cache Cookies via eTags. The latter is “capable of unique tracking even where all cookies are blocked by the user and ‘Private Browsing Mode’ is enabled”[[68]](#footnote-68).

Finally, consent by browser setting to receive cookies in bulk is invalid, because it implies that users will accept future processing, possibly without any knowledge of the purposes or uses of the cookie.

Not long after the above analysed opinion, the European Data Protection Supervisor delivered a speech in the same vein, where it called on the European Commission to ensure that art 5(3) of the ePrivacy Directive is fully respected. The Supervisor pointed out that “systematic tracking and tracing of consumer behaviour online is a highly intrusive practice and is now rightly subject to more stringent requirements. Although initiatives for increased transparency and consumer control in the online environment are most welcome, this should not result in a limitation of consumer rights”[[69]](#footnote-69). The statement criticises the European Commission for commending the EASA-IAB[[70]](#footnote-70) Best Practice Recommendation[[71]](#footnote-71) and Framework on behavioural advertising[[72]](#footnote-72) and a US driven ‘do-not-track’ initiative[[73]](#footnote-73), because they do not adopt the consent rule. This cast (then proved on this point baseless) doubts on the position of the European Commission on this subject.

1. Profiling, direct marketing and algorithmic decision-making in the General Data Protection Regulation.

Under art 14(1) of the Data Protection Directive, Member States shall grant the data subject the right “ to object, on request and free of charge, to the processing of personal data relating to him which the controller anticipates being processed for the purposes of direct marketing, or to be informed before personal data are disclosed for the first time to third parties or used on their behalf for the purposes of direct marketing, and to be expressly offered the right to object free of charge to such disclosures or uses”. Moreover, Member States shall take the necessary measures to ensure that data subjects are aware of the existence of the right referred to in the first subparagraph of (b)” (art 14(2)). Given that OBA is usually based on predictive analytics and algorithmic decisions, art 15 (“Automated individual decisions”) applies as well. Under its first paragraph, “Member States shall grant the right to every person not to be subject to a decision which produces legal effects concerning him or significantly affects him and which is based solely on automated processing of data intended to evaluate certain personal aspects relating to him, such as his performance at work, creditworthiness, reliability, conduct, etc.” This provision is particularly relevant, because it is not limited to direct marketing (OBA may be considered as different from, albeit connected to, direct marketing) and because thanks to its generic reference to automated decisions affecting (not necessarily from a pecuniary point of view) the user, it well fits OBA scenarios.

Nothing is expressly said on advertising, even though the same rules should apply to the processing carried out for both the purposes, since they are intrinsically connected and sometimes hardly distinguishable.

Conversely, one has to appreciate that at least the GDPR deals expressly with online advertising, even though it will not constitute a Copernican revolution[[74]](#footnote-74). Under its recital 58, it is stressed the importance, in order to comply with the transparency principle, that the information is concise, easily accessible, easy to understand, clear, in plain language and, where appropriate, accompanied by visualisation. Transparency is deemed to be “of particular relevance in situations where the proliferation of actors and the technological complexity of practice make it difficult for the data subject to know and understand whether, by whom and for what purpose personal data relating to him or her are being collected, such as in the case of online advertising”.

Going on to the substantive law, the regulation of the right to object is not radically different from the one of the Data Protection Directive. Indeed, under art 21(2) GDPR, “[w]here personal data are processed for direct marketing purposes, the data subject shall have the right to object at any time to processing of personal data concerning him or her for such marketing, which includes profiling to the extent that it is related to such direct marketing”. On the one hand, some elements seem to lower the user’s protection. For instance, there is no longer reference to the fact that the exercise of the right to object should be free of charge[[75]](#footnote-75) and that the data subject should be informed before personal data are disclosed to third parties or used on their behalf for the purposes of direct marketing. Moreover, no mention is made of the duty to ensure the users’ awareness of the right to object. On the other hand, commendably, there are at least four elements which constitute evidence of an increased protection. Firstly, and more importantly, there is a shift from a subjective approach to an objective one. Under the directive, what mattered was the marketing purpose as anticipated by the controller. Under the GDPR, in turn, what matters is the marketing purpose per se, thus not allowing defenses whereby the controller asserted that they did not anticipate the use of the data for marketing purposes. Secondly, profiling is now expressly covered by the right to object (no reference whatsoever to profiling was contained in the directive). Thirdly, under art 21(3), “[w]here the data subject objects to processing for direct marketing purposes, the personal data shall no longer be processed for such purposes”. From a policy point of view, it is a peculiar provision. Indeed, if the data subject has the right to object to the processing of its data for direct marketing purposes, it is in the nature itself of things that further processing for marketing purposes would be illegal. Therefore, it could be interpreted in a twofold way: either it is the sign of the lawmaker’s awareness of the commonplace circumvention of anti-tracking tools, or it is a backdoor for the controllers that can leverage the provision to retain the data and use them for other purposes. In this case, they could keep using the data, without the user’s consent, for purposes “compatible with the purpose for which the personal data are initially collected”[[76]](#footnote-76). Fourthly, whereas under the directive the right to object could be exercised “on request”, now the data subject “may exercise his or her right to object by automated means using technical specifications” (art 21(5)). A sort of objection by design (e.g. through adblockers[[77]](#footnote-77)). Even though that “may” weakens the provision, yet it may constitute an element adblocking companies could use against companies purporting to circumvent adblockers.

There are other unclear provisions. For instance, the right to object to direct marketing should be “explicitly brought to the attention of the data subject and shall be presented clearly and separately from any other information” (art 21(4)). This risks to be the classic case of overload of information. For instance, should every website present the user with, say, separate notices for cookies and direct marketing? Let us see if the revision of the ePrivacy Directive will take account of these issues[[78]](#footnote-78).

Furthermore, it is debatable that the new provision on automated individual decision-making constitutes a step forward. The European Data Protection Supervisor has clarified that the “problem is not targeted advertising or the practice of profiling, but rather the lack of meaningful information about the algorithmic logic which develops these profiles and has an effect on the data subject”[[79]](#footnote-79). Indeed, under art 22(1) GDPR. The “data subject shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her”. This “similarly” may narrow the scope of the provision, if compared with the previous wording. However, two new aspects are to commend. Firstly, in principle automated cannot be taken on the basis of sensitive personal data. Secondly, even in the cases when the right not to be subject to automated decision-making does not apply, now the “data controller shall implement suitable measures to safeguard the data subject's rights and freedoms and legitimate interests, at least the right to obtain human intervention on the part of the controller, to express his or her point of view and to contest the decision”. A victory for those who think that human decision-making can still be better than the automated one.

A target of specific interest for the European legislator are children. Indeed, under recital 38, “specific protection should […] apply to the use of personal data of children for the purposes of marketing or creating personality or user profiles and the collection of personal data with regard to children when using services offered directly to a child”. But how is this specific protection structured? Where the child is below the age of 16 years, “such processing shall be lawful only if and to the extent that consent is given or authorised by the holder of parental responsibility over the child” (art 8(1)). One can hardly imagine a 15-year-old person calling his or her parents every time Facebook or Google are processing his or her data. However, this is not the most notable bit. Under art 8(2), indeed, the controller “shall make reasonable efforts to verify in such cases that consent is given or authorised by the holder of parental responsibility over the child, taking into consideration available technology”. This might be used to justify the use of biometrics (such as face recognition, gait recognition, etc.) to verify the age of the user[[80]](#footnote-80). The remedy risks to be worse than the disease. Moreover, it has been submitted that “teenagers sometimes have a better understanding of online privacy challenges than their parents”[[81]](#footnote-81), even though it is underlined that “some restrictions may be needed for children especially regarding sharing of information online and exposure to behavioural advertising”[[82]](#footnote-82).

A cursory reading of the GDPR may give the impression that OBA no longer requires consent, because direct marketingis a ‘legitimate interest’ to process the users’ personal data without their consent [[83]](#footnote-83). This may be interpreted as the result of a balance between data protection and freedom of enterprise. Indeed, competitiveness may be hampered, should an undertaking be required to obtain the users’ consent, prior to any processing for OBA and direct marketing.[[84]](#footnote-84) It is noteworthy, nonetheless, that companies that rely on legitimate interest for direct marketing purposes must ensure an absolute right to object.[[85]](#footnote-85) Therefore, if a data subject objects, it is not left to the company the possibility to keep processing data by showing the legitimate interest override the individual’s rights.[[86]](#footnote-86)

However, recently the Article 29 Working Party has pointed out that, in light of the heighted standard for consent, it is likely that organisations will “need consent under the ePrivacy instrument for most online marketing messages or marketing calls, and online tracking methods including by the use of cookies or apps or other software.”[[87]](#footnote-87) This can be explained in light of two considerations. First, the legitimate interest is not a *carte blanche*: it cannot be used to violate the data subject’s fundamental rights, including data protection and privacy.[[88]](#footnote-88) Second, direct marketing is not the same as OBA and it is likely to be the second step in a process where consent has already been acquired (e.g. when the advertisement had been served).[[89]](#footnote-89)

Alongside consent and legitimate interest, another justification for the processing of personal data for OBA purposes might be the necessity in view of the performance of a contract.[[90]](#footnote-90) Providers of online services having OBA as the key of their business model may argue that without OBA their business would not be sustainable and that, in this sense, OBA is necessary for the performance of a contract. However, it seems unlikely that this interpretation will prevail. In explaining what ‘free consent’ means, the Article 29 Working Party makes the example of a photo editing app that collects data about the GPS localization and for OBA purposes. The advisory body points out that ‘(n)either geo-localisation or online behavioural advertising are necessary for the provision of the photo editing service.’[[91]](#footnote-91) It is hard to imagine many scenarios where this justification may apply. Even more clearly, the UK Information Commissioner’s Office[[92]](#footnote-92) has observed that even though OBA is a useful part of the customer relationship and may be necessary for one’s business model, still it is not necessary to perform the contract e.g. in online purchases of goods.

More generally, there are provisions which are not directly focused on direct marketing, but that will affect it nonetheless[[93]](#footnote-93). For instance, the GDPR, unlike the directive, will apply to the processing carried out also by a controller or processor not established in the Union of personal data of subjects who are in the Union, whenever (i) the processing activities are related to either the offering of goods or services, irrespective of whether a payment by the data subject is required, and (ii) the processing activities relate to the monitoring of their behaviour as far as their behaviour takes place within the Union[[94]](#footnote-94).

Overall, an increased protection of the data subject, with some flaws. Alongside what said above, regulating OBA instead of direct marketing would have been preferable. For instance, it seems rather unfair that one can prevent companies from selling them products, but cannot avoid OBA aimed to influence their voting preferences.

1. European and international self-regulation of targeted advertising.

In Europe, the public debate on OBA started as a sort of spin-off of the general debate on the 2009 amendment to the ePrivacy Directive. In 2010, then Digital Agenda Commissioner Neelie Kroes challenged the advertising industry to provide the European citizens with greater empowerment through transparency, consent, user-friendliness, and effective enforcement[[95]](#footnote-95). In a wise speech, the Commissioner underlined that one has to strike a balance between protection of personal data and enabling innovation in advertising and that “privacy regulation does not exist in a values vacuum”[[96]](#footnote-96). Therefore, one has to take into account the effects of the regulation on industry, their practicality, and “we have to consider the long-term health of digital environments”[[97]](#footnote-97). Hence, she called on a self-regulatory solution, with the caveat that “it will need to be one clearly based on the applicable EU legislation”. More generally, the Commission has actively promoted “self and co-regulatory actions, including the ‘Online Behavioural Advertising Roundtable’ and the development of the W3C Do-Not-Track Standard”[[98]](#footnote-98).

The IAB is a Global non-profit group open to companies engaged in the sale of interactive advertising and marketing. In April 2011, the group has developed a European self-regulatory framework for OBA (henceforth “the Framework”). The Framework lays down a structure for codifying industry good practices and establishes some principles to increase transparency and choice for web users within the EU/EEA which are binding upon the companies and associations part of IAB.

The pillars of the Framework are : notice, user choice, data security, sensitive segmentation, education, compliance and enforcement, and review. These principles apply consumer-friendly standards to OBA and the collection of online data in order to facilitate the delivery of advertising based on the preferences or interests of web users[[99]](#footnote-99).

Let us have a quick look to the second principle, that is user choice over OBA. Explicit consent is required only when a company collects and uses “data via specific technologies or practices that are intended to harvest data from all or substantially all URLs traversed by a particular computer or device across multiple web domains and use such data for OBA” (II.B)[[100]](#footnote-100). Explicit consent is required as well if one seeks “to create or use such OBA segments relying on use of sensitive personal data” (IV.B). As to the other scenarios, third parties “should make available a mechanism for web users to exercise their choice with respect to the collection and use of data for OBA purposes and the transfer of such data to Third Parties for OBA” (II.A).

Such choice should be made available in two ways. Firstly, third parties “should give clear and comprehensible notice on their web sites describing their Online Behavioural Advertising data collection and use practices” (I.A.1)[[101]](#footnote-101). Secondly, can manage their consent to OBA on the YourOnlineChoice.eu website (also “OBA User Choice Site”).

It is commendable the adoption of a user-friendly icon that contains a hyperlink to the OBA User Choice Site or to the third party notice, even though future quantitative research should assess how many users understand the meaning of the icon[[102]](#footnote-102).

Anyway, this tool can be used to turn off OBA by some or all companies. However, the said site is not very clear, since it does not show the user’s status with regard to most of the companies and the majority of the displayed companies were encountering technical issues, thus impeding the retrieval of the status. Moreover, it is not easy to assess the reliability of the tool.

The IAB’s frameworks, based on an opt-out mechanism with minor exceptions, is complemented by the EASA Best Practice Recommendation on OBA (hereinafter, also “the Recommendation”). EASA is non-profit organisation dealing with advertising self-regulation issues and bringing together thirty-four national advertising self-regulatory organisations and sixteen organisations representing the advertising industry.

The Recommendation provides “a pan-European, industry-wide self-regulatory standard for OBA, which empowers consumers across Europe”[[103]](#footnote-103). Even though self-regulation can be a positive option, it presents a number of shortcomings, including its problematic enforceability. This is an argument for resisting a complete deregulation of the phenomenon.

It recommends the industry members to a) Clearly support the adoption at local level of rules on OBA based on the Recommendation; b) Clearly support the adoption at local level of the new remit and rules for the handling of complaints on OBA by self-regulatory organisations; c) Establish a clear agreement with the ad networks regarding the handling of complaints of a non-technical nature by the advertising self-regulatory bodies; d) Ensure adequate industry and consumer awareness of the above; e) Ensure the necessary linkup with the consumer controls page to create a one stop shop for consumer feedback and complaints; f) Ensure the necessary linkages between industry compliance monitoring reports and the complaint handling processes; g) Establish robust measures for sanctions related to repeat offenders or rogue traders.

The Recommendation draws its principles from the ones of the IAB Framework; however, it leaves out data security and education. EASA adopts the same opt-out mechanism with limited exceptions proposed by IAB, with the (unnecessary?) precision that when “a web user exercises his/her choice and objects to OBA data collection, OBA processes should no longer be used by that entity to facilitate the delivery of targeted online advertising to that user’s browser”[[104]](#footnote-104).

Probably the most interesting part of the Recommendation regards the enforcement. Consumers provide feedback or complain either directly to a company, to a third party or website operator, a regulatory authority, a self-regulatory body or a similar local alternative dispute resolution body. These different routes could all transit a one-stop shop for compliance. This consists of a web page where the transfer of feedback and complaints is passed to the relevant process and organisations. One has to distinguish two scenarios. On the one hand, consumer feedback regarding technical issues on OBA (e.g. about who is serving OBA) would be handled by an industry web-based interface. On the other hand, consumer complaints arising from dissatisfaction with the way their initial feedback or complaint have been handled via the industry interface or complaints about more general privacy issues or issues related to the content of advertising would be handled by a process involving the advertising self-regulatory bodies.

Given the growing importance of non-European advertising companies, one should have a look at the international self-regulation of advertising. The EASA has contributed to the revision process of the ICC Code on Marketing Communication and Advertising[[105]](#footnote-105). It is interesting that, when commenting the most significant changes to the Code, the first example done by the ICC is that “[f]or the first time the Code addresses responsibility with respect to the use of online behavioural targeting in the delivery of advertisements”. Indeed, now art D7 regulates “Provisions for online behavioural advertising (OBA)”, in a way which is unsurprisingly very similar to the one of IAB and EASA. Limiting the focus on the notice mechanism, it is provided that third parties and website operators should give “clear and conspicuous notice on their websites describing their OBA data collection and use practices”[[106]](#footnote-106). It is not commendable that “notice should be provided through deployment of *one or multiple* mechanisms for clearly disclosing and informing Internet users about data collection and use practices”[[107]](#footnote-107). This could lead to an overload of information. Explicit consent is limited to “[t]hose collecting and using data via specific technologies or practices that are intended to harvest data from all or substantially all websites traversed by a particular computer or device across multiple web domains, and use such data for OBA”[[108]](#footnote-108). Two provisions of the Code deserve a particular mention. Firstly and more importantly, under art D8, “[a]nyone taking part in the planning, creation or execution of digital marketing communications including OBA, has a degree of responsibility […] for ensuring the observance of the Code towards those affected, or likely to be affected”. This provision is flexible enough to fit the intricate supply chain of advertising[[109]](#footnote-109) (with responsibilities mainly shared[[110]](#footnote-110) between the different OBA companies). Secondly and appropriately, “[t]ransparency of data information collection and use, and the ability for users and consumers to choose whether to share their data for OBA purposes is vital”[[111]](#footnote-111).

The international and European self-regulation OBA systems are based on an opt-out mechanism which does not seem entirely compliant with the ePrivacy Directive[[112]](#footnote-112) and with the GDPR. What is worse, the analysed self-regulation initiatives “create the wrong presumption that it is possible to choose not be tracked while surfing the Web”[[113]](#footnote-113). Moreover, the opt-out tools can be and are sometimes ineffective. For instance, as one can read from the last report[[114]](#footnote-114) on cross-border complaints,[[115]](#footnote-115) in all the cases which regard OBA, the users were complaining about the opt-out mechanism because “they had continually been unable to opt out of OBA data collection and use”[[116]](#footnote-116) or “[d]espite selecting the ‘Off’ mode, the website kept on reverting to ‘On’ mode”[[117]](#footnote-117). As already said, even if the right to consent is critical, one should start from ensuring the right to dissent, which is hardly effective. Furthermore, even though there seems to be an increasing percentage of users clicking on the OBA icon,[[118]](#footnote-118) there is no evidence that users actually know and understand what OBA is. On the contrary, a large-scale study[[119]](#footnote-119) found that only 11% of the users understand the cookies policies and 61% do not believe that there are advertisements based on email content. A more recent study[[120]](#footnote-120), finally, confirmed that the knowledge on what OBA is and how it works is still insufficient and that groups of Internet users did not differ in terms of knowledge, although they did differ in terms of privacy concerns.

IV.1. Filing a complaint in the UK. Non-judicial remedies: rules and hurdles.

What if a UK user wants to file a complaint because, for instance, a company circumvented their “do not track” option and covertly tracked them in order to serve them with OBA. As in *Google v Vidal-Hall[[121]](#footnote-121),* one could decide to go for the judicial root mainly founding oneself on the misuse of private information. Here a brief overview of the non-judicial route is presented and its effectiveness is assessed.

In the UK, the Advertising Standards Authority (ASA) is the independent advertising regulator; they enforce the codes drafted by the Committee of Advertising Practice (CAP). ASA administers the non-broadcast Advertising Code (‘CAP Code’) and its Appendix 3 regards OBA.

These are the main rules, whose breach can found an action. Third parties should provide clear and comprehensive notice about the collection and use of web viewing behaviour data for the purposes of OBA. Moreover, they should make available a link to a relevant mechanism that allows the consumer to opt out (31.1.1-2 CAP Code). Furthermore, third parties are not allowed to create interest segments designed for children aged 12 or under (31.1.3 CAP Code). Finally, “explicit consent” is required only if the third parties collect information about substantially all websites visited by web users on a particular computer (31.1.4 CAP Code).

The reference to “third parties” makes already clear that the scope of the rules is very limited. Indeed, they do not apply to the collection and use of information for OBA purposes by web site operators on their own website (first-party OBA). Out of the scope of the CAP code are also mobile advertising and advertising on smart devices (allegedly for technical reasons), as well as interactive display advertisements, contextual advertising, and complaints falling under the remit of other authorities (e.g. about data protection and discrimination).

If the complaints falls within the scope of the CAP code, the user can file it on the ASA’s website[[122]](#footnote-122). Uncommendably, the number and nature of the requirements of the complaint make the assistance of a qualified lawyer necessary. The complaints shall indicate: i. The URL the user was visiting; ii. The identity of the ‘ad network’ (the brand will not do); iii. A screenshot of the advertisement; iv. If the advertisement carried the OBA notice, a screenshot of the webpage the notice linked to; v. The name of the browser; vi. Confirmation of having attempted to opt-out of OBA.

Browsing the ASA’s website, it was not possible to find rulings concerning OBA. This could be for a number of reasons. Firstly, the scope of the CAP code is very narrow. Secondly, filing a complaint is not straightforward. Thirdly, OBA illiteracy is commonplace: users do not know what OBA is and, if they do, they do not know how to react.

Education campaigns might be helpful in raising the necessary awareness. Alongside teaching what OBA is, what are the user’s rights (also in terms of judicial and non-judicial remedies), it would be critical to explain what are the technical controls available to the users. For instance, it should be clarified how to set the different browsers in order to opt out of OBA and point out that one needs to repeat the operation from all the devices and browsers in use. Moreover, one should explain that deleting the cookies is not an effective reaction. Indeed, the process of opting out of OBA requires a cookie itself: by deleting all cookies, the user is opting in again. Furthermore, it should be illustrated how to opt out of a large number of businesses via [www.youronlinechoices.com](http://www.youronlinechoices.com). A good advice would be, then, to use tools that show who is traking the users (e.g. Lightbeam), as well as adblockers (e.g. Privacy Badger, Disconnect, Adblock Plus, Ghostery). Lastly, it should be made clear that these controls are not completely reliable (they can be circumvented) and that they have limitations.

1. The use of personal data to hinder competition. Facebook and WhatsApp: from the concentration to the transfer of the latter’s user data to the former’s IP portfolio

OBA companies can leverage the data in their IP portfolio to carry out unfair commercial practices and, more generally, to jeopardise competition[[123]](#footnote-123). Too many data can mean too much power[[124]](#footnote-124).

The OBA market is clearly skewed and oligopolistic with Google, Facebook, and few other companies leading it[[125]](#footnote-125). Economics literature[[126]](#footnote-126) has shown that advertising may operate as a barrier to entry and the Commission consider the relevant expenditure as sunk costs[[127]](#footnote-127). This was confirmed by *United Brands* v. *Commission[[128]](#footnote-128)* that accepted that consumers chose Chiquita bananas instead of the competitors’ ones because of the preference induced by very large-scale advertising campaigns, which acted as a barrier to entry.

Coming more specifically to OBA, exploiting the users’ data without them knowing it or, more generally, using the users’ data illegally does not only damage the consumers, but it can also harm competitors. Price discrimination and dynamic pricing based on profiling activities (e.g. offering a different price if one accesses a website from an old desktop or from an iPhone) might as well seem an unfair practice. However, the Commission has clarified that under the Unfair Commercial Practices Directive[[129]](#footnote-129) “traders are free to determine their prices if they duly inform consumers about the prices or how they are calculated”[[130]](#footnote-130). One should note that some provisions of the said directive do not entirely fit the reality of OBA. For instance, under art 5 para 3,

*[c]ommercial practices which are likely to materially distort the economic behaviour only of a clearly identifiable group of consumers who are particularly vulnerable to the practice or the underlying product […] in a way which the trader could reasonably be expected to foresee, shall be assessed from the perspective of the average member of that group*.

With artificial intelligence and current tracking and profiling techniques, it is highly problematic to assert that the company cannot foresee the vulnerability of the target. Therefore, one should not look at the average member of the group, but at the single user. The definition itself of unfair commercial practices, with its reference to the average consumer, might need to be adapted accordingly[[131]](#footnote-131).

Another issue is the persistency of unwanted targeted advertisements. This may be covered by Point No 26 of Annex I of the Unfair Commercial Practices Directive (on “Commercial practices which are in all circumstances considered unfair”, which prohibits making persistent and unwanted commercial communications to consumers (‘spam’)[[132]](#footnote-132).

Lastly, it has been suggested that “an undue increase in the use of personal data may very well be compared to excessive prices”[[133]](#footnote-133), thus amounting, potentially, to a practice constituting abuse of dominant position.

Another common practice that is relevant from a competition law perspective, then, is tying. As noted by the European Data Protection Supervisor, indeed, in digital two-sided markets where free services are paid for through data and OBA, “marginal costs of supplying online services in a new market are low, and there is a distinct tendency towards tying of services”[[134]](#footnote-134).

An interesting competition law case related to OBA is *Attrakt s.r.l.* v. *Google Ireland Ltd*.*[[135]](#footnote-135)* Attrakt was a search engine whose revenues depended on advertising based on Google AdWords and Google AdSense contracts. In 2013, Google disabled Attrakt’s AdSense account (and retained €503.400 of advertising revenues) following a supposed breach of the AdSense policy, but they refused to justify the decision, regardless of Attrakt’s requests. Consequently, the latter had to shut down for lack of funds[[136]](#footnote-136). Alongside the breach of contract (for the unfair way the withdrawal was exercised) and its partial invalidity (liability caps in standard contracts must be specifically accepted in writing), the *Tribunale di Milano* found there had been an anti-competitive conduct called abuse of economic dependence. Under art 9 of the *legge* no 192/1998[[137]](#footnote-137), there is economic dependence when an undertaking can determine, in the trade relations with another undertaking, an excessive imbalance of rights and obligations. The expressly makes the example of the arbitrary interruption of trade relations. Alongside the said excessive imbalance, judges are required to take into account the possibility to find satisfactory alternatives on the market. In this case, there was evidence of dependence in the contracts, the emails, the exclusivity of the relation, and the fact that Attrakt’s revenues come exclusively from Google. The abuses consisted in the burdensome imposed contractual terms, the arbitrary withdrawal, and the retention of due revenues. Finally, the *Tribunale* held Google liable for the said contractual breaches and anti-competitive behaviours, which were sanctioned with a considerable fine and the declaration of partial invalidity of the contract. Thus, the oligopolistic and imbalanced structure of the advertising market was confirmed, while reaffirming that “advertising is an essential part of the competitive process”[[138]](#footnote-138).

As a side note, it is interesting to see that intellectual property was the (asserted) reason why Google did not provide a justification for the withdrawal. Indeed, they denied this information “because we have a need to protect our proprietary detection systems, we’re unable to provide our publishers with any details about their account activity”. However, the court struck a balance between the interests of competition and those of intellectual property, and it favoured the former. Along the same lines, in the first case of pay-for-delay in the pharmaceutical industry,[[139]](#footnote-139) the General Court has reaffirmed, competition law can be used as a tool to prevent some of the IPRs holders’ abuses. Let us see if this could be the case in a recent event regarding the transfer of WhatsApp users’ data to Facebook and let us assess if data protection considerations could be taken into account in competition law cases.

Thanks to the big data controlled by Facebook (directly and through its subsidiaries), the popular social network platform can be considered one of the strongest actors in the targeted advertising world[[140]](#footnote-140). Indeed, in 2016, Facebook's advertising revenue has been nearly USD 27 billion, which means a growth of 57% if compared to 2015[[141]](#footnote-141).

One may take many approaches in choosing Facebook as a use case to talk about targeted advertising. The most overlooked perspective from which one can observe the said phenomenon is competition. There are many aspects of the Commission’s decision[[142]](#footnote-142) on the Facebook / WhatsApp concentration that offer a sample of the relevance of targeted advertising[[143]](#footnote-143) from a competition law perspective. This decision should be read again today in light of the use Facebook has started to do of WhatsApp users’ data for targeted advertising purposes in August 2016[[144]](#footnote-144).

To briefly recap the facts, in the summer of 2014, the European Commission received notification of a proposed concentration pursuant to art 4 of the Merger Regulation[[145]](#footnote-145), and following a referral pursuant to art 4(5) of the Merger Regulation, by which Facebook, Inc. acquired within the meaning of art 3(1)(b) of the Merger Regulation control of the whole of WhatsApp Inc. by way of purchase of shares (the "Transaction"), for a price of USD 19 billion.

I assume that the vast majority of the readers are familiar with the companies and services involved in the concentration. One of the main differences between Facebook and WhatsApp is that the former provides online advertising services, the latter does not. One could have been surprised by the news of the Transaction, given that Facebook had already its own instant messaging app, i.e.Messenger. In assessing the closeness to competition, however, the Commission explains that Messenger is a stand-alone app that has been developed from functionalities originally offered by the Facebook social network. From the above, some differences follow. According to the Commission, one of them is that, contrary to WhatsApp, “Messenger enables Facebook to collect data regarding its users that it uses for the purposes of its advertising activities”[[146]](#footnote-146). This is no longer the case after the update to the “legals” of WhatsApp occurred on 25 August 2015[[147]](#footnote-147). The main news is that Facebook will use the WhatsApp account information for targeted advertising purposes. What is worse is that: i. The chosen mechanism is an opt-out one. ii. The opt-out procedure is not straightforward[[148]](#footnote-148). iii. The users have only 30 days after the update to opt out. iv. New users have no right to opt out. Especially the last bit seems hardly enforceable.

Finally, it is not clear which information Facebook will be able to use. Indeed, even though in the “key updates” recap, WhatsApp refers only to the account information, in the new ToS it is said that “

*Facebook and the other companies in the Facebook family also may use information from us to improve your experiences within their services such as making product suggestions (for example, of friends or connections, or of interesting content) and showing relevant offers and ads. However, your WhatsApp messages will not be shared onto Facebook for others to see. In fact, Facebook will not use your WhatsApp messages for any purpose other than to assist us in operating and providing our Services.*

The wording suggests that WhatsApp messages are not shared, but all the rest of information can be used (and shared). This includes, for instance, phone number, profile name and photo.

With regard to assessment as to whether Facebook and WhatsApp were direct competitors, the Commission considered they were not and, therefore, it authorised the concentration. It can be argued that, if the Commission was notified today of the said transaction (Why?) , the conclusion would be different. Indeed, at that time it had been said that Facebook could be considered as in direct competition with Twitter or Google Hangouts, but not with WhatsApp, which was in turn closer to Viber[[149]](#footnote-149). However, if one of the main differences between Facebook Messenger and WhatsApp was that the latter’s data were not used for the advertisements served by the former, which is no longer the case, it is clear that the forecast capabilities of the Commission failed.

Whereas other “free” consumer communications apps monetise thanks to advertising, in-app purchases and stickers, “Messenger is not currently monetised: it is funded by the monetisation of Facebook's networking platform through advertising”[[150]](#footnote-150), therefore, it is to believe that the use of the data created through the use of Messenger is the main reason for the existence itself of this app. This could be criticised, since users are hardly aware of their private conversations being exploited for targeted advertising purposes. It is not casual that, as seen above, this has been the subject of a written question to the Commission[[151]](#footnote-151).

In the concentration, there are three relevant markets: consumer communications services, social network platforms, and online advertising. Let us have a look at the latter, which is more relevant to the topic of this paper.

Facebook's activities in the advertising sector consist of the provision of online (non-search) advertising services on Facebook's core social networking platform and on Instagram[[152]](#footnote-152) (which is its subsidiary as well), both on computers and on mobile devices. As noted above in the Facebook / Mrb&b use case, Facebook collects its users’ data (also through its subsidiaries[[153]](#footnote-153)) and analyses them in order to serve targeted advertisements on behalf of advertisers.

The Commission has investigated the market definition as regards advertising. The product market definition is quite straightforward. Following its precedent assessments[[154]](#footnote-154), the Commission distinguishes between the provision of online and offline advertising space. The market investigation carried out in the Facebook / WhatsApp case supported the existence of a further sub-segmentation of the online advertising market between search and non-search advertising. Indeed, most advertisers see search and non-search advertisements as non-substitutable, since they serve different purposes (search advertisements mainly generates direct user traffic to the merchant's website, while non-search advertisements mainly build brand awareness)[[155]](#footnote-155).

From our perspective, what is more relevant is the assessment with regard to a further sub-sub-segmentation. Indeed, the Commission examined whether a separate product market should be defined for the provision of online non-search advertising services on social networking websites. A number of respondents considered that other forms of non-search advertising are not as effective as advertising on social networking websites and “notably on Facebook, due to Facebook's large and highly engaged audience and its ad targeting opportunities”[[156]](#footnote-156). Nonetheless, the Commission decided to leave to question open “because the Transaction would not give rise to serious doubts as to its compatibility with the internal market under any[[157]](#footnote-157) such narrower product market definition”[[158]](#footnote-158).

Therefore, from a product perspective, the relevant market is online advertising. As to the geographic market, most respondents to the Commission’s market investigation stated that advertisers typically purchase online advertising space and conduct advertising campaigns on a national (or linguistic) basis.[[159]](#footnote-159) Therefore, In line with the *Google / DoubleClick* and *Microsoft / Yahoo! Search Business* decisions, the Commission reached the questionable conclusion that the online advertising market and its possible sub-segments should be defined as national in scope or alongside linguistic borders within the EEA[[160]](#footnote-160).

The Commission took a rather formalistic approach[[161]](#footnote-161), by rigidly distinguishing between a competition law approach and a privacy law approach. This approach is open to criticism, because data are digital assets that live at the crossroads of privacy, intellectual property, competition, and consumer protection; therefore, an integrated one should have been more appropriate[[162]](#footnote-162)[[163]](#footnote-163). The Commissions seems to suggest that there may privacy concerns emerging from the merger, but this is not a matter of competition law, which deals merely with the likeliness that the data concentration strengthens Facebook’s position in the online advertising market. If it is true that, generally speaking, not every privacy-threatening merger is anti-competitive, given the growing importance of data as commodities, such a formalistic approach should not be taken. On the contrary, the Commission should assess on a case by case basis, if there is an overlap. Such overall became particularly evident after the terms update of 25 August 2016. It has, indeed, become clear that one of the main ways Facebook is profiting by the (unwisely?) authorised merger is the access to the gigantic amount of data once controlled by WhatsApp. Anyway, even if the Commission kept adopting the said formalistic approach, if the Commission decided today, one could expect that the merger would not be authorised. Indeed, it is no longer true that the “Transaction does not increase the amount of data potentially available to Facebook for advertising purposes”.[[164]](#footnote-164) However, the Commission assessed also the possibility that, in the future, Facebook started using WhatsApp users’ data for targeted advertisements served on the social network platform. The Commission ended up espousing Facebook’s allegations whereby: i. "the data that WhatsApp has access to is at best of marginal utility for Facebook’s advertising purposes and would not enhance Facebook’s ability to target advertisements on its services"[[165]](#footnote-165); ii. "Facebook has publicly made it clear that it has no current plans to modify WhatsApp’s collection and use of user data"[[166]](#footnote-166); iii. The CEO of WhatsApp commented by saying that privacy was in its company’s DNA and that “if partnering with Facebook meant that we had to change our values, we wouldn’t have done it”[[167]](#footnote-167); iv. Facebook pointed out, debatably, that it was technically nearly impossible "to match each user's WhatsApp profile with her/his Facebook profile"[[168]](#footnote-168); v. There would have been no incentive to use the WhatsApp users’ data, because they would have abandoned the famous app, preferring more privacy-friendly competitors such as Telegram. It could be said that some or all of these assertions were wrong. For instance, the last one ignores some basic concepts such as lock-in and network effect. However, what is decisive is that, given that leading position of Google (also) in the online advertising market, the only merger that would not be authorised, possibly, would be the Google / Facebook one.[[169]](#footnote-169)

In the US, the Federal Trade Commission (FTC) in 2014 had reminded[[170]](#footnote-170) the merging companies that if WhatsApp failed to honour their promises also regarding privacy, both companies could be in violation of Section 5 of the FTC Act and possibly of the their order against Facebook[[171]](#footnote-171). In August 2016, two consumer privacy organisations files a complaint with the FTC.[[172]](#footnote-172) Therefore, there is the possibility that the FTC will re-assess the acquisition in light of the update.

In September 2016, the European Commissioner for Competition Margrethe Vestager has declared she has asked some follow-up questions to Facebook, in relation to the change of WhatsApp privacy policy. The Commissioner declared "[t]hat they didn’t merge data wasn’t the decisive factor when the merger was approved, but it was still a part of the decision”[[173]](#footnote-173). Subsequently, the Commission has sent a Statement of Objections[[174]](#footnote-174) to Facebook alleging the company intentionally or negligently provided incorrect or misleading information during the investigation. The point is that, in Facebook’s notification of the transaction and in a reply to a request of information, the social network indicated that it would be unable to establish reliable automated matching between the two companies' user accounts. The current evidence leads the Commission to think that this was feasible also back in 2014. One should not expect, however, a future invalidation of the 2014 decision. Indeed, even though the Commission took that information into account, they did not rely only on it when clearing the merger. Therefore, in case the preliminary concerns were confirmed, the Commission could impose a fine of up to 1% of Facebook's turnover under art 14(1) of the Merger Regulation. From our perspective, it is interesting to stress that, in reiterating the validity of the merger’s authorisation, the Commission does so by underlying that “[t]he current investigation is also unrelated to neighbouring privacy, data protection or consumer protection issues”. Arguably another symptom of hemispatial neglect and subsequent lack of integrated approach to data.

Finally, in October 2016, after some national initiatives[[175]](#footnote-175), the Article 29 Working Party have sent a letter to WhatsApp’s CEO.[[176]](#footnote-176) They point out that marketing and advertising are not purposes that were included within the Terms of Service and Privacy Policy when existing users signed up to the service. Moreover, the update is in contrast with the previous public statements of the merged companies. The concerns are threefold. Firstly, the user’s consent may be invalid as a consequence of the way the information about the update was given. Secondly, control mechanisms offered to users to exercise their rights do not seem effective. Thirdly, the update will affect also non-users (therefore, the contractual justification could hardly apply to them). Unlike the Commission (with its stress on fines), the Working Party focus more on the need not to proceed to the data synchronisation and, as to the remedies, they suggest that WhatsApp’s policy and terms may need to be amended.

Since competition law can be used to effectively limit intellectual property (as the *Lundbeck* case suggests) and given that data protection considerations ought to be taken into account in competition law cases, then there would be some evidence there is some hemispatial neglect when it comes to data protection, but there might emerge as well a trend towards the recognition of the need for an integrated and balanced approach to data. Some positive news comes from Italy, where the Antritrust Authority (Autorità Garante della Concorrenza e del Mercato) has initiated two investigations against WhatsApp, based on the *codice del consumo[[177]](#footnote-177)*. The first one is aimed to assess whether the company has forced the users to accept the update, by making them believe that they would not be able to keep accessing the service, should they not agree with the new terms and policy. The pre-ticked box may play a role in this. The second investigation is in order to assess the unfairness of some sections of WhatsApp’s terms. In particular, it is questionable the enforceability of a number of sections, including those concerning unilateral contractual changes, right to withdraw, liability disclaimers and limitations, unjustified service interruption, jurisdiction. The outcome is hard to foresee, but it is commendable that a competition authority is dealing with a data protection case using consumer protection tools.

1. Artificial intelligence and online behavioural advertising

Companies are increasingly embracing artificial intelligence[[178]](#footnote-178). Its role in harnessing the users’ data for OBA purposes has become so critical that in a few years those companies that will not serve intelligent OBA will be put out of business[[179]](#footnote-179).

In this section, a descriptive and prescriptive approach will be taken in discussing how artificial intelligence is used in advertising and how it could or should be used.

One of the main applications of artificial intelligence in an OBA environment is predictive analytics. Indeed, predictive analytics will enable the companies to foresee the purchasing behaviour of users, machine learning algorithms will enable them to provide an increasingly tailored and human-like experience. Machines will learn what we like and, what is more important, they will try to leverage those data to make the user predictable. The best consumer, indeed, is the predictable one. An example of intelligent advertising is M&C Saatchi, Clear Channel and Posterscope’s poster “let loose to entirely write itself, based on what works, rather than just what a person thinks may work”.[[180]](#footnote-180) In particular, machine learning plays a crucial role in the ad optimization process, thanks to “the simultaneous availability of (i) massive, very fine-grained data on consumer behavior, (ii) data on the brand-oriented actions of consumers, via instrumentation of purchase systems, and (iii) the ability to make advertising decisions and deliver advertisements in real time”[[181]](#footnote-181).

As a second application, one may mention the use of artificial intelligence for better tailored and less intrusive advertisements. Indeed, artificial intelligence is improving the quality of OBA and, enabling a better knowledge of the user, it should make possible a prompter and more customised response to the user’s behaviour showing not appreciation for an advertisement. A basic example is offered by Yandex’s machine learning complaint button for annoying advertisements[[182]](#footnote-182). Online experiences are built in order not to disrupt according to the principle of least astonishment and artificial intelligent can be a precious tool therefor.

A third application, is to serve more engaging advertisements. A use case could be Strike Social, a new shop in Chicago that anticipates this year to increase its revenues by $100 million by using “artificial intelligence to drive social advertising”[[183]](#footnote-183).

One could mention, moreover, the use of neural networks and deep learning for the analysis of past failures and successes in order to spot trends and patterns and, therefore, to design the optimal advertising campaign. For an example using associative semantic search technology one could think of the services provided by Omnity, Inc[[184]](#footnote-184).

Any discussion on artificial intelligence, then, cannot fail to include unemployment. Indeed, there is the genuine concern that intelligent agents may over time replace creative people. A use case could be Adgorithms, with its second release of the intelligent system ‘Albert’, which enables customers to find new audiences, as well as getting advertising campaigns with a simple click, thus bypassing the human creative process.

Finally[[185]](#footnote-185), it is noteworthy the use of artificial intelligence in order to offer the same services and products at different prices[[186]](#footnote-186), depending on a number of factors that can influence demand elasticity. It should be noted that under art 102 of the Treaty on the functioning of the European Union[[187]](#footnote-187), these practices could be considered illegal if they take the form of price discrimination and excessive pricing, if carried out by undertaking in a dominant position.

There are several threats related to the use of artificial intelligence in OBA. Firstly, most of the artificial intelligence algorithms are “black boxes”[[188]](#footnote-188).

Therefore, transparency[[189]](#footnote-189) and accountability[[190]](#footnote-190) play a critical role. The General Data Protection Regulation would seem to provide a legal basis for this. Moreover, in certain circumstances, it would prevent the entirely automated (or algorithmic) decision-making. The recently adopted French Loi pour une République numérique[[191]](#footnote-191), with its principle of loyalty of platforms, is along the same lines.

Another tool that could be used to open the black box could be the exception provided by art 5(3) of the Software Directive[[192]](#footnote-192). According to this rule, if one has the right to use a copy of a computer program, then they do not have to ask for the right holder’s permission in order to observe, study or test the functioning of the program in order to determine the ideas and principles which underlie any element of the program. It is not clear if the new Trade Secrets Directive[[193]](#footnote-193) could limit the use of this exception and, therefore, close the black boxes. Indeed, under its art 4(2)(a), the acquisition of trade secrets is unlawful if carried out by “unauthorised access to, appropriation of, or copying of any documents, objects, materials, substances or electronic files, lawfully under the control of the trade secret holder, containing the trade secret or from which the trade secret can be deduced”. Moreover, the use itself (and the disclosure) of a trade secret is unlawful, even in the event of a lawful acquisition, if there is a confidentiality agreement or breach of contract. It is still to clarify if anti-decompilation sections in terms of service, licenses, etc. are enforceable or not.

When using artificial intelligence to carry out automated processing (including tracking and profiling), then, data controllers shall comply with the principle of lawful, fair and transparent processing. However, it has been noted that this “may be difficult to achieve due to the way in which machine learning works and / or the way machine learning is integrated into a broader workflow”[[194]](#footnote-194). As to the right to a human intervention under art 22 of the GDPR, moreover, it has been interestingly contented that sometimes “it might be more beneficial for data subjects if a final decision is, indeed, based on an automated assessment”[[195]](#footnote-195).

Artificial intelligence could be used to overcome both a legal and a practical problem. Contract law is traditionally based on the assumption that negotiating parties are on the same level; the axiom has several corollaries, e.g. *ignorantia juris non excusat*. Particularly with the advent of the EU-based consumer law, this presumption has been reversed. Therefore, many laws (not necessarily consumer laws) have been adopted putting in place mechanisms to protect one of the parties that is considered more vulnerable. This has let sometimes to paternalistic excesses and the cookie notice is one of the clearest examples of this. The ePrivacy Directive has been interpreted as meaning a duty to notify the users of websites of the use of cookies[[196]](#footnote-196). However, one could hardly find anyone who could show that this has led to an improvement to the condition of users who do not read the notice, cannot understand it, and cannot access the services without accepting it.

This paper suggests to crunch the big data advertising companies collect while tracking and profiling users in order to diversify the mechanisms of legal compliance. Companies are in the position to understand if a user is actually vulnerable and in need of more information, provided in a clear and interactive way. Moreover, particularly vulnerable users, such as children, could be excluded altogether from OBA, as it is already feasible[[197]](#footnote-197). Equally, OBA companies should be able to understand if a user is tech-savvy, well educated, and, therefore, not in need of a paternalist over-protective approach. Thus, amongst other things, one would follow the European Parliament’s recommendation to “empower consumers by providing them with useful, targeted and understandable information”[[198]](#footnote-198).

This would apply to the cookie notices, as well as to the opt-in mechanisms for OBA. Since it clear that all the main actors are putting in place opt-out mechanisms, instead of repeating that this is illegal, maybe one should understand that companies need not to disrupt the user’s experience and, therefore, they should not be bound by cumbersome regulation. Conversely, artificial intelligence could be used to provide mechanisms of legal compliance which are tailored to the actual profile and needs of users. This could lead ultimately to a substantial deregulation and to a better user experience.

Complicated algorithms are used by machines to know us better[[199]](#footnote-199) and sell us what we desire (or sometimes what we do not even know to desire). However, one should not be inclined to (entirely) allocate the responsibility on autonomous artificial agents. As shown by the recent news regarding Facebook ‘trending list’, whereby the human agents were selecting the posts to show in a non-neutral way[[200]](#footnote-200), one cannot always blame an algorithm for the policies of these platforms. Therefore, an integrated approach to OBA shall strike a balance between the need to take into account the actual autonomy of artificial agents, and the necessity not to let this act as an absolute disclaimer of human liability.

1. Conclusions. A pragmatic approach to data as digital assets and the *“*Cooperative Charter on Online Behavioural Advertising*”*

The technical and legal intricacies of OBA are the main reason of the current lack of awareness on the side of the users. Awareness and empowerment are paramount, especially if one considers that it is often the user’s behaviour that leaves the door open to data protection breaches and abuses[[201]](#footnote-201). Should a user know what OBA is and how it works, accessing and understanding the relevant regulations is not easy. Indeed, they should make their head around a threefold regulatory interweave, whose knots this paper aimed to get out.

Being aware of what is OBA is and what are the relevant regulations and the remedies is necessary, but it is not sufficient. Trust is key. Users need to trust that OBA companies will always act transparently, that they will make the opt-out easy, that they will not circumvent the users’ options. To this end, building on the empirical data gathered on OBA, this paper presents a “Cooperative Charter on Online Behavioural Advertising”, that the author will send in the form of a policy sheet to the main stakeholders[[202]](#footnote-202) in order to inform the future co-regulation of OBA (please see appendix).

In order to ensure awareness and trust, then, users must be in a position to trust that OBA companies will process their data fairly and use artificial intelligence not to manipulate them, but to offer them a better online experience and bespoke compliance mechanisms.

OBA can be a positive phenomenon, inasmuch as it helps the user experience to be less disrupted by uninteresting advertisements. Nonetheless, there can be several problems for the consumer, for instance in terms of price discrimination, influence on the voting preferences, distress for having the feeling that one cannot entirely escape the advertising net. Indeed, if the OBA is effective, data protection laws will apply, because the clear purpose of the former is to single out a consumer. If a user is singled out, data protection laws shall apply.[[203]](#footnote-203) The principles at stake are of the utmost importance; they include autonomy[[204]](#footnote-204) and self-determination[[205]](#footnote-205). The point is that the best consumers are the most predictable ones. Therefore, it is understandable that companies are doing their best to influence our present and future behaviour in subtler and subtler ways, especially through subliminal messages[[206]](#footnote-206) and machine learning algorithms which users do not have access to[[207]](#footnote-207).

At the same time, however, it is not possible to ban OBA altogether by saying that it conflicts with data protection, privacy, and consumer protection. Simply banning OBA would rule out well-established business models and it would be contrary to the principles of competition and freedom of enterprise.

Too many times compliance with the data protection rules has proven to be impossible, fictitious, or useless (the ePrivacy Directive with its mechanism on cookies provides robust evidence on this)[[208]](#footnote-208). Data protection laws should be simplified and compliance should be made easier. Firstly, in a world where the economy is global and the space is virtual, it is not possible for all the national systems to demand compliance with their own (sometimes radically different) rules. Secondly, because data have become the key commodity for several markets and companies.

Opt-in mechanisms would provide a stronger protection for the users, but the international and European self-regulatory frameworks[[209]](#footnote-209) have made clear that there is little chance that the companies will adopt the opt-in mechanism. At the same time, the ePrivacy Directive shows how useless can be certain legal burdens based on pure consent. Hence, one may take a pragmatic approach and try to make the former work. The draft ePrivacy Regulation, with its shift from cookies to browser settings, seem a positive improvement.

One can (and has to) require transparency, accountability, fairness, and good faith in the handling of the private information, but closing all the valves will only make the dam blow up.

From the above analysis, three policy recommendations can be drawn up. Firstly, co-regulation seems the way forward. Consequently, after simplifying and cutting down current top-down regulations, regulatory interventions should be kept at a minimum (general framework) and ex post (effective judicial and non-judicial remedies). Thus, one could hope to overcome the European legal quagmire. Regulators should monitor that self-regulations follow the said cooperative and integrated approach.

Secondly, governments should launch educational campaigns to make the users understand the value of their data, the meaning and consequences of OBA, as well as the relevant rights and remedies.

Thirdly, research on artificial intelligence should be a top priority in the funding agenda of governments. In particular, there is the need to explore how we can use the related developments in order to simplify laws and ensure compliance. The above-presented bespoke mechanisms could be taken into consideration. Companies that track and profile users should invest in artificial intelligence not only in order to serve bespoke advertisements, but also to tailor the data protection information, both as to its quality and its quantity. For some users an opt-out mechanism may be sufficient, but the behaviour of a user may show that there is the need for some form of more protective approach. Thus, artificial intelligence could constitute a solution to the problem of paternalistic regulation in data protection, with some potential of application to consumer law[[210]](#footnote-210).

However, artificial intelligence should not be embraced blindly. Indeed, it is an extremely powerful tool currently controlled by a limited number of (usually) big corporations. Opening the black boxes of artificial intelligence algorithms would help democratising the Internet and it would empower the users.

There are some technical tools and legal rights and obligations that can enhance privacy in a ubiquitous surveillance environment, like the one necessary for OBA to thrive. Some of these means can be easily circumvented (see the AdBlock Plus v. Facebook war)[[211]](#footnote-211) or they are more apparent than real (see the experiment on the consequences of blocking all cookies)[[212]](#footnote-212). Tracking and profiling, however, can be useful. To receive suggestions of music we could enjoy on YouTube, to be shown news we are interested in or search results that answer precisely to our questions, badly formulated as they can sometimes be. These are some of the reasons why machine learning-enabled and predictive analytics-based algorithmic decision-making can improve the quality of our lives[[213]](#footnote-213). Even OBA, if freely and actively chosen, with the possibility to withdraw the consent at any time, can reduce our search costs and imagination costs, thus making our life easier.

The GDPR constitutes a step forward if compared with the Data Protection Directive, but much will depend on the draft ePrivacy Regulation and on the adoption of an integrated cooperative approach to OBA. It is to be hoped that trust, awareness, transparency, algorithmic accountability, and right to dissent will be the North Star that the online sailors shall follow[[214]](#footnote-214).

APPENDIX

**Cooperative Charter on Online Behavioural Advertising**

**Article 1**

Users have the right to opt out from online[[215]](#footnote-215) advertising altogether, as well as from its single types.[[216]](#footnote-216) Circumvention of these measures is in breach of the ePrivacy Directive, of the Unfair Commercial Practices Directive, as well as general tort laws. If the circumvention is grounded on a contract, the Directive on unfair terms in consumer contracts shall apply, in case of business-to-consumer transactions.

**Article 2**

Users have the right to know which companies are tracking, profiling, and serving advertisements to them. They have the right to know the basis whereupon the advertisements are served[[217]](#footnote-217), as well as the purpose for which data are used, the retention time, and the measures put in place to comply with applicable laws. All information is provided in a brief, clear, and interactive gamified way.

**Article 3**

Companies are held accountable for the algorithmic decision-making occurring with regards to the services provided. Accountability includes transparency on the reasoning of the artificial agents.

**Article 4**

Personal data are digital assets in the data subjects’ IP portfolios. Users can issue data licenses, which can be terminated at any time. Personal data cannot be assigned and the relevant remedies cannot be waived.

**Article 5**

Companies responsible for online behavioural advertising (primarily, advertising networks, publishers, advertisers) act in good faith.[[218]](#footnote-218) Good faith and transparency pose inter alia an obligation to provide information in a brief, clear, and interactive gamified way also beyond the scope of Article 2 of this Charter.

**Article 6**

If feasible with regards to the development of the technologies involved, companies use the data collected in connection to online behavioural advertising in order to put in place forms of bespoke legal compliance. Online behavioural advertising carried out without the users’ awareness is unlawful. These technologies are developed also with the purpose of increasing said awareness*[[219]](#footnote-219)*.

**Article 7**

Companies make available optional*[[220]](#footnote-220)* online dispute resolutions, and refrain from mandatory binding arbitration.
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