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Abstract—Face recognition is one of the important components of many smart devices apps, e.g., face unlocking, people tagging and games on smart phones, tablets, or smart glasses. Sparse Representation Classification (SRC) is a state-of-the-art face recognition algorithm, which has been shown to outperform many classical face recognition algorithms in OpenCV, e.g., Eigenface algorithm. The success of SRC is due to its use of \( \ell_1 \) optimization, which makes SRC robust to noise and occlusions. Since \( \ell_1 \) optimization is computationally intensive, SRC uses random projection matrices to reduce the dimension of the \( \ell_1 \) problem. However, random projection matrices do not give consistent classification accuracy as they ignored the prior knowledge of the training set. In this paper, we propose to exploit the prior knowledge of the training set to improve the recognition accuracy. It first learns the optimized projection matrix from the training set to produce consistent recognition performance then applies \( \ell_1 \)-based classification based on the group sparsity structure of SRC to further improve the recognition accuracy. Our evaluations, based on publicly available databases and real experiment, show that face recognition using optimized projection matrix is 8-17 percent more accurate than its random counterpart and Eigenface algorithm, and the recognition accuracy can be further improved by up to 5 percent by exploiting group sparsity structure. Furthermore, the optimized projection matrix does not have to be re-calculated even if new faces are added to the training set. We implement the SRC with optimized projection matrix on Android smartphones and find that the computation of residuals in SRC is a severe bottleneck, taking up 85-90 percent of the computation time. To address this problem, we propose a method to compute the residuals approximately, which is 50 times faster with little sacrificing recognition accuracy. Lastly, we demonstrate the feasibility of our new algorithm by the implementation and evaluation of a new face unlocking app and show its robustness to variation of poses, facial expressions, lighting changes, and occlusions.
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1 INTRODUCTION

FACE recognition is an important research problem in computer vision. With the availability of Open Source Computer Vision (OpenCV: opencv.org) on both Android and iOS, face recognition has also found its way into many smart devices apps such as people tagging and mobile gaming. In fact, we have observed more than 500 Android apps making use of face recognition. As an example, a recent update of Android includes a face unlocking app which replaces traditional password-access control with face recognition.

There are three face recognition algorithms in OpenCV: EigenFace [1], FisherFace [2] and LBPFace [3]. All these three algorithms use feature extractions (where different algorithms use different set of features) followed by the nearest neighbourhood classifier (NNC) to match the test image with a best fit image in the training set. Recently, Wright, et al. [4] propose a new face recognition classifier based on sparse representation classification (SRC). SRC introduces a few new ideas into the face recognition algorithms. First, SRC uses image pixels directly which means feature selection is not required. Second, it uses \( \ell_1 \) optimisation to make face recognition robust to lighting changes and occlusion. SRC has been shown in [4] to outperform NNC-based algorithms such as EigenFace and FisherFace. However, although \( \ell_1 \) optimisation makes SRC robust, it introduces intensive computational cost [5]. In order to reduce the processing time while preserving the accuracy of recognition, SRC uses random projection matrices to reduce the dimensionality of \( \ell_1 \) minimisation. In particular, SRC uses random Bernoulli or Gaussian matrices because of their information preserving properties, inspired by the recent theory of compressive sensing (CS) [6], [7]. We will refer to the SRC algorithm based on random projection matrices as rand-SRC.

Although random projection matrices can significantly reduce the computation time of SRC, the classification accuracy of rand-SRC is not consistent. The projection matrices are randomly generated irrespective to the training set. In fact, the accuracy of rand-SRC can change by up to 15 percent depending on the random projection matrix used. As the training set is known and collected, it is possible to learn an optimal projection matrix for the specific training set. The sparse representation of the face recognition tends to have group sparsity structure [8] which can be exploited in the
optimisation model to further improve the recognition accuracy. In this paper, we first propose a novel strategy to optimise the projection matrix to remove the variability in the performance of SRC. We will refer to SRC that uses an optimised projection matrix as opti-SRC. We then apply optimisation model with/without considering the group sparsity structure to solve the sparse representation classification problem. We refer to opti-SRC using group sparsity model as opti-GSRC. As the results, in addition to providing consistent classification accuracy, opti-SRC and opti-GSRC, respectively, is up to 17 and 22 percent, more accurate than rand-SRC and the Eigenface algorithm. The contributions of this paper are:

- We propose a novel strategy to optimise the row coherence of a projection matrix while preserving low mutual coherence. The resulting combinatorial optimisation problem has a large search space and we propose an efficient off-line heuristic based on tabu search. The SRC algorithm based on the optimised projection matrix significantly outperforms its counterpart based on random projection matrices as well as face recognition algorithms in OpenCV. The optimised projection matrix is also robust in the sense that it does not have to be re-optimised even if new faces are added to the training set after optimisation. We also show that our optimised projection matrix outperforms other existing methods of optimising projection matrices [9], [10].

- We propose opti-GSRC to exploit group sparsity structure inherent from sparse representation classification problem to further improve the recognition accuracy. Although the optimisation solver for opti-GSRC is too computationally intensive for in-situ implementation on smartphones, the cloud based approach which shifts the computation burden to high performance server or cloud can be the solution.

- We implement the lightweight opti-SRC on Android platforms to evaluate its efficiency. We find that the computation of residuals in SRC is a severe bottleneck, taking up 85-90 percent of the computation time. To address this problem, we propose a method to compute the residuals approximately. The method reduces the residual computation time by 50-fold while maintains the classification accuracy.

- We evaluate the efficiency, in terms of computation time and energy consumption, of opti-SRC on three different smartphone models. We find the efficiency of opti-SRC is comparable to the OpenCV algorithms.

The organisation of this paper is as follows. We provide a brief introduction to SRC and matrix coherences in Section 2. In Section 3, three challenges and solutions on optimising performance of sparse representation classification are discussed. Section 4 evaluates the performance of opti-SRC and opti-GSRC using two publicly available databases. Section 5 evaluates opti-SRC on different smartphone platforms. Section 6 discusses related work and Section 7 concludes the paper.

2 TECHNICAL BACKGROUND

In this section, we introduce the rand-SRC face recognition algorithm in [4] and discuss the roles of matrix coherences in sparse representation.

2.1 Sparse Representation Classifier (SRC)

In [4], the authors formulate the face recognition as a sparse representation problem computed via \( \ell_1 \) optimisation. The formulation uses a random projection matrix for dimensionality reduction. The steps of rand-SRC are:

(i) Dictionary and Sparse Representation. To model face recognition as a sparse representation problem, one needs to first build a dictionary \( \mathcal{D} \). We assume there are \( K \) subject classes and \( T \) training images per class. All the images used should be scaled into the same size. Each training image consists of \( p \) pixels and is vectorised into a \( p \)-dimensional column vector. We then assemble the vectorised training images of the \( i \)th subject in a \( p \times T \) sub-dictionary \( \mathcal{D} \).

A \( p \times KT \) dictionary \( \mathcal{D} = [D_1, D_2, \ldots, D_K] \) is then formed from the \( K \) classes. Let \( y \) denotes a vectorised test image, then its representation under the dictionary \( \mathcal{D} \) is obtained by solving the following linear equation with the knowledge of \( y \) and \( \mathcal{D} \):

\[
y = \mathcal{D}\theta,
\]

where the unknown vector \( \theta \) contains \( n = KT \) unknowns which is equal to the number of columns in \( \mathcal{D} \). If the vectorised test image \( y \) belongs to the \( k \)th class, then ideally \( y \) is within the space spanned by the \( T \) vectors in \( D_k \) class and independent of the other classes. If the ideal condition holds, then the representation vector \( \theta \) for \( y \) has the form

\[
\theta = [0, 0, \ldots, \alpha_{k,1}, \alpha_{k,2}, \ldots, \alpha_{k,T}, \ldots, 0, 0, \ldots, 0]^T,
\]

where \( ^T \) denotes the matrix transpose, and the non-zero elements appear only in those positions related to the \( k \)th class in \( \mathcal{D} \). If the number of classes \( K \) is large, then \( \theta \) is a sparse vector if the ideal condition holds.

(ii) Random Projections. Because the dimension \( p \) of the image vectors is huge, solving Equation (1) can be computationally expensive. A random projection matrix can be applied to improve the computational efficiency while preserving recognition accuracy. The random projection matrix \( \Phi \) in this application is generated from a Gaussian distribution with zero mean and unit variance [4] and does not consider the prior knowledge of the dictionary. Incorporating an \( m \times p \) Gaussian matrix \( \Phi \) in Equation (1), we have

\[
\Phi y = \Phi \mathcal{D}\theta,
\]

where \( m \ll n \) makes the systems of linear equations under-determined. Since we are looking for a sparse representation \( \theta \), we aim to solve the following \( \ell_0 \) optimisation problem

\[
\hat{\theta} = \arg\min_{\theta} \|\theta\|_0 \quad \text{subject to } \Phi y = \Phi \mathcal{D}\theta,
\]

where \( \hat{\theta} \) is the sparse representation of \( y \) under dictionary \( \mathcal{D} \) and \( \| \cdot \|_0 \) represents the \( \ell_0 \) norm, which counts the number of non-zero coefficients in \( \hat{\theta} \). We remark that a basic requirement is that each test image must have a unique sparsest representation under training set \( \mathcal{D} \); this will be discussed further in Section 2.2.2. The optimisation problem (4) is \( NP \)-hard [11], which means no known algorithms can solve the problem within polynomial time.

(iii) \( \ell_1 \) Optimisation. Inspired by the recent theory of CS, the solution of \( \ell_0 \) optimisation in Equation (4) can be well
approximated by the following $\ell_1$ optimisation problem,

$$
\theta_{\text{opt}} = \arg \min \| \theta \|_1 \quad \text{subject to } \| \Phi y - \Phi \theta \|_2 < \epsilon, \quad (5)
$$

where $\epsilon$ is a small positive value used to account for noise. The solution $\theta_{\text{opt}}$ from the $\ell_1$ optimisation is used in the following classification procedure.

(iv) Minimal Residual for Classification. After obtaining the coefficient vector $\theta_{\text{opt}}$, we can determine the class of the test vector $y$ by using residuals. The residual for class $i$ is:

$$
r_i = \| y - D^i \theta_{\text{opt}} \|_2, \quad (6)
$$

where $\theta_{\text{opt}}^i$ is a $T$-dimensional vector containing the $T$ elements in $\theta_{\text{opt}}$ related to class $i$. Then the final classification is determined by

$$
i = \arg \min_{i=1,\ldots,K} r_i, \quad (7)
$$

i.e., the class having the minimal residual among all classes.

2.2 Random Matrices and Coherence

Though random projection matrices can significantly reduce the dimension of the optimisation problem, they introduce substantial variation in classification accuracy too. Moreover, random projection matrices are not optimal. We will show later on that an optimised projection matrix can significantly improve the classification accuracy of SRC. We will optimise projection matrix using row coherence and this section provides background on matrix coherences.

2.2.1 Matrix Coherences

We consider the coherences of the sensing matrix $A$, where $A = \Phi D$, i.e., the product of the projection matrix $\Phi$ and dictionary $D$.

Mutual Coherence. Let $a_i$ and $a_j$ denote the $i$th and $j$th columns of $A$ respectively. The mutual coherence $\mu(A)$, which is the coherence between columns, is defined as:

$$
\mu(A) = \max_{i < j} \frac{|a_i^T a_j|}{\|a_i\|_2 \|a_j\|_2}. \quad (8)
$$

In words, $\mu(A)$ is the maximum absolute value of cross-correlations between the columns of $A$ which stays in between 0 and 1.

Row Coherence. Let $\tilde{a}_i$ and $\tilde{a}_j$ denote the $i$th and $j$th rows of $A$ respectively. The row coherence is defined as

$$
v(A) = \max_{i < j} \frac{|\tilde{a}_i^T \tilde{a}_j|}{\|\tilde{a}_i\|_2 \|\tilde{a}_j\|_2}. \quad (9)
$$

which is the maximum absolute value of cross-correlations between the rows of the matrix $A$.

Mutual coherence has been well studied in literature [12], [13], while row coherence has not attracted as much attention. In fact, both mutual coherence and row coherence affect the classification accuracy of SRC as discussed in Section 2.2.2.

2.2.2 The Importance of Coherences

A basic requirement for SRC to work is that each test image must have a unique sparsest representation under training set $D$ in (4). According to [14], the uniqueness of sparsest representation requires the following two conditions to hold

$$
\mu(A) \leq \frac{c_0}{\log n}, \quad s \leq \frac{c_0 n^2}{\log n \cdot \|A\|_2^2}, \quad (10)
$$

where $\mu(A)$ is the mutual coherence, $c_0$ is a constant and $s$ is the sparsity of $\theta$. $\|A\|_2$ is the 2-norm of the sensing matrix (also known as spectral norm) which equals to the largest singular value of $A$. These two conditions guarantee that a unique sparsest representation exists with a probability of $1 - O(n^{-1})$.

The second condition of (10) can be rewritten as

$$
\frac{1}{\|A\|_2^2} \geq \frac{\log n \cdot s}{c_0 n}, \quad (11)
$$

which means a smaller spectral norm for $A$ makes it easier to satisfy this condition.

We now impose the standard condition that the columns of $A$ has unit norm. By applying the theory of tight frames [15], the spectral norm of the $m \times n$ matrix $A$ (which equals to the redundancy of $A$) has the property

$$
\|A\|_2^2 \geq n/m, \quad (12)
$$

where the equality holds if the rows of the matrix $A$ are orthogonal to each other or in other words, the row coherence of $A$ is zero. This inequality suggests that a way to reduce $\|A\|_2$ is to increase the number of projections $m$. Alternatively, we can reduce $\|A\|_2$ by making the matrix $A$ more orthogonal by reducing its row coherence. This will be the approach taken by this paper. In particular, we propose a method to minimise the row coherence while preserving low mutual coherence. Intuitively, a sensing matrix with a lower row coherence means there is less overlap in the information provided by different projections. In fact, we will show a lower row coherence leads to better classification accuracy.

3 CHALLENGES AND PROPOSED SOLUTIONS

There are a number of challenges to produce robust and efficient face recognition via SRC on smartphones. We will point out the challenges and present the proposed solutions.

3.1 Challenge I: Random Matrices

As mentioned above, the recognition accuracy of rand-SRC varies substantially with different random projection matrices. To solve this challenge, we propose an approach to optimise the projection matrix by minimising the row coherence while preserving relatively low mutual coherence of the sensing matrix. Moreover, opti-SRC requires a smaller number of projections compared to rand-SRC to achieve the same recognition accuracy. This means opti-SRC requires less computational requirement than rand-SRC on smartphones.

3.1.1 Optimizing Row Coherence in Finite Space

From the discussion in Section 2.2.2, a good sensing matrix requires both low row coherence and mutual coherence. A naive method is to minimise the row coherence alone. While
such a method can reduce row coherence, it can at the same time increase the mutual coherence significantly, which is undesirable. To address this problem, we propose an optimisation approach in a finite feasible space to minimise the row coherence of the sensing matrix while preserving a low mutual coherence.

It is well understood that random sampling strategies, such as projection matrices $\Phi$ generated through either i.i.d. Gaussian or Bernoulli distributions, produce sensing matrices with relatively low mutual coherence [16].

Let us assume we have a finite (but still very large) set $\Omega$ of projection matrices stemming from either a random Gaussian or Bernoulli distribution. We know that any projection matrix $\Phi$ stemming from the set $\Omega$ will result in a sensing matrix $A$ which with high probability has relatively low mutual coherence. Furthermore, we know from Equation (9) that the row coherence of $A$ can be minimised by choosing the sampling matrix $\Phi$ that minimises

$$\arg \min_{\Phi} \text{Tr}(\Phi D) \quad \text{subject to} \quad \Phi \in \Omega. \tag{13}$$

The strength of this strategy lies in its ability to directly reduce the row coherence of $A$ while with high probability maintaining a relatively low mutual coherence. The high probability guarantees that the sensing matrix $A$ will have low mutual coherence stems from the fact that $\Omega$ is finite. For example, if $\Omega$ contained the infinite set of all possible projection matrices drawn from a Gaussian distribution then there clearly exists (but is extremely unlikely when drawn from a random distribution) a sensing matrix that has zero row coherence, but unity mutual coherence. Since the objective in Equation (13) is searching for the $\Phi$ with the lowest row coherence of the sensing matrix in the infinite set, it would inevitably choose this projection matrix which would result in a sensing matrix $A$ that has the high mutual coherence.

By constraining $\Omega$ to a finite set of randomly generated projection matrices one then guarantees with overwhelmingly high probability that all projection matrices in the set will produce a sensing matrix with relatively low mutual coherence. It is clear that this probabilistic guarantee on the mutual coherence is a function of the size of the finite set $\Omega$. It is also clear that since the set $\Omega$ is finite and random the set is not convex making the objective in Equation (13) non-convex. Further, the search space for this combinatorial optimisation problem is enormous (even though $\Omega$ is finite) and is in fact substantially complex in computation. We remark that there is another reason why we restrict ourselves to find the optimal projection matrix within the set of Bernoulli or Gaussian matrices, rather than the set of all matrices. This will be discussed in Section 3.3.

### 3.1.2 Efficient Solutions

Because the optimisation problem (13) is NP-hard. We propose an efficient algorithm based on: Tabu search to minimise the objective although neither strategy is guaranteed of finding the global minima.

The algorithm explores the role of the set size $\Omega$ versus performance of recognition accuracy. We found that the larger the chosen set the better the recognition accuracy so in all our experiments we chose the largest finite set $\Omega$ possible for a tractable solution. This result is not entirely unexpected due to the strong probabilistic guarantees of a random sampling forming sensing matrices with good mutual and row coherence.

---

**Algorithm 1. Tabu Search Projection Matrix Optimisation**

1. Input: Dictionary $D$, search space $S_n$ and number of rows of the projection matrix $m$.
2. Initialisation: allocate four empty lists: $L_{in}$, $L_{out}$, $\hat{L}$ and $\bar{L}$, stop criteria $\text{StabilityLimit} = 500$, $\text{BestCov} = \text{Inf}$, $i = 0$
3. while $i < \text{StabilityLimit}$ do
4.   $\text{CurrentCov} = \text{Inf}, j = 0$
5.   Randomly choose $m$ vectors to form $\hat{P}_m$, record the indices list of $\hat{P}_m$ as $L (L \cap L_{out} = \emptyset, L \cap L_{in} = L_{in})$. The lists are first-in-first-out;
6.   while $j < m$ do
7.     $\hat{P}_{m-1} = \hat{P}_m \setminus \{\hat{P}_m(j)\}$
8.     $S_{n-m+1} = S_n \setminus \hat{P}_{m-1}$
9.     $\text{Cov}_j = \min_{s_k \in S_{n-m+1}} \max_{\hat{p}_k \in \hat{P}_{m-1}} |(\hat{p}_k D)^T s_k D|$\n10. if $\text{Cov}_j < \text{CurrentCov}$ then
11.     if $\text{CurrentCov} > \text{BestCov}$ then
12.         $\text{BestCov} = \text{CurrentCov}$; $\text{BestList} = \hat{L}$
13.     $\text{CurrentCov} = \text{CurrentCov}$; $\text{BestList} = \hat{L}$
14.     $\text{Cov}_j < \text{CurrentCov}$ then
15.     $i++$
16.   end while
17. if $\text{CurrentCov} > \text{BestCov}$ then
18.     $\text{BestList} = \hat{L}$
19.     $\text{Cov}_j < \text{CurrentCov}$ then
20.     $\text{Cov}_j < \text{CurrentCov}$ then
21.     $i = 0$
22. else
23.     $\text{Push} \hat{P}_m$ in $L_{out}$
24.     $i++$
25. end if
26. end while
27. Outputs: The indices list of the optimised projection matrix in $\text{BestList}$ chosen from the search space $S_n$

---

**Tabu Search Algorithm.** (Algorithm 1) Greedy search is one of the most popular used heuristics to search in large space. However, the solution of the greedy algorithm is known to converge to a local optimum which heavily depends on the starting point. This local optimum could be significantly different from the global optimum. To address this problem, we propose another algorithm based on tabu search [17] to find an improved and robust solution. Tabu search is a metaheuristic algorithm for combinatorial optimisation problems. It enhances the performance of the local search algorithm by exploring the unreached area of the greedy algorithms. The computation complexity of tabu search is $O(n^2)$ [18] which means it can be solved in polynomial time.

Tabu search algorithm utilises memory structures by defining the neighborhood of the current solution and two tabu lists. The size of the neighbourhood can be as large as the size of the search space. It can be tuned according to the processing capability of the devices. The tabu lists store the specific atoms. In our case, one tabu list stores the row indices which can not be visited for a specific number of iterations and the other list stores the row indices that cannot be removed from the solution for another number of iterations. The number of iterations are determined by the size of the tabu lists. The tabu lists should be large enough to avoid
cycles and we tuned them as half of the size of search space and the solution respectively. Details of the algorithm are shown in Algorithm 1.

This algorithm aims to pick \( m \) feasible rows (to form the projection matrix) in the search space to minimise the row coherence of the sensing matrix. Lines 1-2 represent the initial setup which specifies some parameters and creates two empty tabu lists. The proper algorithm starts in Line 3 by randomly choosing \( m \) rows in the search space satisfying the constraints of the tabu lists. This loop will continue searching for an optimal solution until the solution has not been updated by a number of \( \text{StabilityLimit} \) iterations. During the inner loop presented in Lines 6-16, it updates one of the rows in the chosen matrix by one row in the defined neighbourhood to find the local minimum (this is called \text{Intensification} stage). When the new minimum is larger than the one found previously, the algorithm explores the unexplored area in the next iteration in \text{Diversification} stage (Lines 17-23); otherwise, when \text{Aspiration Level condition} (Line 17) is satisfied, it will reset the status of the algorithm (counter of the iteration, tabu list). The algorithm will terminate when the minimum has not been updated by a number of \( \text{StabilityLimit} \) (in Line 3) iterations. \( \text{StabilityLimit} \) should be large enough to guarantee the robustness of the algorithm. During the search progress, the algorithm will not search the recently reached area due to constraints of the tabu lists. By these approaches, tabu search can avoid converging to a local minimum by exhaustively searching the new area.

With the tabu search algorithm, we can obtain an optimised projection matrix. We replace the random matrix used in SRC approach with the optimised matrix to improve the performance of recognition accuracy. To distinguish SRC with different matrices, we call original SRC as rand-SRC and our approach as opti-SRC.

### 3.2 Challenge II: Group Sparse Structure

As discussed in Section 2.1, the sparse representation of the face images can be obtained by solving \( \ell_1 \) optimisation problem. The \( \ell_1 \)-norm is applied in Eq. (5) to boost the sparsity of the optimisation solution. Although \( \ell_1 \)-norm is shown to be widely useful in CS and sparse representation, the performance can be even better with a more realistic model by considering the prior knowledge of the specific application.

Model-based CS [8] was introduced to reduce the degrees of freedom of the sparse coefficients. The prior knowledge of the specific signals is exploited and only certain configurations of the sparse representations are allowed. By imposing more constraints in the optimisation problem, the true sparse representation may be more distinguishable from the artifacts. A sparse representation problem is regarded as having certain \text{Group Sparsity} structure if the solution tends to have grouping property. Namely, the dominant non-zeros only exist in few number of groups. Fig. 1 presents an example of the sparse representation of a classification problem. The training set in the example contains 10 classes and each class has 10 atoms (face image vectors). The test face image belongs to class 1. The results show that the dominant coefficients group together in the first class (index number between 1 to 10), which coincides with the intuition. As the test face image belongs to the first class, it should be linearly represented by atoms from the first class. We do observe there are a few small coefficients located at the sixth, seventh and ninth classes which are caused by the noises. These small turbulences, however, does not affect the classification result.

In this paper, we apply the group lasso formulation [19] to model the group sparsity in face recognition problem where the solution space can be considered as a union of \( K \) \( T \)-dimensional subspaces. To enforce a solution with group sparsity structure, group lasso imposes the \( \ell_1 \)-norm on the \( \ell_2 \) norms of the coefficient vectors from these \( K \) subspaces. By minimizing the \( \ell_1 \)-norm of the vector of \( \ell_2 \) norms subject to certain constraints, a group sparsity solution residing in one of the subspaces could be found. Specifically, Eq. (5) can be rewritten as

\[
\theta_{opt} = \arg \min \sum_{i=1}^{K} \|\theta_{A_i}\|_2 \quad \text{subject to} \quad \|\Phi y - \Phi D \theta\|_2 < \epsilon.,
\]

(14)

where \( \Lambda_i \) denotes \( \theta \) restricted to the index set \( \Lambda_i \), for group \( i \). The optimisation problem finds the solution which minimises the number of groups containing non-zeros. It can be solved by SPGL1 [20], [21] which is widely used solver for sparse representation problem with group sparsity structure. The group sparsity model exploits more prior knowledge of the sparse representation classification problem. Therefore, it is expected to provide more accurate face recognition results. We term the opti-SRC exploring group sparsity structure as opti-GSRC. As the evaluation with multiple datasets in Section 4, the recognition accuracy of opti-GSRC is up to 5 percent better than that of opti-SRC approach. However opti-GSRC is too computationally intensive for implementation on smartphones. As our evaluation in Section 4.4, it consumes 25 times more computation time for each classification compared with opti-SRC on the same platform, making it infeasible for in-situ implementation on smartphones. Fortunately, thanks to the availability of high speed networks (Wifi/4G) and cloud computing resources, it is possible to provide solutions for real-time implementation. For example, the smartphones detect and offload the face images to the cloud via high speed networks. The cloud performs the recognition tasks and sends the recognition results back to the smartphone.
The total computation time will be significantly saved by the power of cloud computing resources.

Note that we use for simplicity the standard group sparsity model to demonstrate the benefits of combining it with our optimised projection matrix. However, our optimised projection matrix is transparent to the choice of group sparsity model. Therefore, it is not difficult to apply our optimised projection matrix to other more complicated models, such as the locality-constrained group sparsity model proposed by Chao et al. [22], to obtain better recognition accuracy.

3.3 Challenge III: Residual Calculation

The SRC in [4] was designed to solve the face recognition problem assuming abundant computing power is available. However, if the algorithm is to be implemented on embedded systems (e.g., smartphones), we will need to optimise the computations in SRC to improve its efficiency. Our evaluation of SRC on various smartphone platforms shows that the computation of residuals in Equation (6) is a severe bottleneck, accounting for 85–90 percent of SRC’s running time. The computation of residual \( r_i \) in Equation (6) is of the order \( O(p + pT) \) where in particular \( p \) is the number of pixels in the training image, which is generally a large number. Instead of computing the exact \( r_i \) using (6), we propose to compute an approximate \( \tilde{r}_i \) by making use of the Johnson-Lindenstrauss (J-L) Lemma [23]. Let \( \Phi \) be the \( m \times p \) (with \( m \ll p \)) projection matrix used in the \( \ell_1 \) optimisation, which is either Gaussian or Bernoulli distributed, the J-L Lemma provides an approximation of the residual by:

\[
\|y - \Phi \Phi^T \|_2 \approx \|y - \Phi \|_2.
\]

Since both \( \Phi y \) and \( \Phi D \) are used in the \( \ell_1 \) optimisation problem (5), they have already been computed. Also, both of them have \( m \) rows, so the computation on the right-hand side of (15) has a complexity of \( O(m + mT) \), which is much lower because \( m \ll p \). We will refer to the computation of residuals using the right-hand side of (15) as compressed residuals.

Note that the validity of the J-L Lemma requires that the projection matrix is either Gaussian or Bernoulli distributed. This is another reason why we have restricted the optimisation problem in Section 3.1.1 to search for a Gaussian or Bernoulli projection matrix.

The classification is then carried out using the compressed residuals after they have been computed. Our experiments show that the recognition accuracy of using compressed residuals is almost the same as that of using full residual calculations when sufficient number of projections are used.

4 Performance Evaluation on Publicly Available Databases

4.1 Goals, Metrics, and Methodology

The aim of this section is to evaluate the classification accuracy of opti-GSRC and opti-SRC then compare them with rand-SRC as well as Eigenface recognition algorithm in OpenCV. The comparison makes use of one publicly available database: the Extended Yale database B (Ext-YaleB) [24] and one private face database. Yale database is a popular choice [4], [25] to evaluate the recognition accuracy of face recognition algorithms and our private database is collected by off-the-shelf smartphones because we aim at face recognition system on smartphones in this paper.

For fair comparison between different algorithms, a common parameter \( m \) is used as the number of projections in the three SRC-based algorithms as well as the number of features in Eigenface algorithm in OpenCV. For the SRC-based algorithms, projections play the same role as features.

We compare our strategy against two existing methods for optimising projection matrix. We also investigate the tolerance of the optimised projection matrix to training set changes. The evaluation in this section is carried out on a computer. Experimental results on smartphones will be presented in the next section.

In this paper, we use the percentage of correct recognition as the performance metric (same as [4]) for the recognition evaluation, which is simply the number of true recognitions over the total number of tests. We express the recognition accuracy of different methods under different number of projections/features and plot the recognition accuracy curves of different face recognition methods.

4.2 Extended Yale Database B

The Extended Yale Database B contains \( K = 38 \) subjects under nine poses and 64 illumination conditions. We choose the first \( T = 32 \) images from each subject as the training images and the following 10 images forms the test set. We remark that our choice of training images from each subject is different from the the work applying original SRC [4] and the work with locality and group sparsity [22], where training images were chosen randomly from each subject. Because the images are sorted by the time that they are captured, our choice is more consistent with the face recognition practice on smartphones where training images are added well before the test images. We have reproduced the results in [4] and [22] with same settings and observed that their choice tends to produce a better recognition accuracy because it distributes more similar face images into the training and test sets (empirically, images of one subject taken on temporal contiguity share more information. They are more likely to be classified into the same class).

The evaluation in [26] shows that face recognition can tolerate some degree of resolution reduction. We scale the images from the original size of \( 192 \times 168 \) to \( 96 \times 84 \) (i.e., 4 times reduction), which does not affect the recognition accuracy. (We also try to reduce the resolution by 16 times, but the accuracy decreases significantly). This setting gives an dictionary \( D \) of size \( 8,064 \times 1,216 \). We choose to reduce the image resolution because of two considerations: first, the high resolution of the image will introduce intensive computation especially for solving the sparse representation; second, the resolution of the embedded cameras varies among the smartphones, a face recognition system using low resolution images can be readily used on different smartphones.

4.2.1 Coherence Analysis

We compare the row coherence of the sensing matrix \( \Phi D \) where \( \Phi \) comes from minimising (13) or is randomly generated. We vary the number of projections from 10 to 100. For
each number of projection, we find an optimised $\Phi$ using tabu search algorithm with the search domain $\Omega$ consisting of Gaussian distributed vectors and compute the row coherence of the sensing matrix using the optimised $\Phi$. We also generate 30 random Gaussian matrices, and calculate the mean and standard deviation of their row coherence for the corresponding sensing matrices. The results are plotted in Fig. 2. The $x$-axis is the number of projections from 10 to 100 and the $y$-axis is the row coherence of the sensing matrix. Fig. 2 shows that tabu search provides sensing matrices with lower row coherence. It can reduce the row coherence of the sensing matrix by up to four times when the number of projections is 10. Moreover, our algorithm can provide more consistent row coherence while the random approach shows a large variance (error bars in the figure). We have also calculated the mutual coherence of the sensing matrix with the optimised projection matrix. The result in Fig. 3 shows that our optimisation approach will not increase the mutual coherence (actually it reduces the mutual coherence a bit). Note that for face recognition, $D$ is a dictionary consisting of face image vectors as its columns. The faces in the same class can be very similar to each other. So the mutual coherence can be high (over 0.99 in random selection approach). The large row coherence in Fig. 2 arises for a similar reason: images have high spatial coherence. The adjacent pixels tend to have similar pixel values which lead to high row coherence.

4.2.2 Recognition Accuracy

To show that our strategy gives good face recognition accuracy, we compare opti-SRC (with optimised projection matrix tabu search) opti-GSRC (with optimised projection matrix and exploiting group sparsity structure), rand-SRC and Eigenface algorithm from OpenCV. The results from the rand-SRC are represented by the average and standard deviation over 30 independent trials where a different random projection matrix is used in each trial. The solver for opti-SRC and rand-SRC is the $\ell_1$-Homotopy implemented in [27] as it is computationally efficient while the solver for opti-GSRC is SPGL1 implemented in [21]. The reconstruction tolerances of the optimisation problems (e.g., $\epsilon$ in Equations (5) and (14)) for the three SRC based approaches are all set to be 0.001 considering the trade-off between the recognition accuracy and computational efficiency. In Fig. 4, the $x$-axis represents the number of features/projections ranging from 30 to 300 and the $y$-axis is the recognition accuracy. The results show that opti-SRC with projection matrix from tabu search algorithm improves the recognition accuracy by up to 12 percent compared with other existing algorithm, and opti-GSRC using group sparsity model performs up to 5 percent better than opti-SRC. The results give strong evidence that our strategy of minimising the row coherence of the sensing matrix delivers a face recognition algorithm with consistently high accuracy. In other words, for a given accuracy, opti-SRC needs less projections than rand-SRC; this translates to less computation resource requirement for opti-SRC. Moreover, exploiting the group sparsity structure can further improve the accuracy of SRC based classification.

4.2.3 Stability to Training Set Evolvement

For many face recognition applications, new classes are constantly added to the training set. This means the dictionary $D$ evolves constantly over time. According to our evaluation, the projection matrix optimisation is not suitable to be implemented on smartphones because it is too computationally intensive. Therefore, it is not convenient to recalculate the optimised projection matrix frequently. Since the projection matrix $\Phi$ is optimised for a given dictionary $D$ (see Equation (13)), we investigate whether it is necessary to re-optimise $\Phi$ if new classes are added to the dictionary. For
this evaluation, we do not consider opti-GSRC. Since as discussed earlier, opti-GSRC is designed for a cloud-based approach. The high performance computing resources can be used to re-optimise the projection matrix.

We begin with an initial training set containing 16 classes. We use tabu search to obtain an optimised projection matrix based on the initial dictionary. We then add training classes to the dictionary: four classes at a time until 36 classes and then two additional classes are added to reach 38 classes. We consider two different strategies. The first strategy, which we call opti-SRC-fixed, uses the optimised projection obtained from the initial dictionary with 16 classes even when the dictionary evolves. The second strategy, called opti-SRC-adaptive, re-optimises the projection matrix each time new classes are added to the dictionary. The number of projections is kept at 100.

Fig. 5 compares the classification accuracy of opti-SRC-adaptive, opti-SRC-fixed and rand-SRC. It is not surprising that opti-SRC-adaptive gives the best performance while rand-SRC is the worst. The interesting observation is that opti-SRC-fixed gives fairly stable performance in spite of the increase in number of classes. In fact, the performance of opti-SRC-fixed and opti-SRC-adaptive differs by at most 3 percent. Moreover, part of the degradation in the performance of opti-SRC-fixed is due to the use of the same number of projections as the number of classes increases. This is a very encouraging result which shows that re-optimisation of projection matrix is only required occasionally. Note that there is performance improvement when the number of classes increases from 16 to 20. One explanation is the newly added test images bear some similarity to those in the dictionary.

4.2.4 Comparison with Other Projection Matrix Optimization Approaches

The idea of computing a projection matrix that is optimally designed for a certain signal class is not new. Elad [10], and Duarte-Carvañalino and Sapiro [9] recently proposed strategies for learning projection matrix directly from a dictionary to improve the performance of signal recovery in CS. The algorithm in [10] aims to find a projection matrix $\Phi$ to reduce the mutual coherence of the sensing matrix $A = \Phi D$ while that in [9] finds a $\Phi$ so that $A^T A$ is close to the identity matrix. There is another work on designing projection matrix with orthogonal rows. However, the “orthoprojectors” proposed in [28] aim to make the rows of projection matrix orthogonal. They do not take the dictionary into account. Therefore, we only compare with the approaches in [10] and [9]. For this comparison, we use the optimised projection matrices from these two algorithms for face recognition; note that residual calculations use (6) because it is not known whether these optimised projection matrices satisfy the J-L Lemma. The comparison is against opti-SRC and rand-SRC. The results are shown in Fig. 6, which shows that the optimised projection matrix from [10] and [9] cannot improve the recognition accuracy. It is probably because the requirements on $\Phi$ for signal recovery and classification are different.

4.3 Private Mobile Dataset

To make the results more convincing, we collected another dataset using mobile phones to evaluate the recognition accuracy of our proposed methods. Ten subjects, seven males and three females, with different skin tones are recruited for the experiment. We take 40 photos of each subject in random poses, lighting conditions and expressions. We then use the Android OS face-detection API to automatically crop the face region of the images to a size of $92 \times 56$ and store them on the phones’ memory. The resolution of the face images is much lower than that of the embedded cameras on off-the-shell smartphones. We will refer to this database as Private database.

We use the first half of the images of each subject as training and the rest as test. Therefore, the training set $D$ is a matrix of size $5,152 \times 200$. Then we evaluate the performance of different face recognition methods as in Section 4.2.

Fig. 7 compares the recognition accuracy of opti-GSRC, opti-SRC, rand-SRC and Eigenface algorithm from OpenCV. Opti-SRC achieves consistently better recognition accuracy than the existing methods. The improvement is up to 7 percent compared with the rand-SRC. Opti-GSRC further improves the recognition accuracy by up to 5 percent compared with opti-SRC.

4.4 Computation Cost

Although opti-GSRC is more accurate than opti-SRC, it is too computationally complex for implementation on smartphones. We use matlab on a laptop to evaluate and compare the computation cost of opti-GSRC and opti-SRC. The laptop
we use has 2.5 GHz Core i7 and 16 GB memory and the operating system is Mac OS X Yosemite. The evaluation is based on YaleB database. The number of projections are set as 100 and the training set contains 1,216 face image vectors. We run 760 classification trials and compute the average computation time for each classification task. The average computation time of opti-GSRC is about 25 times more than that of the opti-SRC. Considering the fact that the computation time of opti-SRC is about 300-400 ms on off-the-shelf smartphones according to our implementation in Section 5.4, opti-GSRC is not applicable for implementation on smartphones. However, opti-GSRC can be used in cloud-based approach which shifts the computation burden to the high performance local server or cloud through high speed network. In this work, we only implement in-situ approach, namely, opti-SRC face recognition system on smartphones as demonstration. While the real-time implementation of opti-GSRC is possible when the cloud computing resources are available and they are becoming pervasive.

4.5 Conclusions of This Section
From the results of this section, we can conclude that 1) opti-SRC has significantly better recognition accuracy compared with the state-of-the-art face recognition algorithms; 2) exploiting group sparse structure (i.e., opti-GSRC) further improves the recognition accuracy 3) the optimised projection matrix can tolerate the evolution of the training set which makes it more convenient to use on smartphones.

5 EXPERIMENT ON SMARTPHONES
5.1 Experiment Description
The aim of this section is to evaluate the performance of opti-SRC, and compare it with rand-SRC as well as the OpenCV algorithms on the smartphones.

We implement opti-SRC on the Android platform. The $\ell_1$ minimisation uses the $\ell_1$-homotopy solver [27] because it is much more efficient than linear programming: complexity of $O(s^3 + smn)$ (where $s$ is the sparsity of the solution, with $s \ll n$) versus $O(n^3)$.

In this section, we present experimental results on computation time and resource consumption (Section 5.4), and recognition accuracy (Section 5.5) of opti-SRC and OpenCV algorithms on the chosen smartphone platforms. We have also designed a group face unlocking app (Section 5.6) with the opti-SRC and compared it against the Android built-in face unlocking app on under various different conditions to test its robustness.

5.2 Platforms
In order to demonstrate the feasibility of opti-SRC, we implement it on three different popular smartphones: Samsung Galaxy S3, Google Nexus 4, and HTC OneX (shown in Fig. 8). The specifications of these smartphones relating to the application are shown in Table 1.

5.3 Preliminary Experiments
5.3.1 Number of Projections
The training set used for the experiment is built from our Private database as the same group of subjects are recruited for the experiment on smartphones. From the results shown in Fig. 7, the recognition accuracy becomes level when the number of projections is over 100. We therefore choose to use 100 projections for further experiments on the smartphones. Then we randomly pick 20 images from each subject to form the training set. The training set will be a matrix of size $5 \times 152$. The size of the projection matrix is $100 \times 5 \times 152$.

5.3.2 Compressed Residual
According to challenge III in Section 3.3, the computation of residuals using the full-size image vectors as in Equation (6) is computationally intensive (complexity of $O(p + pT)$ where $p = 5,152$ is the size of the image) and we propose to approximate the residual calculations by Equation (15) (complexity of $O(m + mT)$ where $m = 100$ is the number of projections). We measure the computation time (per test image classified) of both methods of residual calculations on the smartphones.
and show the results in Table 2. We see that, by using compressed residuals, the computation time is reduced by a factor of 45-50 times. This is consistent with the complexity expressions which predict a $\frac{m}{n} \approx 52$ times reduction.

Table 3 shows that the computation time of opti-SRC without the residual calculation component (i.e., face detection and $\ell_1$ minimisation components only) is 200-350 ms for the three platforms. If the original method of residual calculations is used, then it will take up 85-90 percent of the computation time, which is a severe bottleneck. By using compressed residuals, the total classification time per image is reduced by about 6 times.

### 5.4 Resource Consumption on Smartphones

Table 3 shows the resource consumption (running time and energy consumption) of opti-SRC on different smartphones. The running time is obtained from the console of Eclipse development environment and the energy consumption is evaluated using the PowerTutor (powertutor.org) app on Android.

In terms of processing speed, Table 3 shows that the SRC component ($\ell_1$ minimisation + compressed residual calculation) is the dominant factor of time consumption which is about 3 times of the face detection component. Therefore, the use of compressed residual can drastically reduce the total processing time. Another noticeable result is that most of the energy is consumed by the display which is inevitable for visualisation of the applications. The CPU only takes 10-15 percent of the total energy consumption. Considering the fact that the smartphones mostly target to a lifespan of one day usage which indicates an average energy consumption of 1.25 kJ per hour, with only 1 percent of the hourly budget, our proposed system can perform face authentication about 63 times. It is significantly more than the number of authentications required in common usage per hour. Therefore the proposed face recognition system only has minimal impact on the lifespan of the smartphones.

To provide a benchmark for comparison, we also implement the OpenCV based face recognition applications on the smartphones. Because the original OpenCV library was coded in C++, we use the Java Native Interface (JavaCV-v0.6) which is based on OpenCV-v2.4.6. The average processing time for detecting and recognising one face is shown in Table 4. $\ell_1$ minimisation is known to be computational intensive. However, with the power of dimensionality reduction and compressed residual, opti-SRC achieves the same order of speed as the algorithms in OpenCV, which are known to be fast. It means that our algorithm is quite efficient for face recognition. Note that our $\ell_1$-homotopy implementation uses Java which is known to be less efficient than C++. The speed of classification can be further improved with C++ implementation but it is out of the scope of this paper.

### 5.5 Recognition Accuracy on Smartphones

In this section, we evaluate the recognition accuracy of opti-SRC, rand-SRC and OpenCV based recognition methods on different subsets of the test set. For this evaluation, the training set is Private-Training set. This new test set has 400 photos, 40 from each subject. (Note the 400 photos from this new test set are different from those in the Private database. These photos are taken at two different locations with lighting conditions: bright (above 100 lux) and dark (below 50 lux) respectively. The luminance can be measured by using the light sensor embedded on the smartphones. Twenty photos are taken for each lighting condition per subject. These 20 photos come from 20 different (expression, pose) pairs where expression is neutral, happy, sad or neutral with glasses; and pose is front, up, down, left or right as shown in Fig. 9. All the photos are manually labelled by their lighting condition, expression and pose. This new test set presents a rich variety of situations to test the face recognition algorithms. Also, there is mobility when the experiments were conducted. During the experiments the subjects walk around in the lab and take pictures freely.

For this evaluation, the training set is Private-Training used in Section 5.3.1. Note that there are only 20 images per subject in the training set, but there are 40 images per subject in the test set. Therefore, the test set presents a much richer variations than the training set. The number of projections/features remains as 100.

Table 5 shows the recognition accuracy of opti-SRC using different subsets of the test set. For example, the accuracy

<table>
<thead>
<tr>
<th>TABLE 3</th>
<th>Resource Consumption of opti-SRC on Different Smartphones</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face Detection (ms)</td>
<td>100</td>
</tr>
<tr>
<td>$\ell_1$ (ms)</td>
<td>240</td>
</tr>
<tr>
<td>Residual (ms)</td>
<td>42</td>
</tr>
<tr>
<td>Total (ms)</td>
<td>382</td>
</tr>
<tr>
<td>Display Energy (mJ)</td>
<td>1,500</td>
</tr>
<tr>
<td>CPU Energy (mJ)</td>
<td>175</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 4</th>
<th>Speed of Face Detection and Recognition with Feature Based Recognition Methods in OpenCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face Detection (ms)</td>
<td>177</td>
</tr>
<tr>
<td>$\ell_1$ (ms)</td>
<td>221</td>
</tr>
<tr>
<td>Residual (ms)</td>
<td>268</td>
</tr>
</tbody>
</table>

Fig. 9. Face samples of different poses.
TABLE 5
The Recognition Accuracy of opti-SRC Under Different Subsets of the Test Set

<table>
<thead>
<tr>
<th>Neutral</th>
<th>Happy</th>
<th>Sad</th>
<th>Glasses</th>
<th>Dark</th>
<th>Bright</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>92%</td>
<td>89%</td>
<td>89%</td>
<td>90%</td>
<td>85%</td>
<td>95%</td>
<td>90%</td>
</tr>
</tbody>
</table>

Under Happy means we take the 100 photos (=10 subjects × 2 lighting conditions × 5 poses) in the test set with the label Happy and test whether opti-SRC can recognise the subject in the photo correctly. For the accuracies under Dark and Bright, 200 test photos are used in each subset. From the results we can see that, opti-SRC is more sensitive to the change of expressions than the small occlusion (wearing glasses). This is reasonable because the change of expressions is related to much larger area of face than the small occlusion. Another observation is that the well-lighted environment can improve the recognition accuracy (about 10 percent improvement).

For the methods in OpenCV and rand-SRC, the classification accuracy of EigenFace, FisherFace, LBPFace and rand-SRC is only 81-82 percent which is significantly lower than those of opti-SRC (90 percent).

5.6 Group Face Unlocking

Face unlocking is a built-in security feature in the recent Android OS release. It uses face, rather than password, for unlocking the smartphone. Here we design a new face unlocking app for smartphones based on opti-SRC. Different from the built-in face unlocking function, our app considers the situation that the smartphones can be shared by a small group of users. We call our app group face unlocking.

5.6.1 Resistance to Intruders

Because a security system should have “zero” tolerance to intruders, we include a criterion to validate the recognition results so that intruders are rejected. In our experiments, we choose three subjects as the “true” persons in the group unlocking apps and consider the other seven subjects as intruders. There are K = 3 training classes where each class corresponds to a subject in the group.

We apply opti-SRC as before and compute the compressed residual for each class. Let \( r_j \) be the compressed residual of class \( j \). If a person, say person 1, in the group is presented for recognition, we expect the residual \( r_1 \) is much lower than \( r_2 \) and \( r_3 \). We can define the confidence of recognition as

\[
\text{confidence} = \left( \frac{1}{K} \sum_{j=1}^{K} r_j - \min_{j=1,...,K} r_j \right) \frac{1}{K} \sum_{j=1}^{K} r_j.
\]  

(16)

The confidence is in the range \([0, 1]\) and should be close to 1 if a subject in the group is presented for recognition. On the other hand, if it is an intruder, the confidence should be close to 0.

The unlocking algorithm will first use opti-SRC to perform a recognition. After that, a confidence level is calculated and a person will be considered to be an intruder if the confidence level is lower than a predefined threshold. The threshold can be tuned according to the security level of the application. There is a trade-off between the security level and the recognition of true users: a higher threshold makes the system more resistant to intruders but true users are also more likely to be rejected. We use a threshold of 0.16 in the following experiment so that no false positives (an intruder is recognised as user) are shown with the test of the seven intruders.

5.6.2 Robustness to Variations

In this part, we evaluate the recognition accuracy of our group unlocking app under many different conditions to test its robustness. This is important because a good face unlocking app needs to recognise the right user under different facial expressions and environment variations. We compare our group unlocking based on opti-SRC against the built-in face unlocking app under different variations, including lighting, occlusion, expression and poses. During the evaluation, we carefully control the factors so that only one type of variation is present at a time. Unlike most of the Android OS, the built-in face unlocking is closed source, therefore we cannot use exactly the same face image to compare these two apps. Instead, we have to capture two images for each test and make these two images as similar as possible. We again use 20 face images for each class as the training set for opti-SRC and we train the face unlocking with the default conditions mentioned below.

Lighting Variation: The capability of recognition under different lighting conditions is the key for the face unlocking app because the users will use the app under different environment. The robustness to the lighting changes is evaluated in five locations with different illumination intensity which are around 5, 20, 100, 200 and 800 lux respectively during the experiments. The default lighting illuminance under which the face unlocking is trained is around 100 lux.

Occlusion: We test the face unlocking apps for the different ratio of occlusions. The users wear either normal prescription glasses, headphones or large black sunglasses during the test. The faces in the training set do not contain any occlusions.

Expression Variation: Expression is another common variation when the face images are taken. The expressions of neutral, happy and sad are used during the test. The default expression is neutral.

Pose Variation: Pose changes should be addressed because direction of the faces to the camera cannot be always strictly frontal. To compare the robustness of the face unlocking apps to the variation of the pose, the users gradually change their pose of face from front to two directions (up, down) until the false recognition appears (the angles to the gravity direction can be measured with built-in sensor in smartphones). The front pose is used as default pose.

The evaluation results are shown in Table 6. The pose change limit is demonstrated by angles to the gravity direction. It is the largest angles that the face unlocking apps can recognise the users correctly. (We are not able to do experiments for the left and right poses because they cannot be directly measured. However, our experience shows that opti-SRC can tolerate larger pose angles in right and left directions.) The check/cross markers (✓/✗) represent the face unlocking app recognises the face of users correctly/ wrongly under the corresponding variance (true positive/false negative).
The results shown in Table 6 demonstrate that our group unlocking app is more robust than the built-in app for lighting and pose changes and the two face unlocking apps achieve the same results on the expression and occlusion changes.

6 RELATED WORK

In sparse representation, random matrices are often used to reduce the dimensionality of the problem while preserving the accuracy of the applications. They have been applied to speed up background subtraction on embedded system [29] and cross-correlation computation in sensor networks [30]. In [5], SRC is used for acoustic classification and a column reduction procedure is proposed to reduce the dimension of $\ell_1$ minimisation. Note that column reduction in [5] is complementary to the techniques of projection matrix optimisation and compressed residuals proposed in this paper; all three can be applied to improve the performance of SRC. The most recent work by Xu et al. [31] proposed a sensor-assisted face recognition system for smart glasses based on SRC which exploited face images from multi-view angles to improve the recognition accuracy. Other application of random projection matrix is to enable efficient moisture data collection in sensor networks [32], privacy preservation of voice data [33], device free activities recognition [34] and efficient GPS signals acquisition [35].

In this paper, we apply the standard group sparsity formulation, i.e., group lasso norm, which was proposed by Yuan et al. [19]. The group lasso norm was applied to deal with visual classification problem in [36]. To further improve the recognition accuracy, Chao et al. [22] jointly considered the data locality and group sparsity to formulate the sparse representation classifier. As our major contribution in this paper is the optimised projection matrix which is transparent to the usage of different group sparsity models, we apply the standard group lasso norm to formulate the face recognition problem.

7 CONCLUSION

In this paper, we address the challenges of performing face recognition accurately and efficiently on smartphones by designing new face recognition algorithms called opti-SRC and opti-GSRC. A key idea behind opti-SRC is a novel strategy to optimise the projection matrix so that the resulting sensing matrix has both low row and mutual coherence. Opti-GSRC takes a step forward by exploiting the group sparsity structure in the sparse representation classification problem to further improve the recognition accuracy. We show that opti-SRC is 8-17 percent more accurate than the state-of-the-art face recognition algorithms and opti-GSRC further improves the recognition accuracy by up to 5 percent. The use of optimised projection matrix means that opti-SRC can achieve the same recognition accuracy using a lower dimension projection matrix. This translates to a lower computation requirement on smartphones. In addition, we propose the use of compressed residuals in order to significantly reduce the computational time of opti-SRC on resource constrained smartphones. We compare the running time of opti-SRC against OpenCV algorithms on three smartphone platforms and find they have comparable running time.
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<table>
<thead>
<tr>
<th>TABLE 6</th>
<th>The Comparison of Our Approach and Build-in Face Unlocking Apps on Different Variance Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>lighting 5 lux</td>
</tr>
<tr>
<td>built-in</td>
<td>x</td>
</tr>
<tr>
<td>opti-SRC</td>
<td>✓</td>
</tr>
<tr>
<td>occlusions</td>
<td>none</td>
</tr>
<tr>
<td>built-in</td>
<td>✓</td>
</tr>
<tr>
<td>opti-SRC</td>
<td>✓</td>
</tr>
<tr>
<td>expressions</td>
<td>neutral</td>
</tr>
<tr>
<td>built-in</td>
<td>✓</td>
</tr>
<tr>
<td>opti-SRC</td>
<td>✓</td>
</tr>
<tr>
<td>poses</td>
<td>up</td>
</tr>
<tr>
<td>built-in</td>
<td>17°</td>
</tr>
<tr>
<td>opti-SRC</td>
<td>20°</td>
</tr>
</tbody>
</table>
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