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Abstract—In this paper, we investigate the average achievable data rate (AADR) of the control information delivery from the ground control station (GCS) to unmanned-aerial-vehicle (UAV) under a 3-D channel, which requires ultra-reliable and low-latency communications (URLLC) to avoid collision. The value of AADR can give insights on the packet size design. Achievable data rate under short channel blocklength is adopted to characterize the system performance. The UAV is assumed to be uniformly distributed within a restricted space. We first adopt the Gaussian-Chebyshev quadrature (GCQ) to approximate the exact AADR. The tight lower bound of AADR is derived in a closed form. Numerical results verify the correctness and tightness of our derived results.

Index Terms—UAV, URLLC, short packet, 3-D Channel.

I. INTRODUCTION

UAV assisted wireless communication has attracted extensive research attention from both academia and industry [1], due to their benefits of low cost, swift deployment and high mobility. The link quality between UAV and ground users (GUs) can be enhanced due to the high probability of line-of-sight (LoS) communications.

Most of existing work mainly focused on the study of data transmission links (i.e., UAV-to-GU and GU-to-UAV links), such as energy-efficient trajectory design [2], [3], location optimization [4], and data services in emergency networks [5], [6]. However, the control information delivery from the ground control station (GCS) to the UAV introduce new challenges for UAV communications since these links have stringent latency and reliable requirements for supporting safety-critical functions [1], such as real-time control to avoid collision. In general, very low data rate is enough to exchange the control information between the GCS and the UAV. In contrast to the conventional communications with relatively long transmission delay and large packet size, small packet size should be delivered to support the extremely low-latency transmission for control information delivery. In small packet transmission, the Shannon’ capacity formula based on the law of large numbers is no longer applicable, and decoding error probability cannot be arbitrary small. In [7], the achievable data rate in finite blocklength regime has been derived. Resource allocation for UAV communication with URLLC was considered in [8]. However, the study on the performance analysis for the control information delivery in UAV communications is still missing. Against this background, we analyze the average achievable data rate for this transmission in UAV communications under 3-D channel model. Two challenges will complicate the analysis: the complicated data rate expression under short packet transmission and the complicated 3-D channel model. The contributions of this paper can be summarised as follows: 1) We are the first to study the average achievable data rate (AADR) of control information delivery for a GCS-to-UAV communication system under short packet transmission in 3-D channel model. It can provide engineering insights on the packet size design; 2) The GCQ is adopted to approximate the AADR; 3) The tight lower bound of AADR is derived in closed form; 4) Simulation results verify the correctness and tightness of our derived results.

II. SYSTEM MODEL

As shown in Fig. 1, we consider that a GCS sends remote control signals to a UAV, which requires ultra-high reliability and ultra-low latency. Both GCS and UAV are assumed to be equipped with single antenna. Without loss of generality, we assume that the GCS is located at the center of the circle. To guarantee that the UAV is within the GCS’s control area, we assume that the UAV is flying within an inverted cone centered at GCC with the largest radius of $D$. We also define a small inverted cone centered at GCS with radius $r$ ($D > r$) that the UAV will not fly into. In addition, to avoid collision onto the buildings or trees around the GCS, the elevation angle of the UAV denoted as $\theta$ should be no smaller than $\theta_{\text{min}}$ as shown in Fig. 1. The UAV can fly freely in any direction in the space inside the large inverted cone but outside the small inverted cone as shown in the shadow area in Fig. 1.

![Fig. 1: Illustration of the low-latency transmission of control signal from the GCS to the UAV.](image_url)

Then, the cumulative distribution function (CDF) of distance...
\[ d \] is
\[
F_d(x) = \frac{x^3 - r^3}{D^3 - r^3}, \quad r \leq x \leq D
\] (1)
and the probability distribution function (PDF) is
\[
f_d(x) = \frac{dF_d(x)}{dx} = 3x^2, \quad r \leq x \leq D.
\] (2)

We adopt the 3-D channel model proposed in [4] which is more practical than the widely used free space channel model. This model captures the fact that the line-of-sight (LoS) probability increases with elevation angle. In particular, the LoS probability is given by
\[
P_{\text{LoS}} = \frac{1}{1 + a \exp(-b(\theta - a))},
\] (3)
where \(a\) and \(b\) are positive constants that depend on the environment and the values are given in [4]. For a given location of UAV, the mean path loss is given by [4]:
\[
L(\theta, d) = \frac{A}{1 + a \exp(-b(\theta - a))} + 20 \log_{10}(d) + C,
\] (4)
where \(A\) and \(C\) are constants given by \(A = \eta_{\text{LoS}} - \eta_{\text{NLoS}}\) and \(C = 20 \log_{10}(\frac{4\pi}{C}) + \eta_{\text{NLoS}}\), respectively. The \(\eta_{\text{LoS}}\) and \(\eta_{\text{NLoS}}\) (in dB) are respectively the losses corresponding to the LoS and non-LoS links. In general, \(\eta_{\text{NLoS}}\) is much larger than \(\eta_{\text{LoS}}\) due to the severe path loss of NLoS. \(f_d\) is the carrier frequency (Hz), and \(c\) is the speed of light (m/s).

Assume that the transmission power from GCS to UAV is fixed as \(P\) and the noise power at UAV is denoted as \(N^2\), the signal-to-noise ratio (SNR) at the UAV is given by
\[
\gamma(\theta, d) = \tilde{C} d^{-2} e^{\frac{4}{T_{\text{sys}}} - \exp\left(-\frac{2}{T_{\text{sys}}} \right)},
\] (5)
where \(\tilde{A} = -A \ln_{10}(10) > 0\) and \(\tilde{C} = \frac{P}{2} 10^{-\frac{N^2}{10}}\).

For the control information delivery from the GCS to the UAV, the channel blocklength is small. According to [7], for a simple point-to-point system with finite blocklength \(M\), to guarantee the minimum decoding error probability of \(\varepsilon\), the achievable data rate \(R\) (bits per channel use) can be approximately as
\[
R(\gamma(\theta, d)) = \log_2(1 + \gamma(\theta, d)) - \frac{1}{\ln 2} \sqrt{\frac{V(\gamma(\theta, d))}{M}} Q^{-1}(\varepsilon),
\] (6)
where \(Q^{-1}(\cdot)\) is the inverse function of \(Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-t^2/2} dt\), and \(V(\gamma)\) is the channel dispersion that is a function of SNR \(\gamma\) and is given by \(V(\gamma) = 1 - (1 + \gamma)^{-2}\) [7]. The second term in (6) can be regarded as the penalty on the data rate due to the short blocklength.

In the following, we aim to derive the exact average achievable data rate (AADR) with fixed decoding error probability \(\varepsilon\) when the UAV is uniformly distributed in the space shown in Fig. 1, which is \(\tilde{R} = E\{R(\gamma(\theta, d))\}\). If the transmission needs to be finished within \(T_{\text{max}}\) seconds and the system bandwidth is denoted as \(B\), the total number of channel uses is given by \(M = BT_{\text{max}}\). Then the average number of bits that can be transmitted is calculated as \(L = BT_{\text{max}} \tilde{R}\), which is equal to the packet size. Therefore, the AADR performance is vital, which can provide engineering insights for the design of the packet size.

III. AVERAGE ACHIEVABLE DATA RATE
The average achievable data rate (AADR) is written as
\[
\tilde{R} = \int_{r}^{D} \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} R(\gamma(\theta, d)) f_{d,\theta}(x, y) dy dx,
\] (7)
where \(f_{d,\theta}(x, y)\) is the joint PDF of \(d\) and \(\theta\). Since the UAV is randomly deployed in the restricted space in Fig. 1, the PDF of \(\theta\) is given by \(f_{\theta}(y) = 1/(90 - \theta_{\text{min}})\). In addition, since \(d\) and \(\theta\) are independent, the joint PDF of \(d\) and \(\theta\) are given by \(f_{d,\theta}(x, y) = f_d(x) f_{\theta}(y)\), where \(f_d(x)\) is given in (2).

In the following, we first use the GCQ method to accurately approximate (7). Then, we derive its tight lower bound in closed form.

A. Approximate Expression
One can see that (7) can be rewritten as
\[
\tilde{R} = \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} 3 \int_{r}^{D} \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} x^2 R(\gamma(\theta, x, y)) dy dx.
\] (8)
It is very difficult to find the closed-form expression of \(I_1(x)\). We adopt the GCQ [9] to approximate it. Define \(q_1(x, y) = x^2 R(\gamma(\theta, x, y))\), we have
\[
I_1(x) = \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} q_1(x, y) dy \approx \frac{90 - \theta_{\text{min}}}{2} \sum_{i=1}^{N} t_i q_1 \left(\frac{\theta_{\text{min}}}{2} t_i + \frac{\theta_{\text{max}}}{2}, x\right),
\] (9)
where \(t_i\) is the \(i\)-th zero of Legendre polynomials, \(N\) is the number of terms, \(t_i\) is the Gaussian weight given by Table (25.4) of [9].

Then, by substituting (10) into (8), one has
\[
\tilde{R} = \frac{3}{2 \pi} \int_{r}^{D} \sum_{i=1}^{N} t_i q_1 \left(\frac{\theta_{\text{min}}}{2} t_i + \frac{\theta_{\text{max}}}{2}, x\right) dx
\] (11)
where \(I_2\) is given by
\[
I_2 = \int_{r}^{D} \sum_{i=1}^{N} t_i q_1 \left(\frac{\theta_{\text{min}}}{2} t_i + \frac{\theta_{\text{max}}}{2}, x\right) dx
\] (12)
By using the similar method, one can approximate \(I_2\) as
\[
I_2 \approx \frac{D - r}{2} \sum_{i=1}^{N} k_i q_2 \left(\frac{D - r}{2} g_i + \frac{D + r}{2}\right),
\] (13)
where \(g_i\), \(N\) and \(k_i\) are similarly defined as in (10). Finally, by substituting (13) into (11), we have
\[
\tilde{R} \approx \frac{3}{2 \pi} \frac{D - r}{4 \pi^2} \sum_{i=1}^{N} k_i q_2 \left(\frac{D - r}{2} g_i + \frac{D + r}{2}\right).
\] (14)

B. Lower Bound of AADR
In the following, we aim to derive the lower bound (LB) of the AADR in closed form. To this end, we first introduce the following function
\[
f(x) = \ln \left(1 + \frac{1}{x}\right) - q \sqrt{x + 1}, \quad x > 0
\] (15)
where \(q\) is a positive constant. Then, we have the following lemma:

**Lemma 1:** \(f(x)\) is always non-negative when \(0 < x \leq g^{-1}(q)\), where \(g^{-1}(q)\) is the inverse function of \(g(x)\) which is defined in (21).
Proof: Please refer to Appendix A.

In the following lemma, we show more properties of \( f(x) \).

**Lemma 2:** \( f(x) \) is a decreasing and convex function when \( 0 < x \leq g^{-1}(q) \).

**Proof:** Please refer to Appendix B.

Based on Lemma 2, we start to derive the LB of the AADR. In particular, \( R(\gamma) \) can be rewritten as

\[
R(\gamma) = \frac{1}{\ln 2} \int f \left( \frac{1}{\gamma} \right) \mathrm{d}\gamma
\]

where \( f(\cdot) \) is defined in (15) with \( q = \frac{Q^{-1}(\varepsilon)}{M} \). Hence, if \( \gamma \geq 1/g^{-1}(q) \), \( f(\cdot) \) is a convex function. In our considered system, the minimum \( \gamma \) is achieved when \( d = D \) and \( \theta = 0 \) based on (5), and the minimum value is \( \gamma_{\min} = \tilde{C}D^{-2}e^{\frac{-D}{\gamma}g^{-1}(q)} \). This imposes the constraint for the maximum transmission distance between the UAV and the GCS, which is given by

\[
D \leq \sqrt{\frac{\tilde{C}e^{\frac{-D}{\gamma}g^{-1}(q)}}{2}} \overset{!}{=} D_{\text{max}}
\]

By using the parameters in the simulation section, the maximum distance \( D_{\text{max}} \) can be up to 56.4 km and 56.8 km for Dense Urban and Suburban scenarios [10], respectively, which are far beyond the control distance for UAV. As a result, condition (17) always holds in practice. Then, \( f(\cdot) \) is a convex function when \( r \leq d \leq D \) and \( \theta_{\text{min}} \leq \theta \leq 0 \). Then, we have

\[
\mathbb{E}\{R(\gamma)\} = \frac{1}{\ln 2} \mathbb{E} \left\{ f \left( \frac{1}{\gamma} \right) \right\} > 2 \mathbb{E} \left\{ f \left( \frac{1}{\gamma} \right) \right\} \overset{!}{=} R_{\text{th}}.
\]

To obtain \( R_{\text{th}} \), we only need to derive \( \mathbb{E} \left\{ f \left( \frac{1}{\gamma} \right) \right\} \), which is much more tractable than directly deriving the exact AADR.

The expression of \( \mathbb{E} \left\{ f \left( \frac{1}{\gamma} \right) \right\} \) is given by

\[
\mathbb{E} \left\{ f \left( \frac{1}{\gamma} \right) \right\} = \frac{3 \tilde{C}^{-1}}{(90 - \theta_{\text{min}})(D^3 - r^3)} \int_{0}^{D} x^2 \mathrm{d}x \int_{y}^{90} e^{\frac{-\tilde{C}x}{\theta_{\text{min}}e^{\frac{-\tilde{C}x}{\theta_{\text{min}}}s(x)}}} \mathrm{d}y,
\]

where \( U \) can be readily calculated as \( U = \frac{1}{\theta_{\text{min}}}(D^3 - r^3) \). By using variable substitutions, (3.51.5) and (3.52.5) of [11], as well as some simple manipulations, one can have

\[
V = \frac{A}{B} (T(y_1) - T(y_2))
\]

where \( y_1 = \frac{1 + \exp(-b(\theta_{\text{min}} - a))}{A} \), \( y_2 = \frac{1 + \exp(-b(90 - a))}{A} \),

\[
T(x) = \frac{e^{-\frac{A}{A}E(\frac{x}{A} - \frac{1}{A})} - e^{\frac{1}{A}}}{A} \text{ and } E(z) = -\int_{-\infty}^{z} e^{-t} \frac{1}{t} \mathrm{d}t [11].
\]

Then, one can obtain the lower bound of \( R \) by inserting (19) into (18).

**IV. SIMULATION**

In this section, simulation results are presented to verify the correctness of our derived results. The simulation parameters are set as: \( r = 250 \text{ m}, D = 400 \text{ m}, P = -20 \text{ dB}, \sigma^2 = -173 \text{ dBm/Hz}, B = 1 \text{ MHz}, f_c = 2.5 \text{ GHz}, \) and \( c = 3 \cdot 10^8 \text{ m/s} \). Two scenarios are considered: dense urban and suburban. The values of the corresponding parameters can be found in [10]. The minimum elevation angle \( \theta_{\text{min}} \) is set to be 45 and 30 for dense urban and suburban, respectively. This is reasonable since the former scenario has higher density of obstacles than the latter one. Four curves are plotted: 1) The average Shannon Capacity (‘Shannon’), which is equal to \( \mathbb{E}\{\log_2(1 + \gamma(\theta, d))\} \). The value is obtained by averaging over \( 10^4 \) random UAV locations; 2) The approximate value of AADR obtained by using the GCQ method (‘Chebyshev’), which is given in (14); 3) The simulated AADR (‘Simulation’), which is equal to \( \bar{R} = \mathbb{E}\{R(\gamma(\theta, d))\} \). Its value is obtained by averaging over \( 10^4 \) random UAV locations; 4) The lower bound of AADR (‘LB’) given in (18).

In Fig. 2, we first investigate the impact of channel block-length \( M \) on the AADR performance with the decoding error probability fixed at \( \varepsilon \times 10^{-5} \). The channel blocklength \( M \) ranges from 100 to 1000, and thus the corresponding latency ranges from 0.1 ms to 1 ms, which satisfies the low latency requirement. From Fig. 2, the AADR is observed to increase with \( M \) and approach the Shannon’s capacity. The reason is that with the increase of \( M \), the second term in (6) diminishes, which reduces to the Shannon’s capacity formula. However, when \( M \) is small, there is a big gap between the conventional Shannon’s capacity and the AADR. This means that if directly adopting the Shannon’s capacity as the performance measure, we will overestimate the system performance, which may cause unexpected incidents. Hence, we should adopt the short packet capacity to design the system. In Fig. 2, the results obtained by the GCQ method match very well with the simulation results. Furthermore, the gap between the ‘LB’ and the ‘Simulation’ is very small, especially in the case of the suburban scenario. These results verify the correctness of our derived results.

In Fig. 3, we investigate the impact of the decoding error probability \( \varepsilon \) on the AADR performance where channel blocklength is set as \( M = 200 \). It is seen from this figure that the AADR is increasing with \( \varepsilon \). This can be explained as follows: Function \( Q^{-1}(x) \) is a monotonically decreasing function of \( x \). When the number of bits needed to transmit is large, the decoding error probability is high accordingly for both the same SNR and channel blocklength. There is big gap between the Shannon’s capacity and the AADR, especially when \( \varepsilon \) is very low. The numerical results obtained by the GCQ method coincide with the simulated AADR, and the gap between LB and the simulated AADR is small especially when \( \varepsilon \) is very low.
To prove the monotonically decreasing property of $g$, we have

$$g(x) = \frac{(1 + x)\sqrt{2x + 1} \ln(1 + \frac{1}{x})}{2x}$$

$$\geq \frac{(1 + x)\ln(1 + \frac{1}{x})}{2x + 1} = g(x)$$

(27)

where (25) follows by using the relation $\ln(1 + \frac{1}{x}) < \frac{x}{2}$. Since $0 < x \leq g^{-1}(q)$, we have $q \leq g(x) < g_1(x)$. As a result, $f(x)$ is a monotonically decreasing function when $0 < x \leq g^{-1}(q)$. The second-order derivative of $f(x)$ w.r.t. $x$ is given by

$$f''(x) = \frac{(x + 1)(2x + 1)^{\frac{3}{2}} - 2q^2(3x^2 - 1)}{x^2(x + 1)^{\frac{3}{2}}(2x + 1)^{\frac{3}{2}}}.$$  (28)

If $0 < x \leq 1/\sqrt{3}$, $f''(x) > 0$ since $a$ is a positive value. Hence, $f(x)$ is a convex function for $0 < x \leq 1/\sqrt{3}$. Next, we check the region $x > 1/\sqrt{3}$. In this case, to prove the convexity of $f(x)$, we need to show that $f''(x) > 0$ when $x > 1/\sqrt{3}$, which yields

$$q < \frac{(x + 1)(2x + 1)^{\frac{3}{2}}}{2x^2(3x^2 - 1)} \Rightarrow g_2(x).$$  (29)

Next, we prove that $g_2(x) > g(x)$ as follows:

$$g_2(x) = \frac{x + \frac{1}{x} - 2}{\sqrt{x^2 + 1}} \geq \frac{x + 1}{\sqrt{2x^2 + 1}} > g(x).$$  (30)

Hence, $g_2(x) > q$ and $f(x)$ is also a convex function over $x > 1/\sqrt{3}$. Based on the above two cases, function $f(x)$ is a convex function over the entire region when $0 < x \leq g^{-1}(q)$.
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