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Abstract—Due to the advancement in energy harvesting wireless sensor networks (EH-WSNs), the data collection from one-hop stationary sensor nodes using a path-constrained mobile element (ME) has become one of the challenging issues. Toward the throughput improvement, we propose a general framework for network throughput maximization (NTM) problem by optimizing practically feasible parameters. For each proposed scenario, a mixed integer linear programming (MILP) optimization model is introduced for the problem formulation. Due to the NP-Hardness of the MILP models, we design two efficient algorithms namely as ODSAA and ODAA for two practically implementable scenarios. Having a preknowledge about the deployed location of nodes, the proposed algorithms run centrally by sink and find the sub-optimal solutions within a reasonable computation time. Furthermore, under the uniform distribution of energy harvesting, we find out two threshold points on respectively energy harvesting mean and battery capacity of nodes after which the network throughput reaches a stable point. Finally, simulations are conducted on different set of node deployments, which the results confirm that the proposed algorithms significantly improve the data throughput collected by sink and also the theoretical thresholds provide a confidence interval of 90%.

Index Terms—Energy Harvesting Wireless Sensor Networks (EH-WSNs), Network Throughput, Mixed Integer Linear Programming (MILP), NP-Hardness, Energy Harvesting Mean, Battery Capacity Threshold.

1 INTRODUCTION

Thanks to several surveillance applications, data collection from one-hop stationary sensor nodes in wireless sensor networks (WSNs) using a mobile sink has attracted several research attentions, recently [7], [8], [11]. In the road condition surveillance, sensor nodes are stationary deployed to sense statistical data such as humidity or temperature and a mobile vehicle with path-constrained trajectory is employed to collect data from the sensors in an efficient manner. The collected data is forwarded to a main base station for further processing or aggregation and ultimately the improvement of road quality [2]. On the other side, from the energy harvesting point of view as a potential future development of surveillance applications, the unlimited lifetime and continuous monitoring is guaranteed. In an energy harvesting wireless sensor network (EH-WSN), sensor node have the possibility of recharging their battery from the ambient energy resources in their surroundings such as solar, wind or vibrations [23]. Parallel to this advancement, the data collection from sensor nodes using mobile sinks has been also studied in EH-WSNs with most focus on throughput maximization [7], [8], [11]. From the mobility point of view, the existing works assume a constant speed for the mobile sink [7], [8], [11]. However, in many emergency situations such as military applications, considering constant velocity for the mobile sink is not applicable since the data delivery delay must satisfy the application deadline [17]. Furthermore, the motion of sink with a constant speed can unnecessarily waste its energy. Therefore, within the time periods which sink has less available data in its vicinity to collect, it must speed up in order to conserve its energy for consecutive slots with the possibility of more available data.

The problem of maximizing total collected data from one-hop stationary sensor nodes which are deployed along a straight path using a mobile sink in EH-WSNs, namely as network throughput maximization (NTM) problem, was initially introduced in [7], [8]. Due to some unrealistic assumptions on their problem formulation, the authors in [11] reformulate the problem by taking into account the heterogeneity of transmission period and energy harvesting aspect of nodes over different time intervals. The problem scenario in [11] is based on the assumption that the speed of sink and its travelled distance at each time slot are fixed during whole data collection process. In other words, the system parameters are not fully utilized in [11] from the practical point of view. Motivated by this fact, one may further improve the network throughput by optimizing practically feasible parameters such as the travelled distance by sink at each time slot or even its speed. Furthermore, the assumption of constant energy harvesting in [11] does
The structure of this paper is organized as follows: In Section 2, the related works together with the main contributions of the paper are discussed. The data collection and energy harvesting models are detailed in Section 3 and Section 4 is devoted to the formulation of NTM problem under different scenarios. The problem approaches, proposed algorithms and related theoretical analysis are all discussed in Section 5 and 6. The analytical thresholds on energy harvesting mean and battery capacity of sensors are derived in Section 7. Simulations are conducted in Section 8 and finally Section 9 concludes the paper.

2 RELATED WORKS

Due to the advancement in WSNs architecture based on the mobile sinks, the data collection using a path-constrained mobile sink has been extensively studied by several researchers [1], [15], [4]. Fig. 1 shows a classification of works on data collection in WSNs using a sink with fixed mobility pattern under different problem objectives. Francesco et al. [1] survey thoroughly the data collection works in WSNs using the mobile sinks. In the prospective of sink mobility, the Fixed Mobility pattern where the mobile sink moves on a path-constrained trajectories has found many research attentions due to its wide range of practical applications [3], [15], [4]. Using a path-constrained sink for data gathering from one-hop sensor nodes not only improves the network throughput [4] but also reduces the data delivery latency [15].

On the other side, the replacement of conventional energy-limited sensors with energy harvesting nodes has introduced new challenges and opportunities for data collection applications. In conventional WSNs, the data collection strategies follow mainly three objectives: Network Lifetime Maximization, Data Latency Minimization or Network Throughput Maximization. Due to the constrained imposed on the energy of nodes in conventional WSNs, the authors in [4] introduce the problem of data gathering from far away sensors using relay nodes close to the trajectory of sink with the objective of maximizing overall network lifetime. Y. Yun, et al. [17] introduce the problem of collecting data from sensor nodes with the objective of maximizing network lifetime under the constraint that data delivery delay must satisfy the network deadline. They formulate the problem as an Integer Linear Programming (ILP) optimization model and solve it directly using standard ILP solvers. In [15] and [13], the authors study the problem of determining some pre-specified sojourn locations in the sensors area such that by visiting those locations by sink temporarily and collecting data from the neighboring nodes, the overall data latency is minimized.

From the network throughput point of view in conventional WSNs, the algorithms aim to maximize the total volume of data which is collected by sink in one round of its trajectory. X. Xu, et al. [16] introduce the problem of environmental monitoring using a mobile vehicle. They devise a two stage heuristic which finds a near-optimal tour for the trajectory of sink such that by collecting data from the sensors in the neighborhood of that trajectory, the total collected data is maximized.

On the other hand, due to the recent advancement in energy harvesting wireless sensor networks (EH-WSNs), the sensor nodes can harvest energy periodically from the ambient resources in their surroundings such as wind, solar or vibrations [6], [12], [22]. Therefore, the data collection algorithms in EH-WSNs do not take into account the lifetime maximization as long as the sensors have the possibility of energy replenishment. X. Ren, et al. [14] investigate the problem of data gathering from the energy harvesting nodes using a mobile sink under the constraint that the overall data delivery latency must meet the network deadline.

Basically, most of the works on data collection using a mobile node in EH-WSNs are defined with the objective of network throughput maximization [7], [8], [11]. Due to the wide range of applications for data collection on a direct path, the authors in [7], [8] investigate the NTM problem in an EH-WSN using a path-constrained mobile sink. Due to some unrealistic assumptions considered in [7] and [8] and in order to further improve the network throughput, the authors in [11] propose a condition on the fixed distance travelled by sink at all time slots. Based on the proposed condition, they develop an online centralized algorithm which not only has low computational complexity but outperforms the previous works in term of network throughput. Motivated by the drawback
of considering fixed distance travelled by sink and its constant speed in [11], in order to further improve the throughput, we propose different scenarios for NTM problem for which practical parameters are optimally utilized. Furthermore, due to the infeasibility of assumption on constant energy harvesting in practical data collection scenarios [22], [10], in contrast to [11], we consider an uniform energy harvesting distribution in this work to statistically model the amount of harvested energy by nodes during different time intervals.

We note that the objective of NTM problem considered in this work is determining the optimal distance or sink speed together with the selection of one candidate node at each time slot. This makes our work different from traditional data forwarding approach [13] based on classical travelling salesman problem (TSP) in the sense that in classical TSP model, the obtainable throughput in each path is known and the objective is only the selection of optimal trajectory.

2.1 Contributions

The following are our main contributions in this paper:

- A general framework is proposed for NTM problem in sink-based data collection in EH-WSNs such that by optimizing practically feasible parameters, the network throughput significantly improves. Note that we refer to the total collected data by sink as the network throughput throughout the paper.

- A mixed integer linear programming (MILP) optimization model is proposed for each defined scenario of NTM problem which accommodates the problem-specific constraints. Due to the NP-Hardness of the optimization models, two efficient algorithms with polynomial run-time complexity are designed to cope with two practically implementable scenarios.

- Considering the uniform energy harvesting distribution, we show that the increase in the harvested energy by nodes does not guarantee the monotonic increase in total data collected by sink. Motivated by this fact and depending on the battery capacity of nodes, we derive a theoretical threshold on the amount of harvested energy such that by increasing the energy after that threshold, the network throughput reaches a stable point.

- Furthermore, given the mean of energy harvesting distribution, we find out an analytical threshold on the battery capacity such that when the capacity exceeds that threshold point, the network throughput is saturated. As an advantage, these established thresholds can help the designers of EH-WSNs to minimize efficiently the cost of energy harvesting resources in practical data collection scenarios.

Fig. 2: The energy harvesting at the beginning and the energy consumption of nodes during each time interval.

3 DATA COLLECTION AND ENERGY HARVESTING MODELS

Following the IEEE 802.15.4 standard for WANs (Wide Area Networks), we assume that $|V|$ sensor nodes are uniformly deployed along both sides of a direct path with fixed length $L$. The sensors are remained stationary during the data collection. A mobile sink with large data buffer size moves on the path as its trajectory to collect data from the nodes in one-hop of its transmission range along the path. The total time duration of one round path traversal by sink is divided into several consecutive time slots. Under two different scenarios, the sink travels the path with either a constant speed $v_m$ during whole of its trajectory or changes its speed at different time slots. With the given speed $v$ and a time slot with duration $\tau$, the mobile sink travels distance $l = v \cdot \tau$ on the path during that time slot. Due to the physical interference between nodes transmitting simultaneously, the mobile sink receives data successfully from at most one sensor node for the whole transmission period of node at each time slot [7], [8], [11]. Furthermore, for initiating the data collection process and in order to localize the duration of message exchange between the sink and sensor nodes, following the work in [11], we consider the continuous duration of every two consecutive time slots as one time interval. Based on the sensors’ information which is provided to the sink through message passing at the beginning of each time interval, the sink makes decision on which nodes must send their data at the current time interval.

From the energy replenishment point of view, the mobile sink is assumed to have unlimited energy storage, while solar-based energy harvesting sensor nodes such as Heliomote based on MICA2 platform are deployed which periodically recharge their battery from the ambient solar energy resources [6], [10]. The amount of harvested energy varies at different time intervals therefore is non-deterministic. Fig. 2 illustrates a schematic view of energy harvesting by sensor nodes at different time intervals where the energy harvesting point corresponds to the beginning of the time interval. The amount of harvested energy.
by nodes at the beginning of each time interval which for the sake of simplicity, we assume that follows a uniform distribution in this work, is provided to the mobile sink via message passing when sink is located at the beginning of interval.

Following the widely adopted energy model [12], the worst case is when the energy consumption rate of node is more than its energy harvesting rate. Therefore, the sensors must preserve their harvested energy during each time interval. Denoted by $B_i$ the battery capacity of sensor node $s_i$, its energy budget at the beginning of time interval $k$ is given by $b_i(k) = min\{b_i(k-1) - c_i(k-1) + h_i(k), B_i\}$ where $c_i(k-1)$ is the consumed energy by node $i$ at time interval $k - 1$ and $h_i(k)$ represents its harvested energy at time interval $k$. From the energy consumption point of view, the sensor nodes are divided into two groups: A non-eligible node if either it has no slot opportunity for data transmission to the sink or its energy budget within a time slot is less than the required energy for data transmission and, eligible node if it has enough energy for transmitting its volume of data to the sink at that time slot. In Fig. 2, the energy consumption pattern of eligible and non-eligible nodes has been shown with bold and dashed lines, respectively. We remark that the possibility of energy replenishment compared to energy-limited sensor nodes and also finding the opportunity for data transmission in subsequent rounds of sink’s trajectory on the path can also address the fairness issue.

4 Problem Statement

With the aforementioned data collection and energy harvesting models, the network throughput maximization (NTM) problem is defined as the problem of allocating time slots to sensor nodes considering their energy budget such that the total collected data by sink is maximized. To formulate the NTM problem, we need first to define the following system parameters: Let $r_{ij}$ denote the data transmission rate of node $s_i$ at time slot $t_j$. Variable $\tau_{ij}$ is used to denote the time duration in which the mobile sink can collect data from sensor $s_i$ at time slot $t_j$. Corresponding to this time period, the mobile sink travels a distance $d_{ij}$ on the path within the coverage range of $s_i$ at time slot $t_j$. Note that sensor node $s_i$ can have three possible deployed locations for its $(x_i, y_i)$-coordinate at time slot $t_j$ which are when its communication range covers two consecutive time slots $t_{j-1}, t_{j}$, only time slot $t_j$, or two consecutive slots $t_j, t_{j+1}$. With fixed value of $l$, it is straightforward to see that the value of $d_{ij}, 1 \leq i \leq |V|, 1 \leq j \leq |T|$, in all three deployed locations is obtained from the following relation:

$$d_{ij} = \begin{cases} \max \{ \min(I_j, x_{end}) - \max(I_{j-1}, x_{start}) \}, & r_i > y_i \smallskip \max \{ 0 \}, & r_i \leq y_i \end{cases}$$

Where $x_{start}$ and $x_{end}$ are respectively the starting and ending intersection points of node’s projection with the path. Furthermore, the binary variable $a_{ij}$ is defined to indicates the allocation of time slot $t_j$ to sensor node $s_i$ such that $a_{ij} = 1$ if time slot $t_j$ is allocated to sensor node $s_i$ and $a_{ij} = 0$, otherwise. With all system parameters defined in Table 1, the NTM problem which takes into account the effective transmission period together with the energy harvesting aspect of sensor nodes is formulated as the following ILP model presented in [11]. Here, $|TI| = |T|/2$ is the number of time intervals.

$$\text{Maximize } \frac{1}{|T| \times \tau} \sum_{i=1}^{V} \sum_{j=1}^{T} a_{ij} \cdot r_{ij} \cdot \tau_{ij}$$

Subject to:

$$a_{ij} = 0, \quad \forall 1 \leq i \leq |V|, j \not\in A(i)$$

$$\sum_{i=1}^{V} a_{ij} \leq 1, \quad \forall 1 \leq j \leq |T|$$

$$c_i(k) \leq b_i(k), \quad \forall 1 \leq i \leq |V|, 1 \leq k \leq |TI|$$

$$b_i(k) = \min\{b_i(k-1) - c_i(k-1) + h_i(k), B_i\}$$

$$\forall 1 \leq i \leq |V|, 1 \leq k \leq |TI|$$

$$c_i(k) = \sum_{2(k-1) < j \leq 2k} a_{ij} \cdot P_{ij} \cdot \tau_{ij}$$

$$\forall 1 \leq i \leq |V|, 1 \leq k \leq |TI|$$

$$h_{\min} \leq h_i(k) \leq h_{\max}, \forall 1 \leq i \leq |V|, 1 \leq k \leq |TI|$$

In the above ILP problem, the only decision variable is $a_{ij}$ and since the constant speed $v_m$ is considered for the sink in data collection model of [11], the quantities $\tau_{ij}$ are derived by $\tau_{ij} = d_{ij}/v_m$. For all nodes $s_i, 1 \leq i \leq |V|$, the quantities $B_i$ and $I_i$ are known in advance and with the given values of $h_i(k)$ from the uniform interval $[h_{\min}, h_{\max}]$, the $b_i(k)$ quantities are determined from the relations (6), (7) and (8). Relation (6) also ensures that the energy budget of a node at each time interval does not exceed its battery capacity. The values of other parameters are known in advance. Constraints (3), (4) specify the allocation possibilities and constraint (5) ensures that the total energy consumption of a sensor node for data transmission to sink at the time slots allocated to it within a time interval does not exceed its energy budget at that interval.

As a drawback, the parameters of NTM problem (2)-(9) are not optimally utilized. Inspired by this fact in order to further improve the network throughput, we propose different scenarios for NTM problem by optimizing the practically feasible parameters and formulate the proposed scenarios using mixed integer programming (MIP) optimization models.
It is noteworthy to mention that although other mathematical models such as techniques from game theory can capture the formulation of the proposed scenarios, due to the complication of such tools, we utilize MIP optimization models in this work to formulate the NTM scenarios with the following motivations:

- Since the node selection and the distance or speed of the sink at each time slot take values from binary and real domains, respectively, MIP is the most suitable approach to mathematically state the optimization problems in which the objective function and constraints involve two different types of decision variable [24].
- MIP optimization models have been well accepted for problems which explore the use of mobile sink in WSNs targeting at different objectives due to their relatively simple structure to incorporate the objective function and constraints involving various types of decision variables [25].

### 4.1 Optimal Distance per Time Slot

As the first scenario, the objective is to find an optimal distance that sink travels all time slots with that distance such that the network throughput is maximized assuming that sink maintains a constant speed during its trajectory on the path. Since the time duration of each time slot is not known in advance, with constant sink speed, the optimal distance subsequently determines the time duration and the number of time slots for the trajectory of sink on the path. Considering \( l \) here as a real decision variable which its value determines the distance for which sink travels all time slots, the first constraint of this problem scenario is \( \text{Max} \{ R_i \} \) where \( 1 \leq i \leq |V| \) as proposed in [11]. This condition implies that each sensor node has maximum two available time slots for data transmission to the sink.

Knowing that \( |T| = L/l \), the problem of finding the optimal distance per time slot where the maximum network throughput is achieved (NTM-ODTS) can be formulated as MILP optimization model (10)-(13). In this optimization model, the variables \( a_{ij} \) and \( l \) are the binary and real decision variables, respectively. The value of parameters \( v_m, r_{ij}, P_{ij}, B_i, I_i \) and \( h_i(k) \) are known in advance. On the other side, with the optimal value of \( l \), the value of variables \( d_{ij} \) are determined from equation (1), \( |T| = |L/|l| \), \( \tau = l/v_m \), \( \tau_{ij} = (d_{ij}/l) \times \tau \) and \( c_i(k), b_i(k) \) depend on the binary values \( a_{ij}, 2(k-1) \leq j \leq 2k \). Constraint (11) specifies the possible range for variable distance per time slot and constraints (12)-(13) have similar description with constraints (5)-(7) in NTM problem (2)-(9) except for here, the optimal value of \( l \) determines the time duration that is considered for each time slot as well as the number of time slots.

\[
\text{Maximize} \quad \frac{1}{L} \sum_{i=1}^{V} \sum_{j=1}^{\lfloor \frac{L}{l} \rfloor} a_{ij} \cdot r_{ij} \cdot d_{ij} \quad (10)
\]

Subject to:

\[
\begin{align*}
\text{Max} \{ R_i \} & \leq l \leq L, \quad \forall 1 \leq i \leq |V| \quad (11) \\
\forall 1 \leq i \leq |V|, 1 \leq k \leq |T|, c_i(k) & \leq b_i(k) \quad (12) \\
c_i(k) = & \sum_{2(k-1) \leq j \leq 2k} a_{ij} \cdot P_{ij} \cdot d_{ij} \cdot \left( \frac{1}{v_m} \right) \quad (13) \\
\forall 1 \leq i \leq |V|, 1 \leq k \leq |T|, & \text{with constraints (3), (4), (6), (8), (9).}
\end{align*}
\]

### 4.2 Optimal Distance Allocation

As the second scenario for NTM problem, assuming that the mobile sink maintains a constant speed during whole of its trajectory on the path, the objective is to determine different optimal distances for time slots in order to further improve the network throughput. Note that under this scenario, the total number of time slots is fixed at \( |T| \) and the time duration of time slots are not known in advance. With constant sink speed, different distances for time slots subsequently determine the time duration of time slots which their values vary depending on the optimal distance of each slot. Denoting \( l_j, 1 \leq j \leq |T| \) as the distance considered for time slot \( t_j \), the objective is to find the optimal distance vector \( l_v = \{ l_1, l_2, ..., l_{|T|} \} \) for which the network throughput is maximized. Under this scenario, the problem of optimal distance allocation subject to maximizing the network throughput (NTM-ODA) can be formulated as the following MILP
4.3 Optimal Sink Speed Allocation

Motivated from delay-tolerant applications for which the total data delivery time must satisfy the application’s deadline [1], [15], we define a scenario for NTM problem where different speeds are allocated to the sink during different time slots.

For the third scenario, with total number of time slots when the speed of sink remains constant, the objective is to determine the optimal sink speed \( v_j \) for each time slot \( t_j \), \( 1 \leq j \leq |T| \) in order to achieve the maximum throughput. Since the distance is fixed for all time slots, the optimal speed at each time slot subsequently determines the time duration that sink must spend at that slot. With the aforementioned notations, the problem of optimal sink speed allocation with the objective of maximizing the network throughput (NTM-OSS) can be formulated as the following mixed integer nonlinear programming (MINLP) optimization model. Note that parameters \( T_{\text{deadline}}, v_{\text{min}}, v_{\text{max}} \) are used to denote respectively the data delivery deadline, the minimum and the maximum speeds which can be allocated to sink at all time slots.

subject to:

\[
\begin{align*}
|v_j| & \leq v_{\text{max}}, \quad \forall 1 \leq j \leq |T| \\
\sum_{j=1}^{l} l_j & = L, \quad \forall 1 \leq j \leq |T| \\
\text{with constraints} \quad & (3), (4), (6), (8), (9), (12), (13).
\end{align*}
\]

In the above formulation, the variables \( a_{ij} \) and \( l_j \), \( 1 \leq j \leq |T| \) are respectively the binary and real decision variables. We should note that the value of parameters \( |T|, v_m, r_{ij}, P_{ij}, B_i, I_i \) and \( h_i(k) \) are known in advance while on the other side, the optimal value of \( l_j, 1 \leq j \leq |T| \) subsequently determines \( \tau_j = l_j/v_m \), \( \tau_{ij} = (d_{ij}/l_j) \times \tau_j \) and \( c_i(k), b_i(k) \) are determined based on binary values \( a_{ij}, 2(k-1) < j \leq 2k \). Furthermore, \( d_{ij} \) quantities are computed using the following revised version of equation (1):

\[
d_{ij} = \begin{cases} 
\max \left\{ \min \left( \sum_{l=1}^{k} l_k, x_t + \sqrt{R_i^2 - y_t^2} \right) - \sum_{l=1}^{k-1} l_k, x_t - \sqrt{R_i^2 - y_t^2}, 0 \right\} & R_i > y_t \smallskip \\
0, & R_i \leq y_t
\end{cases}
\]

Constraint (15) ensures that the allocated distance to each time slot falls within the minimum and maximum allowed distances for all time slots and constraint (16) guarantees that the sum of all allocated distances does not exceed the total length of path.

We have illustrated schematically in Fig. 3 the distinction between NTM and the proposed scenarios NTM-ODTS and NTM-ODA in term of travelled distance by sink at each time slot as well as the number of time slots when the speed of sink remains constant under each scenario.
the time duration that sink spends at each time slot.

We should note that MILP formulations (10)-(13) and (14)-(16) are not mathematically equivalent due to the difference in the number of their decision variables. This in turn implies that the proposed algorithm for each scenario is not applicable for the other one. It is also noted that although the problem formulations for the second and third scenarios are equivalent, however, they are not transformable to each other. The reason is that since the variable which has to be optimized is not identical under these two scenarios therefore, the time slots duration are not equal under these two scenarios. This in turn implies that the distance allocation in second scenario is treated as independent from the speed allocation in third scenario.

In Table 2, we have summarized the NTM problem and the first two proposed scenarios together with the optimization model, involving parameters and the proposed data collection algorithm for each scenario. We note that although third scenario of NTM problem has been investigated in this work, as we point out later in Section 6, designing an algorithm for this scenario is considered as an interesting future work.

<table>
<thead>
<tr>
<th>Data Collection Scenario</th>
<th>Optimization Model</th>
<th>Decision Variables</th>
<th>Independent Parameters</th>
<th>Dependent Parameters</th>
<th>Proposed Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Distance per Time Slot [11]</td>
<td>ILP</td>
<td>{a_{ij}}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Distance per Time Slot</td>
<td>MILP</td>
<td>l, {a_{ij}}</td>
<td>{T}, {i, j, r_{ij}, \tau_{ij}, P_{ij}, h_{ij}, b_{i}}</td>
<td>{c_{ij}(k), b_{i}(k)}</td>
<td>ODSAA</td>
</tr>
<tr>
<td>Optimal Distance Allocation [This Paper]</td>
<td>MILP</td>
<td>{l_{ij}}, {a_{ij}}</td>
<td>{T}, {i, j, r_{ij}, \tau_{ij}, P_{ij}, h_{ij}, b_{i}}</td>
<td>{c_{ij}(k), b_{i}(k)}</td>
<td>ODAA</td>
</tr>
</tbody>
</table>

Greedy Allocation Heuristic (GAH)

**Input:** \([T]\) : Number of Time slots, \([V]\) : number of sensors

**Output:** Allocation of \([T]\) time slots to \([V]\) sensor nodes

1: for each time slot \(1 \leq t \leq |T|\) do
2: Neighbor(t) ← The set of nodes whose their transmission range covers the sink trajectory at \(t\)
3: for each sensor \(s \in \text{Neighbor}(t)\) do
4: energyBudget(s) ← energyBudget(s) + harvestedEnergy
5: end for
6: eligibleNodes(t) ← The set of nodes from Neighbor(t) which satisfy constraint (5);
7: for each sensor \(s' \in \text{eligibleNodes}(t)\) do
8: Compute Throughput(s')
9: \(s_{select} \leftarrow \arg \max_{s' \in \text{eligibleNodes}(t)} \{\text{Throughput}(s')\}\)
10: Allocate timeslot \(t\) to \(s_{select}\)
11: Update energy budget of \(s_{select}\)
12: overallThroughput ← overallThroughput + Throughput(s_{select})
13: end for
14: return overallThroughput

Getting benefit of the greedy allocation, we develop two efficient algorithms for the first and second scenarios of NTM problem. As an advantage, the proposed algorithms not only result in significantly improvement in network throughput compared to the algorithm of [11] but most importantly, as we show later, they provide an approximation factor for the problems which is interestingly no larger than the approximation factor of the greedy algorithm for NTM problem. Before detailing the proposed algorithms, we need the following definitions:

**Definition 1:** Let ILP-ODTS(l'; \{a_{ij}\}) be the obtained integer linear programming subproblem when the fixed scalar distance \(\max\{R_{i}, 1 \leq i \leq |V|\}\leq l' \leq L\) is substituted in NTM-ODTS problem (10)-(13).

**Definition 2:** Let ILP-OADA(l''; \{a_{ij}\}) be the obtained integer linear programming subproblem when the fixed distance vector \(l'' = (l''_{1}, l''_{2}, \ldots, l''_{|T|})\) satisfying conditions \(l_{\min} \leq l_{j}'' \leq l_{\max}, 1 \leq j \leq |T|\) and \(\sum_{j=1}^{|T|} l_{j}'' = L\) is substituted in NTM-OADA problem (14)-(16).

6 Proposed Algorithms

According to the definitions in the previous section, we design two greedy-based efficient algorithms for the first and second scenarios of NTM problem. Having the pre-knowledge about the locations of...
nodes in the network using the intercommunication mechanism between them, the proposed algorithms run centrally by the sink and find the sub-optimal solutions within a reasonable computation time.

For the NTM-ODTS problem, as the authors provide a reasonable explanation in [11], by increasing the distance per time slot, \( l \) from the initial value, the network throughput has an increasing behavior up to an optimal point. We get benefit of this observation to design the algorithm for NTM-ODTS problem. The body of the proposed algorithm namely as Optimal Distance per Slot Allocation Algorithm (ODSA) has been shown in Algorithm 1. It starts with the initial distance and slightly increases it by small constant \( \Delta l \) until the throughput returned by greedy allocation heuristic (GAH), with the pseudocode shown in the previous page, for obtained ILP subproblem ILP-ODTS\((l, \{a_{ij}\})\) has increasing behavior. The algorithm stops and returns the last value of \( l \) where for the first time throughput decreases. Since the proposed algorithm is adopted from the justification of authors in [11] for the behavior of throughput, therefore, the convergence of ODTS algorithm to a near-optimal solution is guaranteed.

For the NTM-ODA problem, the algorithm initializes the distance vector \( l_0 = \{l_1, l_2, \ldots, l_{|T|}\} \) with equal values for all time slots. Then, the greedy algorithm is run for the first round and the average of throughput at each time slot is obtained. Within a number of iterations equal to the number of time slots, the algorithm slightly updates the distance that sink must traverse at each time slot based on the amount of available data. More precisely, if the available data in the current time slot is below the average value, the algorithm decreases the distance at that time slot proportional to the difference between the average and available throughput at that time slot. Obviously, more available data to be collected less reduction in distance. The reverse operation is performed by the algorithm if the throughput at the current time slot is above the average. As a constraint, this updating process must satisfy the feasibility of distance vector. In other words, both constraints (15) and (16) must be satisfied during the updating process. The constraint (15) can be simply checked by performing two comparisons to ensure that the updated distance falls within the allowed range. To satisfy constraint (16) at each iteration, after updating the distance of the beginning time slots, the remaining slots are allocated with a distance which is the average of difference between the path length and residual distance. Two further conditions guarantee the validity of the allocated distance to the remaining time slots.

The greedy allocation heuristic (GAH) is run on the updated distance vector and the obtained throughput is compared with the best one found yet. The algorithm finally returns the optimal distance vector along with the maximum achievable throughput after the completion of all iterations. Since at each iteration, the distance of all time slots from the beginning up to the current iteration is updated based on the throughput achieved in the previous round, therefore, the convergence of the best solution returned by algorithm which as we show later provides the desired approximation factor is guaranteed. The body of the proposed algorithm called Optimal Distance
Allocation Algorithm (ODAA) has been summarized in Algorithm 2. We note that an algorithm similar to ODAA can be designed for the third scenario with slightly different speed adjustment which we consider as our interesting future work.

### 6.1 Approximation Factor

In this section, we analyze the approximation factor of the proposed suboptimal algorithms. Since the proposed algorithms employ the greedy allocation heuristic in each iteration, therefore, we need to find out the approximation factor of the greedy heuristic.

**Definition 3:** Let \( P \) be an NP-Hard maximization problem such that there is a polynomial algorithm \( A \) for it. We say \( A \) is an \( \alpha \)-approximation algorithm \((0 < \alpha < 1)\) for \( P \) if for every instance \( x \) of \( P \), the solution returned by \( A, s_A(x) \), is within the factor of \( \alpha \) from the optimal solution \( s_{opt}(x) \), namely, \( s_A(x) \geq \alpha \cdot s_{opt}(x) \) [21].

As our methodology to prove the approximation factor of greedy heuristic, we first derive the approximation factor of AdjustmentBased-Allocation algorithm using the idea of interval repartitioning. Together with the approximate improvement ratio between the AdjustmentBased-Allocation and the greedy heuristic, we then derive the desired approximation factor.

**Lemma 1:** AdjustmentBased-Allocation algorithm proposed in [11] is a \( \frac{2}{3} \)-approximation algorithm for the NTM problem (2)-(9).

**Proof:** Given an instance \( P \) of NTM problem (2)-(9), let assume \( S_A \) and \( S_{opt} \) be respectively the overall data throughput which is achieved by algorithm AdjustmentBased-Allocation and the optimal throughput for instance \( P \). Under condition \( l \geq \max(r_i, 1 \leq i \leq |V|) \), each sensor can send data to sink in at most two consecutive time slots and as authors show in [11], the difficulty of problem comes from the correlation between sensors when different interval partitioning is considered. To prove the approximation factor, we first find an upper bound on the optimal solution of instance \( P \).

The AdjustmentBased-Allocation algorithm considers the interval partitioning \( \{2, 2, \ldots, 2\} \) for instance \( P \) and finds the optimal solution within each interval by doing four comparisons between the sensors with first and second maximum available data at two consecutive slots. In the following, we show how changing the interval partitioning leads to further improvement in throughput. Note that the sensor nodes harvest the same amount of energy within each time interval under different interval partitioning. Since the condition \( l \geq \max(R_i, 1 \leq i \leq |V|) \) implies that each node can send its data to sink in at most two consecutive time slots, the following is the only scenario such that changing the interval partitioning leads to further energy harvesting and therefore further throughput obtained. Consider the scenario in Fig. 4 where five sensor nodes can send their data at four time slots within three consecutive time intervals. Assume sensor nodes \( s_1 \) and \( s_m \) are the nodes with maximum available data at time slots respectively \( t_1 \), the second time slot of the first interval, and \( t_4 \), the first time slot of the third interval. In the second time interval, sensor node \( s_k \) is the node with maximum data at both time slots \( t_2 \) and \( t_3 \) but has not enough energy for data transmission to sink at both slots. Also, sensors \( s_j \) and \( s_l \) are the nodes with second maximum available data at time slots respectively \( t_2 \) and \( t_3 \). Further assume that \( D[s_j][t_2] + D[s_k][t_3] > D[s_k][t_2] + D[s_l][t_3] \) holds where \( D[s][t] \), the volume of data that sensor node \( s \) can send to sink at time slot \( t \), is given by \( D[s][t] = r_s \times \tau_s \).

What AdjustmentBased-Allocation algorithm does is considering the interval partitioning \( \{2, 2, 2\} \) (Shown in the bottom of Fig. 4) and allocating four time slots \( \{t_1, t_2, t_3, t_4\} \) to sensor nodes \( \{s_1, s_j, s_k, s_m\} \), respectively. Now to see how much further throughput can be achieved, we need to consider all possible interval partitioning. With interval partitioning \( \{1, 2, 2, 1\} \) (shown in the top of Fig. 4), the sensor node \( s_k \) is located at two different time intervals and therefore finds the opportunity of two times energy harvesting. This in turn results in the selection of nodes \( \{s_1, s_k, s_k, s_m\} \) for data transmission to the sink. It is easy to see that under the other possible interval partitioning \( \{2, 1, 1, 2\}, \{1, 2, 1, 2\}, \{2, 1, 2, 1\} \) or \( \{1, 1, 1, 1, 1\} \), the same nodes \( \{s_j, s_k, s_k, s_m\} \) are selected for data transmission to the sink. It can be seen that considering each of the above-mentioned interval partitioning, the further improvement \( D[s_k][t_2] - D[s_j][t_2] \) is obtained. Depending on the deployed location of sensor node \( s_k \) at time slot \( t_2 \), with fixed values \( \tau \), its transmission duration can change approximately from zero to maximum \( R\tau_l \), where \( R \) is the average transmission range of nodes. Now, since the transmission duration of sensor node \( s_j \) at time slot \( t_2 \) can not be more than the one of node \( s_k \) at this point.
time slot, the average of improvement in throughput is approximately given by:

\[
E[D[s_k][t_2] - D[s_j][t_2]] = E[r_{kt_2}].E[\tau_{jt_2}]
\]

\[
= \frac{\tilde{r}.R.\tau}{2l} - \frac{\tilde{r}.(\tilde{R}.\tau)/2l}{2} = \frac{\tilde{r}.R.\tau}{4l} \quad (23)
\]

Where \( \tilde{r} \) is the average transmission rate of nodes. With \(|T|/2 \) time intervals, assume that for instance \( P \) of the problem, there are \( k \leq |T|/2 \) time intervals with available data (available node). Since the above improvement in throughput is achieved for three consecutive time intervals, we conclude that for instance \( P \), the optimal throughput cannot be more than the throughput returned by AdjustmentBased-Allocation algorithm plus \( k/3 \) times of the above improvement. That means for the instance \( P \) of the problem:

\[
S_{opt} \leq S_A + \left( \frac{k}{3} \right) \times \left( \frac{\tilde{r}.R.\tau}{4l} \right) \quad (24)
\]

Note that here the equality holds when the improvement occurs in all three consecutive time intervals. Inequality (24) in turn implies that:

\[
\frac{S_{opt}}{S_A} \leq 1 + \frac{k.\tilde{r}.R.\tau}{12l.S_A} \quad (25)
\]

Since according to Fig. 4, at least the data from either nodes \( s_j \) and \( s_l \) in both or node \( s_k \) in one of the time slots \( t_2 \) and \( t_3 \) is collected, therefore, for instance \( P \) of the problem, at each time interval with available data, the AdjustmentBased-Allocation algorithm achieves an average data throughput of at least \( \tilde{r}.(R.\tau)/2l \). That means with \( k \) time intervals, the overall data throughput returned by AdjustmentBased-Allocation is at least \( k \times (\tilde{r}.R.\tau)/2l \) which yields the inequality \( \frac{k.\tilde{r}.R.\tau}{12l.S_A} \leq 1 \). This inequality in turn implies that \( \frac{k.\tilde{r}.R.\tau}{12l.S_A} \leq 1/6 \). Now, from (25), we get

\[
\frac{S_{opt}}{S_A} \leq 1 + \delta_1 \quad \text{where} \quad 0 < \delta_1 \leq 1/6. \quad \text{This concludes that AdjustmentBased-Allocation is a} \quad \left( \frac{9}{14} \right) \quad \text{approximation algorithm for NTM problem (2)-(9).} \quad \Box
\]

**Corollary 1:** Greedy allocation heuristic (GAH) is a \( \frac{9}{14} \) approximation heuristic for NTM problem (2)-(9).

**Proof:** Let \( S_G \) be the optimal solution returned by greedy allocation heuristic GAH on instance \( P \). Since the greedy heuristic collects data locally at each time slot without interval partitioning, therefore, finding the upper bound on ratio \( \frac{S_{opt}}{S_G} \) is not straightforward following the repartitioning as in Lemma 1. To derive the upper bound on this ratio, we derive first an upper bound on the ratio between the data throughput returned by AdjustmentBased-Allocation and the greedy heuristic i.e \( \frac{S_A}{S_G} \) and then together with the result of Lemma 1, we get the desired approximation factor. In Fig. 4, since the greedy heuristic allocates time slots \( t_2 \) and \( t_3 \) to sensor nodes \( s_j,s_l \), respectively, with respect to AdjustmentBased-Allocation algorithm, a throughput improvement of \( (D[s_j][t_2] + D[s_k][t_3]) - (D[s_j][t_2] + D[s_j][t_3]) \) is achieved. Knowing that the transmission duration of node \( s_l \) at time slot \( t_3 \) cannot exceed the transmission duration of node \( s_j \) at time slot \( t_2 \), therefore, the average of improvement within one time interval is approximately given by:

\[
E[D[s_k][t_2] + D[s_j][t_3]) - (D[s_j][t_2] + D[s_j][t_3])]
\]

\[
\approx (\tilde{r}.R.\tau/4l) - \frac{\tilde{r}.(\tilde{R}.\tau)/2l}{2} = \frac{\tilde{r}.R.\tau}{8l} \quad (26)
\]

Having that \( k \leq |T|/2 \) time intervals with available data in Lemma 1, the following inequality holds:

\[
S_A \leq S_G + k \times \left( \frac{\tilde{r}.R.\tau}{8l} \right) \quad (27)
\]

And (27) in turn implies:

\[
\frac{S_{opt}}{S_G} \leq 1 + \frac{k.\tilde{r}.R.\tau}{8l.S_G} \quad (28)
\]

Now, since according to Fig. 4, the greedy allocation collects at least the data from the nodes \( s_j \) and \( s_l \) at time slots \( t_2 \) and \( t_3 \), therefore, for the instance \( P \) of the problem, the greedy heuristic achieves the average throughput of at least \( \frac{\tilde{r}.R.\tau}{4l} + \frac{\tilde{r}.R.\tau}{8l} \) in time interval with available data. That means the overall throughput returned by greedy allocation heuristic in \( k \) time intervals is at least \( k \times (\frac{\tilde{r}.R.\tau}{4l} + \frac{\tilde{r}.R.\tau}{8l}) \) which yields the inequality \( \frac{9.\tilde{r}.R.\tau}{8l.S_G} \leq 1 \). Considering this later inequality in the right hand side of (28), we get

\[
\frac{S_{opt}}{S_G} \leq 1 + \delta_1 \quad \text{where} \quad 0 < \delta_1 \leq 1/3. \quad \text{Now from} \quad \frac{S_{opt}}{S_A} \leq 7/6 \quad \text{and} \quad \frac{S_A}{S_G} \leq 4/3, \quad \text{we conclude that greedy allocation GAH is a} \quad \left( \frac{9}{14} \right) \quad \text{approximation heuristic for NTM problem (2)-(9).} \quad \Box
\]

In the following, we show that the proposed algorithms achieve an approximation factor for the first and second scenarios of NTM problem which is same as the approximation factor of the greedy allocation for NTM problem. Let's bring first the following definition:

**Definition 4:** Let \( opt(l') \) and \( subopt(l') \) be respectively the optimal objective value of subproblem ILP-ODTS(\( l', \{a_{ij}\} \)) and the corresponding suboptimal objective value when the greedy allocation heuristic is applied on it.

**Theorem 1:** Algorithm ODSAA achieves an approximation factor for NTM-ODTS problem which is same as the approximation factor of GAH for the NTM problem (2)-(9).

**Proof:** Let \( Max\{R_i, 1 \leq i \leq |V|\} \leq l^* \leq L \) and \( Max\{R_i, 1 \leq i \leq |V|\} \leq l^* \leq L \) be respectively the optimal solution and the solution returned by algorithm ODSAA for NTM-ODTS problem. With \( \alpha = 9/14 \), the approximation factor of the greedy heuristic GAH, to prove that ODSAA is an \( \alpha \)-approximation algorithm for NTM-ODTS problem,
we need to show the inequality $\text{subopt}(l^+) \geq \alpha \cdot \text{opt}(l^*)$.

Since the greedy heuristic GAH achieves the approximation factor of $\alpha$ for any instance of the NTM problem, therefore:

$$\text{subopt}(l^*) \geq \alpha \cdot \text{opt}(l^*) \quad (29)$$

Furthermore, since the ODSAA algorithm returns the distance scalar where the greedy allocation for its corresponding ILP subproblem achieves the maximum objective value among all possible subproblems, we have the following relation hold:

$$\text{subopt}(l^+) = \text{Max}\{ \text{subopt}(l'), \forall l' : \text{Max}\{R_i, 1 \leq i \leq |V|\} \leq l' \leq L\} \quad (30)$$

This in turn implies that:

$$\text{subopt}(l^+) \geq \text{subopt}(l^*) \quad (31)$$

Now, combining (29) and (31), we get:

$$\text{subopt}(l^+) \geq \alpha \cdot \text{opt}(l^*) \quad \square \quad (32)$$

**Corollary 2**: Algorithm ODAA achieves a same approximation factor for the NTM-ODA problem as the approximation factor of GAH for NTM problem (2)-(9).

**Proof**: The proof is similar to the proof of Theorem 1 and is omitted here for the sake of simplicity. \hfill \square

### 6.2 Complexity Analysis

The two following theorems show that the proposed algorithms have the computational complexity of polynomial order in the worst case.

**Theorem 2**: Algorithm ODSAA has a computational complexity of order $O(|T| \cdot |V|)$ in the worst case where $|T|$ and $|V|$ are respectively the number of time slots and deployed nodes.

**Proof**: According to the ODSAA algorithm, in each time slot, the GAH constructs the neighborhood set and finds the selectedNode with $O(|V|)$ in the worst case. Since the mobile sink traverses the path within $|T|$ time slots, the overall time complexity of GAH is of order $O(|T| \cdot |V|)$. Assume that the algorithm finds the solution after $N$ iterations in the worst case. Since the ODSAA algorithm runs the greedy allocation as its subroutine in each iteration, therefore, in the worst case, the overall time complexity of the algorithm ODSAA is of order $O(N \cdot |T| \cdot |V|)$.

With fixed value of $|T|$ and large $|V|$, the nodes lose their contribution in data transmission to sink with very high ratio when the distance per time slot increases from the initial value. This in turn implies that using ODSAA, the optimal distance per time slot is obtained after very small number of iterations. Therefore, from the definition of Big $O$ notation:

$$f(|T|, |V|) \in O(g(|T|, |V|)) \iff \exists c, V_m > 0 \exists |V| \geq V_m \Rightarrow f(|T|, |V|) \leq c \cdot g(|T|, |V|)$$

with fixed $|T|$ and $|V| \to \infty$, the number of iterations, $N$, starts from a very small value and converges to 1. Considering $c = 1$ and large $V_m$, this implies that:

$$f(|T|, |V|) = T_{ODSAA}(|T|, |V|) \leq |T| \cdot |V| = g(|T|, |V|) \Rightarrow T_{ODSAA}(|T|, |V|) \in O(|T| \cdot |V|) \quad \square$$

**Theorem 3**: Algorithm ODAA has a computational complexity of order $O(|T|^2 \cdot |V|)$ in the worst case where $|T|$ and $|V|$ are respectively the number of time slots and deployed nodes.

**Proof**: According to ODAA algorithm, the initial optThroughput is obtained using the greedy allocation heuristic with a complexity of order $O(|T| \cdot |V|)$. The total number of iterations in the algorithm is equal to the number of time slots. Within the iteration $i, 1 \leq i \leq |T|$, the first and second For loops are run with a complexity of order $O(i)$. To compute the complexity of the If part, we need to compute the probability that the event $\text{AverageDistance} < l_{\text{min}}$ happens. To do that, we need first to find the range of all possible values for the variable $\text{AverageDistance}$. It is obvious that the range of values for variable $\text{AverageDistance}$ is equal to $[l_{\text{min}}, l_{\text{max}}]$. Where, $L$ is the path length and $l_{\text{min}}$ and $l_{\text{max}}$ are respectively the minimum and maximum allowed distances. Considering variable $\text{AverageDistance}$ as a random variable, its probability density function is stated as $f(l) = \frac{|T| - i}{i l_{\text{max}} - l_{\text{min}}}$. Therefore, the probability of happening the event $\text{AverageDistance} < l_{\text{min}}$ is computed by the following integration:

$$\text{Prob}[\text{AverageDistance} < l_{\text{min}}] = \text{Max}\{0, \int_{l_{\text{min}}}^{l_{\text{max}}} \frac{|T| - i}{i l_{\text{max}} - l_{\text{min}}} dl\} = \text{Max}\{0, \frac{|T| l_{\text{min}} + i(l_{\text{max}} - l_{\text{min}}) - L}{i l_{\text{max}} - l_{\text{min}}}\} = \text{Max}\{0, \frac{|T| l_{\text{min}} + i(l_{\text{max}} - l_{\text{min}}) - L}{i l_{\text{max}} - l_{\text{min}}}, i < \frac{|T| - l_{\text{min}}}{l_{\text{max}} - l_{\text{min}}}, i \geq \frac{|T| - l_{\text{max}}}{l_{\text{max}} - l_{\text{min}}}\}$$

With the above probability, we have an $O(i)$ complexity for the For loop in the If statement. Similarly, the probability that the average distance exceeds the maximum allowed range is given by:

$$\text{Prob}[\text{AverageDistance} > l_{\text{max}}] = \text{Max}\{0, \int_{l_{\text{max}}}^{L} \frac{|T| - i}{i l_{\text{max}} - l_{\text{min}}} dl\} = \text{Max}\{0, \frac{L + i(l_{\text{max}} - l_{\text{min}}) - |T| l_{\text{max}}}{i l_{\text{max}} - l_{\text{min}}}\} = \text{Max}\{0, \frac{L + i(l_{\text{max}} - l_{\text{min}}) - |T| l_{\text{max}}}{i l_{\text{max}} - l_{\text{min}}}, i < \frac{|T| - l_{\text{max}}}{l_{\text{max}} - l_{\text{min}}}, i \geq \frac{|T| - l_{\text{min}}}{l_{\text{max}} - l_{\text{min}}}\}$$

With the above probability, there is $O(i)$ complexity for the For loop in the If statement. Finally, the last For
loop is performed with a complexity of order $O(|T|\cdot i)$ and the solution of greedy allocation heuristic with
the updated distance vector as the input is achieved with order $O(|T|\cdot |V|)$. Assuming that each If-Else
statement takes $O(1)$ time, putting all the aforementioned complexities together, we have the following
overall time complexity for the ODAA algorithm:

$$
T_{ODAA}(|V|, |T|) = |V| \cdot |T|
$$

respectively. For each of the above-mentioned variables, the corresponding minimum and maximum
values are considered for the uniform distribution and, therefore, the middle point of min and max is the
average value of that random variable. Furthermore, the variable $C$ is defined as a random variable to
indicate the energy consumption of an eligible node for data transmission to sink within a time interval.
We note that since the amount of harvested energy by nodes changes within a uniform interval, therefore,
we are motivated to find out the analytical threshold on the energy harvesting mean.

**Theorem 4:** With identical battery capacity $B$ for all sensor nodes, the threshold on energy harvesting mean
is approximately given by:

$$
\text{Threshold}_{h} \approx \begin{cases} 
\frac{2B+K-3I}{3p} + \frac{2B+K-3I}{3p}, & B \leq K \\
3p & B > K
\end{cases}
$$

Where $I = \frac{1}{2}(I_{min} + I_{max})$ is the average initial energy of nodes, constant $K = \frac{1}{2}(\tau \cdot r_{max} \cdot R_{max})$ and $p$ is the probability that a sensor node can send its data to sink
in two consecutive time slots.

**Proof:** We know that at the threshold point, the energy consumption of the eligible node falls below
its energy budget at the corresponding time interval. To find the average energy budget of an eligible node
within the time interval, we need to consider two different cases.

**Case 1:** The eligible node can send data to sink in only one time slot. In this case, its average energy
budget before data transmission to sink is equal to $I + h$, the average of its initial energy plus mean
of the harvested energy.

**Case 2:** The eligible node can send its data to sink at both time slots of time interval. Here, three sub-cases
can happen assuming with the same probability $\frac{1}{3}$.

**Case 2-1:** The node can send data in both first and second time slots of time interval. Now, the node is
selected for data transmission in either one time slot (first or second) or in both of them assuming with
the same probability of $\frac{1}{2}$. If selected at one slot, its average energy budget is same as Case 1. Otherwise, if
selected at both time slots, its average energy budget is equal to average of initial energy plus the amount
of harvested energy minus the consumption in the first slot which is $I + h - C$.

**Case 2-2:** The eligible node can send data to sink in the second slot of the previous interval and the first time slot of the current
interval. In this case, since the node is eligible in the current interval, therefore, either it is selected in
the previous interval and the first slot of the current interval or is only selected in the first slot of the
current interval assuming with same probability $\frac{1}{2}$. If first case happens its average energy budget is equal
to $I + 2h - C$ and if the second one happens its energy budget is equal to $I + 2h$.

**Case 2-3:** The node can send...
its data in the second time slot of the current interval and the first slot of the next interval. In this case, since the node is eligible in the current interval, therefore, its average energy budget is equal to $I + \bar{h}$.

With known value of the probability that a node can send its data to sink at two consecutive time slots, $p$, which has been analytically derived in [11], putting the above two cases together and considering that the energy budget of an eligible node can not be more than its battery capacity, the following inequality holds for an eligible node:

$$\bar{C} \leq \min\left\{ (1 - p)(I + \bar{h}) + p\left\{ \frac{1}{3}(I + \bar{h}) + \frac{1}{2}(I + \bar{h} - \bar{C}) \right\} + \frac{1}{3}(I + 2\bar{h}) + \frac{1}{2}(I + 2\bar{h} - \bar{C}) \right\} + \frac{1}{3}(I + \bar{h}) \right\}, B \right\}$$ (34)

To find the average energy consumption of an eligible node, we need to find out the probability density function (pdf) of transmission power which has a complicated term. Therefore, for the sake of simplicity, with minimum and maximum energy consumption respectively zero and $\tau_r r_{max} R_n^{\text{max}}$, we use the approximate value $\frac{1}{2}\tau_r r_{max} R_n^{\text{max}}$ for the average of energy consumption. Knowing that the energy consumption of nodes can not be more than the battery capacity, we get the following approximation for $\bar{C}$:

$$\bar{C} \approx \min\left\{ \frac{1}{2}\tau_r r_{max} R_n^{\text{max}}, B \right\}$$ (35)

Now, replacing $\bar{C}$ in the both sides of inequality (34) by relation (35) and analyzing the four possible conditional cases, it is seen that $\bar{h} \geq \frac{3B + pK - 3I}{3 + p}$ for $B \leq K$ and $\bar{h} \geq \frac{(3 + p)K - 3I}{3 + p}$ for $B > K$ where constant $K = \frac{1}{2}\tau_r r_{max} R_n^{\text{max}}$. Therefore, we get the following result for the threshold on energy harvesting mean:

$$\text{Threshold}_h \approx \left\{ \begin{array}{ll}
3B + pK - 3I, & B \leq K \\
(3 + p)K - 3I, & B > K
\end{array} \right.$$ (36)

### 7.1 Battery Capacity Threshold

Another important factor which affects the network throughput is the battery capacity of sensor nodes. The experiment shows that although the increase in battery capacity causes the increase in throughput but after a threshold point, the network throughput becomes saturated by increasing the capacity. The reason is that initially, the harvested energy by nodes is bounded by the low battery capacity and therefore increase in the capacity leads to the increase in throughput. But this increase is up to the point when the capacity of nodes has enough space to accommodate the initial and available energy for harvesting. Although after this threshold sensors have enough battery capacity, there is no more energy to be harvested and therefore the throughput becomes stable. We are here interested to find out theoretically the threshold on battery capacity when the mean of energy harvesting distribution is given.

In the following, we denote $B$ as the identical battery capacity of all sensor nodes. As it is seen from comparing the average energy budget of nodes in both Case 1 and Case 2 in Theorem 4, for every eligible node $s_i \in S$, the battery capacity must be at least:

$$B \geq \max\{I_i + h_i, I_i + h_i - C_i, I_i + 2h_i - C_i, I_i + 2h_i\} = I_i + 2h_i.$$

(37)

Since the above inequality must be satisfied for all eligible sensor nodes, therefore, we get the following result for the threshold on battery capacity of nodes:

**Theorem 5:** Given the maximum initial energy of nodes, $I_{\text{max}}$, and the harvested energy, $h_{\text{max}}$, the threshold on the battery capacity of nodes is given by:

$$\text{Threshold}_B = I_{\text{max}} + 2h_{\text{max}}$$

(38)

### 8 Experimental Results

In this section, we evaluate the performance of three data collection algorithms ODSAA, ODAA, and AdjustmentBased-Allocation [11] in terms of network throughput, energy efficiency and computational complexity. The algorithms have been implemented with the programs written in Java.

#### 8.1 Simulation Setup

In the simulations, for the system parameters, we assume a direct path with fixed length $10\ km$ for the trajectory of the mobile sink. The whole duration of sink’s trajectory on the path is divided into several consecutive time slots. From the network side, we assume that approximately 2000 to 8000 sensors are uniformly deployed along the both sides of the path. The nodes have the transmission range uniformly distributed within interval $[10\ m, 15\ m]$ and a uniform transmission rate $[60\ KB/Sec, 80\ KB/Sec]$.

The performance of three algorithms are evaluated...
considering the following model parameters: Since in the first and second scenarios of NTM problem the sink maintains a constant speed during whole of its trajectory on the path, therefore, the constant speed \( v_m = 7.5m/s \) is considered for the mobile sink in the implementation of both ODSAA and ODAA algorithms. On the other side, the same sink speed, the constant time slot period 2 Seconds and fixed distance per time slot 15m are considered in the implementation of AdjustmentBased-Allocation algorithm. However, the time slot period is changed at different time slots depending on the optimal distance at each time slot under the both first and second scenarios of NTM problem.

For the energy harvesting parameters, the uniform distribution is used in the implementation of algorithms to express the stochastic amount of harvested energy by nodes at the beginning of each interval. The ideal battery capacity 4500 Joule and the probability of battery failure 0.05 are considered in the simulations. The unit of network throughput, the total collected data by the sink, is also KB. The list of system parameters and their corresponding values has been summarized in Table 3.

### 8.2 Performance Evaluation of Algorithms

As the first simulation, we are interested to find the optimal distance per time slot under different number of nodes using the ODSAA algorithm. Recall that the at the optimal distance, the maximum data throughput is achieved. With three initial energy levels and uniform energy harvesting [480 Joule, 520 Joule] with mean \( \bar{h} = 500 \text{ Joule} \), Fig. 5 illustrates the distance per time slot achieved by the ODSAA algorithm when the number of sensors varies from 2000 to 8000 nodes. The following observations are seen: First, by increasing the number of nodes, the optimal distance per time slot returned by ODSAA decreases. The reason is that after some increase in throughput, with higher ratio the nodes loose their contribution in data transmission to sink when they are densely deployed compared to the sparse deployment. Therefore, the optimal distance is reached earlier in the case of dense deployment.

Second, by increasing the initial energy, the optimal distance has an overall decreasing trend. The reason is that since the sensor nodes have enough energy for data transmission to sink in most of the cases when with high initial energy, therefore, with faster ratio they loose their contribution in data transmission to sink compared to the case when their initial energy level is low. As another observation, the distance for three initial energy levels remain constant for the number of nodes between 6000 and 7000. The reason is that in dense deployment, the ratio of loosing contribution in data transmission to sink remains same with larger difference in the number of nodes compared to sparse deployment.

In the next simulation, we have compared the performance of three algorithms ODSAA, ODAA and AdjustmentBased-Allocation in term of network throughput in one round of data collection by sink. For different number of nodes varying from 2000 to 8000, the initial energy level [4200 Joule, 4500 Joule] and uniform distribution [480 Joule, 520 Joule], the result of throughput comparison has been shown in Fig. 6. As the results show, using ODSAA algorithm, the network throughput significantly increases.
TABLE 4: The comparison between experimental and theoretical thresholds on energy harvesting mean for different number of nodes ($B = 2 \times 10^4$ Joule).

| Number of Sensor Nodes ($|V|$) | Experimental Threshold (Joule) | Theoretical Threshold (Joule) |
|--------------------------------|--------------------------------|------------------------------|
| 2000                          | 17500                          | 16293                        |
| 3000                          | 17500                          | 16293                        |
| 4000                          | 17500                          | 16293                        |
| 5000                          | 17500                          | 16293                        |
| 6000                          | 17500                          | 16293                        |
| 7000                          | 17500                          | 16293                        |
| 8000                          | 17500                          | 16293                        |

TABLE 5: The comparison between experimental and theoretical thresholds on energy harvesting mean for different battery capacities ($|V| = 3000$).

<table>
<thead>
<tr>
<th>Battery Capacity (Joule)</th>
<th>Experimental Threshold (Joule)</th>
<th>Theoretical Threshold (Joule)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 x $10^2$</td>
<td>5 x $10^2$</td>
<td>6.4308 x $10^2$</td>
</tr>
<tr>
<td>1 x $10^3$</td>
<td>1 x $10^3$</td>
<td>1.0224 x $10^4$</td>
</tr>
<tr>
<td>1.5 x $10^4$</td>
<td>1.5 x $10^4$</td>
<td>1.4017 x $10^4$</td>
</tr>
<tr>
<td>2 x $10^4$</td>
<td>1.75 x $10^4$</td>
<td>1.6293 x $10^4$</td>
</tr>
<tr>
<td>2.5 x $10^4$</td>
<td>1.7 x $10^4$</td>
<td>1.6293 x $10^4$</td>
</tr>
<tr>
<td>3 x $10^4$</td>
<td>1.75 x $10^4$</td>
<td>1.6293 x $10^4$</td>
</tr>
</tbody>
</table>

for data transmission to the sink.

Since the energy harvesting means are considered for different rounds of sink path traversal, the observation from the result in Fig. 8 concludes that the nodes with more available data which have not enough energy in one round, find the opportunity for data transmission in subsequent round when they harvest more energy. This observation can in turn cover the fairness issue remarked in Section 3.

We have further compared the performance of ODSAA and ODAA with respect to AdjustmentBased-Allocation in term of computational complexity with the result illustrated in Fig. 9. The computational complexity of each algorithm is measured as the total time taken by the algorithm to find the suboptimal solutions. The unit of the time is considered as Seconds. As we can see, ODSAA and AdjustmentBased-Allocation algorithms have the same order of growth in computation time while the complexity of ODAA algorithm dramatically increases, therefore, confirming the statements of Theorems 2 and 3. Therefore, regarding the effectiveness of the proposed algorithms, with the same order of complexity, according to the result shown in Fig. 6, the significant improvement in network throughput is achieved using ODSAA algorithm. Also, further throughput can be obtained using ODAA with polynomial increase in computation time.

8.3 Energy Harvesting Thresholds

In this subsection, we evaluate the theoretical thresholds derived in Section 7 through the comparison with the experimental thresholds. With uniform
energy harvesting and initial energy from interval \([2000\text{ Joule}, 2500\text{ Joule}]\) for sensor nodes, the rest of the parameters have the same values as given in Table 3.

As the first simulation, we are interested to see the effect of increase in energy harvesting mean on network throughput in one round of data collection. With fixed variance of distribution and battery capacity \(2 \times 10^4 \text{ Joule}\), we have increased the mean of energy harvesting \((\bar{h})\) from 0 to \(2 \times 10^4 \text{ Joule}\). For different number of nodes, the experimental threshold has been obtained with 50 trails of simulation. As the results of comparison in Table 4 shows, with average energy consumption of approximately \(\bar{C} \approx 1.8 \times 10^4 \text{ Joule}\), the theoretical threshold derived from the relation (33) provides a confidence interval of at least 90% for the average experimental threshold for each number of nodes.

As the next simulation, with fixed number of sensors at 3000 nodes, the experimental threshold on energy harvesting mean has been derived considering different battery capacities ranging from \(5 \times 10^3 \text{ Joule}\) to \(3 \times 10^4 \text{ Joule}\). As we can see from the results illustrated in Table 5, with the same average energy consumption as the previous part, the theoretical threshold from equation (33) provides a confidence interval of in average 90% for the experimental threshold for each battery capacity.

As the next simulation, we have investigated the effect of increase in battery capacity of nodes on the network throughput in one round of data collection by sink. For the simulation, we have considered the mean of energy harvesting to justify the theoretical derivation in relation (38) in average sense. With fixed \(\bar{h} = 2000\text{ Joule}\) and considering five different number of nodes, the battery capacity is increased from 0 to 10000 Joule. For each number of nodes, the threshold on battery capacity, where for the first time the throughput becomes saturated, has been shown with dashed line in Fig. 10. The theoretical threshold shown in relation (38) with average initial and harvested energy has been also drawn with bold line. As the comparison shows, for different number of nodes, the theoretical threshold provides a confidence interval of almost 95%.

We have further simulated the effect of increase in battery capacity of nodes when with fixed number of sensors at 3000 nodes, three different values for \(\bar{h}\) are considered. As the results illustrated in Fig. 11 show, for each energy harvesting mean, the theoretical threshold (ACT) provides a confidence interval of 95% for the experimental threshold.

9 Conclusive Remarks

Toward the network throughput improvement using a mobile sink in energy harvesting wireless sensor networks (EH-WSNs), we propose a general framework for network throughput maximization (NTM) problem. By optimizing feasible problem parameters, the NTM problem is investigated under different scenarios by formulating each scenario as a mixed integer linear programming (MILP) optimization model subject to some scenario-specific constraints. Due to the NP-Hardness of the MILP problems, we design two efficient algorithms namely as ODSAA and ODAA for two practically feasible scenarios which run centrally by the sink to find the sub-optimal solutions in a reasonable computation time. Furthermore, under the uniform energy harvesting distribution, we establish two theoretical thresholds on energy harvesting mean and battery capacity of nodes such that by increasing either one after the threshold, the throughput becomes stable. The results of simulations conducted on different set of node deployments confirm the significant improvement in network throughput by optimizing the feasible parameters. Furthermore, the results of simulation is an evidence that theoretical thresholds provide a confidence interval of 90%. As an advantage, these thresholds can help the designers of sink based EH-WSNs to optimize efficiently the...
cost of energy harvesting resources in practical data collection scenarios.
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