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Abstract

This research contributes to the knowledge of dyoatability of waterborne
aircraftand ground effect phenomenaddereto an analytical and computational
study has been performed during which the motion of waterborne aircraft in take
off and landing is predicted. An analytical tool that can be usedetwigbrthe
nonlinear heaving and pitching motions of seaplanpsesented. First, the heaving
and pitching equations of motion gseesented in theigeneralLagrangianform.

Then, the equations are simplified to a form of nonlinear equations known as the

forced Duffing equations with cubic nonlinearity. The systdmmotionis assumed

to be driven by a sinusoidal head sea wave. The equations are then solved using the
PoincareLindstedt perturbation method he analytical solution is verifiedith

CFD simuations performed oAnsys Fluentand AQWA The solution is usetb

HIWHQG 6DYLWVN\YfV PHWKRG WR SUHGLFW SRUSRLVI

instability found in highspeed boats and seaplanes.

The results of the analytical tool areviary good agreememvith theresults
obtained from Fluent and AQWAdowever,as tle motion is assumed to be 2D in
Fluent,heaving amplitude is slightly over predicted. Moreover, the frequency of
oscillations of the 2D simulations fsund to beunsteady. The unsteadiness in
frequency increases with the increase of the length of the NeNlertheless, the
amplitude of the pitch motion is slightly less than the amplitude predicted
analytically. The discrepancy in the results is due to the characteristics of the 2D
simulationsthat assumes that sea water will only pass underneath thetich
will make the buoyancy force greater as less damping is experidrigsds also a
consequence of the fact that parameters within the analytical model of heave and
pitch are calculatedsing a strip theory which considers only hydrodynamic effects,
while Fluent also incorporate aerodynamic contributions. SimjlAQWA is a 3D
platform that only takes in consideration hydrodynamic edféd¢ence, the results
of AQWA are slightly less immplitude than that predictedalytically. In addition,
it wasfound thathe frequency of oscillatiorabtained using AQWAncreases with
time while in the analytical approach, the frequency of oscillations can only be



assumed to be constant for the Vehperiod of motion. The increment in the
oscillations indicatethat porpoising is taking placdeverthelesst was found that
heaving terms control the amplitude of motion and pitching terms control frequency
of oscillations. The pitching nonlinear teihas an effect aimeamplitudeof motion

but not significantFinally, the analytical method of Savitsky that is used to predict
the porpoisingstability limit is extended to findhe porpoising limit for a wider
range of pitch angles. In addition, therpoising limit is predicted for a planing hull

that is moving nderthe effect of head sea waves. When the seaplane is moving
through head sea waves at a fixed pitch angle, porpoising takes place at a lower

speed than what Savitsky has predicted.
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CHAPTER 1

1. INTRODUCTION

1.1 Research Background

The moderrransport market can be divided into two categories: the first one
has the ability to reach high speed but with-oayload capacity, such as airplanes,
and the second one has higgwyload apacity but operates the low speed regime,
such as cargo ships. With the increasing number of passengers and the need for
more freight transport around the world, logistics and transport companies are
pressured to increase the number of flights. Thisydver, has led to a ajor
increase in global air traffic, while the aviation indussryinder pressure to reduce
noise and emissions. In fact, the rising concerns about noise and air pollution in the
areas close to large airports are affecting the cgpand expansion of airports.

One of the potential solutions for this issue is to build airports away from pegulat
areas in offshore locations which means moving-tztkand landing paths over
water. However, the cost of land reclamation and the needdw terminal
buildings and pathways to be constructed is very expensive. These reasons,
combined with environmeéal concerns over fuel efficiency has led researchers to

look for hybrid technologies capable of closing this gap in the market.

A substantil alternative that would endhe need for such expensive
infrastructure expenditure would be the use of watedarafts. Since the
beginning of the nineteenth century, the concept of waterborne vehicles has been
widely investigated due to its ability tmver a wide range of applications as well

as its ability to combine between the characteristics of aeropladésydroplanes.

ORUHRYHU DV DOPRVW RI WKH HDUWKYV VXUIDFH

could provide access to almost every parhefworld.
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Waterborne aircraft is essentially a ship that has the ability to fly just above
water with a speedlose to normal airplanes. The increase in speed relative to
normal ships comes from the inased lift force acting othe lower surface of the
craft while traveling in the region close to water or any underlying surface. This
phenomenon is called groueéfect and known for its substantial Jtft-drag ratio
that makes the hybrid combination of a huge cargo ship and a fast airplane possible.
This hybrid configuration was most notably used in the developroérthe
S(NUDQRSODQ’ the BawietiUnhigdra tie\beginning of the 1960s][TThe
configuration is also known as seaplaseacraft, ground effect vehicle (GE\Or
wing-in-ground effect ghicle(WIG). A seacratft flying in the ground effectgion

is shown in kgurel.

Figurel. Seacraft in ground effect

The benefits of a hybrid design capable of sustaining-fipgeds while
carrying significant amount of cargoe extremely tangible. Not only financial, but
also humanitarian needs vindicate a worthy amount of res@atchhis field.
Considerable work has been done, mainly in Russia, on the ground effect machines.
Other work has focused on cushion vehicle adriyplaning hulls. Whilst vital
progress has been made, some issuespséilent the hybrid vehicles to take
significant market share from conventional ships of airplanes. Most importantly,
there is still much which is not understood about the -tdkeand landing

characteristics when the craft is under sea wave effects.

Nonlinear behaviour is very common inakéife engineering applications
such as the circular motion of a spAm@sspendulum system and the free

vibration of cantilever beams [Zitially, the analytical foundations of nonlinear
2



theory built on thgioneering work of Poincai@] andLyapunov[4] attheend of

the 19" century In classical mechanics, the dynamical analysis is the study of time
evolving processes and their correspagdiequations of motion. Thus, the
nonlinear dynamical system is presented as a nonlinear equatiops{emsof
equations) whichhen stand as model of the process. A wethown examp of
nonlinear dynamical systerma theforced Duffing equatiof2], which serves as a
prototype for anharmonic oscillations such as the one encountered when dealing

with themotion of seacrafts through head sea waves.
1.2 Problem Statement

A large number of analytical, numerical and experimental investigations have
been caied out in the area of waterborne aircraft dynamics. However, the previous
studies have many limitaths and only applicable under some considersatand
assumptions. There isnsufficient work to define the nonlinear dynamic
characteristics of motionfahese crafts in takeff and landing when the craft is
under the effect of sea waves. The currergaesh will analytically study the take
off and landing charaeristics of waterborne aircrafind develop a nonlinear
mathematical model taking intmnsderation sea wave effecthis will allow the
effect of nonlinearity and coupling in the two equatioffieave and pitch to be
explainedand quantified Also, the porpoising stability limit defined in Savitsky
hydrodynamic stability analysiwill be expanded through the analytical solution
obtained. The porpoising stability limit is a key design paranfetewaterborne
aircraft and expanding this limit will enhance the dynamic and static stability of this

configuration.
1.3Aim and Objectives

The aim ofthis research is to analytically investigate the dynamiclgyabf
waterborne aircraft duringakeoff and landng through obtaininganalytical
solutions tothe two nonlinearequations of heave and pitch motiofiie two
equations are driven by an extal force/moment that is assumed to be caused by

sinusoidal head sea wavé®cus is given to only heaving and pitching because at
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a speecto-length ratio of less than 4 (takdf and landing speeds), the
hydrodynanic coefficients associated with motiansother directions aneeglected

[5]. As a result, the dynamic stability of semafts during takeff and landing is
examined from heave and pitch motions. Heaving and pitching due to moving
through head sea waves illustrated in Figur@. Heaving carbe defined as the
translational (linear) motion in the vertical direction while pitching is the rotational

(angular) motion about the ceatof gravity of the searaft [§].

Figure2. SeacraftV] KHDYLQJ DQG SLWFKLQJ PRWLRQV

The aim of this research will be achieved by completing the following

objectives:

1. Derive and justify a nonlinear mathematical model of heave and pitch
motions of searafts.

2. Apply the perturbation method of Poincdredstedt to obtain periodic
analyticalsolution to the twaonlinearequations of heave and pitch. The
method will be applied to the coupled and uncoupled forms of the equations
to better quantify the effect of coupling.

3. Verify the analyticatool throughcomparing the analytical results obiih
from PoincareLindstedt perturbatiomethod withhnumericakesultsobtained
from Ansys Fluent CFD software and Ansys AQWA

4. Examine the effect of coupling and nonlinearity on frequency of oscillations
and amplitudef motion.This will give an insight ito the design parameters
that can be used enhance stability.

5. Extend Savitskyf \/nethod to predict the porpoising stability limit of

seaplanes.



1.4 Contribution to Knowledge

The novelty of thigesearch lies ithe evaluation of thdynamic stability of
seaplanes by the use a perturbation technique to solve the nonlinear equations of
motion driven by sinusoidal head sea waves. In additioreffaet of coupling and
nonlinearity on the main of seacrafts is exmined This should provide a deeper
undersanding of the nonlinear phenomenon associated with motion through head
sea waves in which the effect of the nonlinear and coupling coefficients on the
amplitude of he external force/moment éxplained Moreover Savitsky analysis
is extendedo predict he porpoising stability limifrom the nonlinear analytical
pitch equation Savitsky performed 2D analysis to obtain the porpoistadility
limit from linear empirical relations which are limited to a certainga of speed
and geometrical aspects. Howeey in this research, the applicability ranige
expanded using the nonlinear analytical solution of pitthtional motion.Not
only that, but also theinderstanding of the hydrodynamic characterist€s
seaplaesas well as thie dynamicstability is enhancedwhich contributel to the
knowledge of the ground effect phenomenionaddition, a detailed review of the
conventional analytical methods used to study the perfucenaf waterborne crafts

is documented.
1.5Thesis Outline

The hesis is organiseaks follows: n chapter 2, necessargdkground topics
are introduced in which ground effect phenomenon is discussed and its applications
presented.State-of-the-art analytical prediction techniques apresented and
finally, the limitations of the analytat methods used to study thgdrodynamic
performance of higispeed planing hulls are discussé&hapter 3 presenthe
analytical mechanics of waterborne aircraft in which the strattesponse ohe
six-degreeof-freedom system is explained. The sttiggory which is used to
calculate the hydrodynamic coefficients of the equation of motion is illustrated.
Chapter 4 presents thanalytical approach used to obtain the solution to the
nonlinear equatins of heave and pitch motioriBhe Duffing equationsral its

applications are explained. The analytical methods used to study nonlinear ordinary
5



differential equations are discussed. The perturbation method of Peinedstedt
used in this research iestribedand the solution to nonlinear heave and pitch
system of equations of motion is present@dChapter 5the CFD investigations
carried out in this research are illustrated. The steps of performing CFD simulations
using Ansys Fluent are explaineédot only that, but alséhe steps of performing
Ansys AQWA simulations of motion are present@&the analytical and CFD results
obtained are presented and discusee@hapter 6. The results are verified using
Ansys Fluent and Ansys AQWA. In this chaptée analytical model presented in
this research isisedto extend the method of Savitsky in which the porpoising
stability limit of high-speed planing hullss predicted.Chapter 7 presents the
conclusions drawn from this research and provides some guidiapossible areas

of improvements and future research.



CHAPTER 2

2. LITERATURE REVIEW

2.1 Introduction

A significant number of scientist and engineers around the world have worked
on the development of ground effect vehicles and concluded that this technology
has an importanimpact on the transport segntesuch asRozhdestvensky7],

Hahn et al[8], Ollila[9] and Ford[10]. In order to develop a mathematical model

to study the dynamic stability of ground effect vehicles, it is necessary to understand
the basic principles and performance characterisfittsose vehicles. This chapter
details previous pulications and information pertaining to ground effect vehicles
development, design characteristics and performance prediction which will enhance

the understanding of the physics of ground effect vehicles
2.2 Ground Effect Phenomenon

When a craft flies nd to the surface of water or ground, it is influenced by
the surface effect aettoydrodynamics which develop high iib-drag ratio. As
shown in Figire3, the deceleration of air trapped between themgiaand the wing
surface causes significant increaseressure on the undsurface of the wing [1].
Thus,ground effect (GE) can be defined as an increase in the-liftag ratio of a

lifting surface flying at a small relative distanfrom an undering surface [J.



Figure3. Ground effect concept [1]

This enhancement in the lifb-drag ratio is mainly due to two reasons. First
of all, as previously mentioned, lift increases as a result of the higher pressure
experienced byhe lower surface of the lifting body which consenqtly increases
the lift-to-drag ratio. Secondly, drag deteriorates due to the fact that when flying
next to a surface, wingtip vortices will not be able to spin atdbhe wing so that
less vortex dragvill be generatedin this case, the vortices will pact the ground
and cause an air cushion underneath the wing whichiwatease the pressure
underneath the wing and hengaprove the liftto-drag ratio. Moreover, it should
be noted that creating witig vortices and the consequent downwash takes gnerg
from the wingswhich causes moraerodynamic dragrhisexplains why less drag
is experience when flying in the ground effect region. kig 4 shows a plane
under the effect of wingtip vortices whegifig at an altitude and when flying close
to ground[1].



Figure4. Wingtip vortices in GE [1]

Ground effect phenomenorawinvestigated by Bagl¢$1] who analytically
and experimentally examined the pressure distribution ordimensional wings
near the surface ofrgund. Afterthat, Carter [1Rconducted experimental testing
on aerofoils with end plates and concluded the following:

1. An increase in the slope of the lift curve is experienced as the aerofoil
approaches the ground.

2. If end plates are added to the aerofoil, a furthergase in the slope of the lift
curve and a considerable decrease in the induced drag are expenbiated
largely increase the lHto-drag ratio.This is because wingtip vortices will not
spin aroundhe wing of thevehicle butwill impact the ground which will
create a region of high pressure underneath the vehicle.

3. The skin frictiondrag remains constant as the aerofoil approaches the ground.

4. As the height above the ground is reduced, the statgtladinal stability is
increased at higher angles of attack due tohigg-pressureegion created
underneath the vehicle.



It can be concluded that GE is the effect of agynamicand aereelastic
forces on platforms flying very close to wertying sufaces. This effect isue b
the redation in wingtip vorticesand increase in pressure underneath the vehicle
which results irmore lift force to be generated, less induced drag to be experienced

and consequently less total agrmdmic drag to be encounéel [13.
2.3Wing-in-ground Effect Vehicles
2.3.1 Definition

Yun, Bliaultand Doo [1]define the wingn-ground (WIG) effect vehicle as
one that creates loazhrrying air cushion under its wings while flying jadiove
the surface of water or ground@lhe latter goes oto claim that this configuration
offers another step upwards in service speed which could reach almdstat90
Rozhdestvensky [Mdefines the WIG effect vehicle as one with an engine which is
designed to fly next to ground or water sue by takig adzantage of ground
effect Maimun et al[14] studied the aerodynamic characteristics of ground effect
vehicles and clainthat a GEMs one of high speed low altitude flying vehicle that

could takeoff and land on any relatively flat sudasuch as land, ater or ice
2.3.2 History and Development

Ground effect was already being used in flight machines in 1903 when the
ULJKW EURWKHUY HQFRXQWHUHG WKH *( XQGHU ZKDW
RU 3SDQFDNH"™ ODQGLQJ 0OkX seapland Kadxpdriehced 6B
during its transatlantic flightgd]. The phenomenon was then highlighted as an
enhancement in performance when flying close to a surface. After that, T. Kaario
built a ground effect vehicle in Finland in 193%]. It was he first purposkilly
desiged YHKLFOH WR H[SORLW *( 7KH YHKLFOH ZDV FDOC
was a single seater and capable of reaghi2 krots over ice or water [7The
vehicle is shown in Figre 5. However, due to the greater interest in pager
aircraft, seaplanes amigh-speedboats were not developed further.
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Figure5. Aeroseldge No.8 GE vehicl&][

At the beginning of the 1960s, R.E Alexeyev started his develapmen
programme in Russia focusing on a new miiteraft called Ekranoplafv]. The
work was carried out at the Central Hydrofoil Design Bureau in the Soviet Union
DQG LW ZDV WKH ZRUOGTV ILUVW PDMRU UHVHDUFK DC
effect vehites [1]. The first concept developed by Aleggywas inspired by high
speed boats. The latter proposed to add airlikaftvings to the hull of a high speed
boat so that more lift will be generateks a resultthe craft will then takeff and

glide justabove the surface of water supported by GE.

Alexeyev noticed that the most important factor to stabilise the WIG effect

vehicle is lift force variation on the distance from the wing to the water surface

VFUHHQ RU 3H MU VatiafiorallowsmtheDrehicle to fly steadily at a
fixed distance from the water surface. This was regarded as the most critical design
challenge in the delopment of WIG effect crafts7]. Figure 6 illustrates this
behaviour. It shows the effect of aspect ratio onlifthdo-drag ratio while taking
in consideratin the height above the ground as a ratio of height to mean Gierd.
lift -to-dragratio increases in direct proportion with the aspect ratio and in inverse

proportion with the heightio-chord.

11



Figure®. Lift -to-drag ratio agast flying height [1]

Alexeyev and his team succeeded in the design and construction of the first
WIG effect vehicle, SML in 1960. The vehicle has a 20 m long cylindrical fuselage
and two wings in d&andem arrangement and weighs almost 2.8 ton. It mdritage

reach 200 km/h over calm water [1]. A schematic diagram oflS8/Ipresented in
Figure?.
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Figure7. The SM1 Ekranoplan [1]

SM-1 has proved the basic principles of Gifl allowed the team to learn
more about the concept. tever, SM1 had experienced several issues through
testing till it crashed in Jamawny 1962 due to engine failurkla order to overcome
the technical proleims in SM1, a new aerodynamic desigras propsed The new
Ekranoplan has one main wing supporteddtedt in exploiting GE and another
horizontal tail at the top of a vertical fin outside GE region to maintain longitudinal
stability. Also, a new jet engine was mounted at the bow to deliver higbupees
air through a diffuser into the area under thegwifhe new design was called SM
2 and completed in March 1962 [1]. A schematic diagram of2Ssl shown in
Figure8.
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Figure8. The SM2 Ekranoplan [1]

Unfortunately, the SV was partially damaged in a fire accident and was
subgquently modified. The modified version was called-3Rand it was given a
rectangular wing, the tail size was increased and a second engine was installed. This

craft showed better stability in cruigj [1].

In 1962, SM3 was designed and built to sucddbe SM2. It has a much
longer, low aspect ratio main lifting wing and smaller tail wing. The engine is now
mounted at the front of the nose of the fuselage with the exhausts blown under the

leadingedge of the lifting wing [1]. The SA3 is presented iRigure9.
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Figure9. The SM3 Ekranoplan [1]

This configuration showed much improved lifting capability but the low
aspect ratiavas notthe best solution especially at high speeds. In addition, when
flying at a distance of 1.5 mnd above from the water, the S0Mwvas unstable in

yaw [1].

After that a new configuration wasetslielopedbased on the SM. It was
calledthe SM-4 and had &arger jet engine to enhance tad ability. The design
was very promising and made Alexeyevli®dee that the hydrodynamic and
aerodynamic characteristics of WIG effevehicles are predictable enough that a
huge step to a much larger production Ekranoplan was possible. As a result, the KM
RU WKH 3&DVSLDQ 6HD ORQVWHU" Zdhy aqhveiyhed KH FUD I
544 ton. It was capable of accommodating 900 passeamglereaching a speed of
300 knots. Nevertheless, the KM had 10 huge turbojet engines with 13 ton thrust, 8
were mounted at the bow for takéf and 2 were mounted at the stern for sinu
[1]. The KM is shown irFigure10.
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Figurel10. The KM Ekranoplan [1]

7KH FUDIW ZDV EXLOW LQ WKH 3&KLNDURY  1DYDO &
to Gorky city and was completed in 1966. The first test took pfratiee Casp@an
Sea coast in October 1966. The craft was able to achieve a speed of 450 km/h
without any stabiliy problem. The takeff happened at a speed of 140 km/h using
the 8 turbojet engines mounted at the bow. Thrust nozzles are turned down during
takeoff to blow under the lifting wing to create air cushion so that lift could be
increased. Once the craft s the sea, thrust nozzles are turned back to their
horizontal position to provide more thrust to accelerate. Landing procedure is very
simple, it is the @verse procedure of takdf. First of all, thrust power is reduced
so that the craft could slowdoy 6 HFRQGO\ ERZ MHWYVY QR]]JOHV DL
increase pressure under the main wing. After that,ing#sngines are turned down
so that the craft codlsettle on its dynamic air cushion. Then, speed is recarmkd

thecraft cruise in displacement meplistlike a ship [1].

In order to examine the stability of the craft, Alexeyev stopped the engine and
let the craft ditch without human intervention. Theaft was able to land
horizontally and safely and it gave the passengers on board much beftde oo f
Moreover, the craft had much improved manoeuvrability, it managed to complete
a 360° turn without any issue [1].
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The KM completed dl4-year operatonal career safely and successfully.
However, during a test in 1980, the pilot changed to cruisesrbetbre the KM
actually enters the GE region which made the craft to lose speed and decelerate
quickly and eventually touch the water at a relatively sigbed which caused the
craft to crash into the sea. The structure was damaged beyond repair andtsank

Caspian Sea [1].

The success of the KM made the team design a smaller WIG effect craft, the
heavyduty ODQGLQJ FUDIW 32UO\RQRMI973 WithZIDO/toRR Q VW U X |
weight, two engines hidden in the bow part of fuselage and a cruising propulsio
mounted at the intersection of the vertical stabiliser and the tail flhrfedeneral

profile and a picture of the Orlyonok are shown inurggll and12 respectively.

Figurell Orlyonok general profile [1]
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Figurel2 The Orlyonok Ekranoplan [16

The Orlyonok showed improved manoeuvrability especially at low speed due
to the improved rear enginedtower weight. But after a few runs, the craft made
a strong impact with a wave resabjiin a serious damage. Alexeyev claimed that

the accident was caused by a pilot error [1].

In 1987, the development programme of Ekranoplans continued and staff at
the RussiarCentraIND Y\ GHVLJQHG D PLOLWDU\ :,* HITHFW FUDI
was baed on its predecessor the Orlyonok but with 8 engines at the front fer take
off and 2 at the rear for cruising. It showed better seakeeping because of its more
dynamicdly balanced design and larger size. In addition, the craft performed much
better underthe effect of seavaves of up to 3 m height [[ The Lun is shown in
Figurel3,
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Figurel3. The Lun EkranoplanifQ]

Because of lack of fundg, the Russian Navy was unable to continue
developing WIG effect crafts. However, after the accident of the nuclear submarine
3&RPVRPROR]" LQ 5XVVLDQ RIILFLDOV FRQFOXGHG
high-speedcapabilities, wald be the best optiom the used as salvage vehicles in

remote areas [1].

WIG effect crafts were also developed in countries such as China, Germany,
England and the USA. A more extensive historical review of WIG effadts can
be found in [1], [7] and9].

2.3.3 Technical Tems

To enhance the understanding of GE and WIG vehial&sy technical terms
relating to this technology are defined next

1. Dynamic air cshion: it is thehigh-pressureregion generated between the

lifting body and the below wat@r ground surface as tiedy travels in the
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improved aerodynamic effect region. This cushion can be generated in two

ways:

x Geometrically: The lifting body can be shaped in a way so that air can be
retained underneath the body. This was known previouslyeasaptured
air bubble(CAB) concepbf the 1960s [1P An example o CAB vehicle
is shown in Figurd 4.

Figurel14. Captured air bioble (CAB) vehicle over water [10

x Aerodynamically: in this way, air is blommderneath the lifting wing at
amuch hKHU VSHHG WKDQ WKH ERG\TV IRUZDUG VS
lift by lowering he wing flaps and wing tip fences and by adjusting wing
geometry. This was the basic principle for the Russian WIG effect craft
programme1].

2. Static air @shion: this is the higlpressure region generated by air jets,
propellers or fans that are mounted between a lifting body and water or
ground surface (directed towards the water or ground surface when the craft

is at standstill]1]. A WIG effect craft designed to create static cushion
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will close the main wing flap when accelerating from a standstill to assist in
generating the static air cushion.

3. Hump geed point: as the seaplane accelerates from zero velocity, there is
some speed athich the water resistance becomes maximtihis point is
NQRZQ DV 3KXPS VSHHG SRLQW"~ ,W LV WKH SRLQW
being predominantly buoyant to being dynamic (hydrostatic to
hydrodynamic). This is a key point in WI€ifect craft desig success [2-
19]. The variation of watedrag with vehicle speed and with engine thrust for
a hypothetical WIG vehicle is explained in the conceptual curvésgure
15.

Hump speed point

Water drag

WIG vehicle speed

Figurel5. Variation of water drag with speed and thrust

4. Porpoising: WIG effect vehicles haveiaique instability phenomenon called
porpoising whit, according to Faltinsen [1,9can be defined as a periodic,
bounded vertical motion that a craftight show at takeff and landing
speedsA schematic of porpaisg is shown inFigure16. This phenomemn
can be seen as an oscillatory motion in the heave and pitch axes and can cause
severe damage to the structure of the craft. In some cases, if the hull is leaving
water and returning at negative trim &ngthe crét will submarine [20.

Stabilityissuef WIG effect vehicles can be fatefden in calm watet.oss
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of longitudinal stability can cause séfiduced heave and pitch oscillations
(porpoising) andsubmergence of the bow area J[2Therefore, it is very
important to predict the behaviour of WEHect vehicles in the design stage.
More details abaduyporpoising can be found [B, 21, 22, 23.

Figurel6. Schematic of Porpsing [2]]

5. Froude Number (y): it is a dimensionless number used in hydrodynaioics
study the influence of gravity on fluid moti¢24]. It is defined based on the

speedto-length ratio as follows:

7
(a Ve (2.1)
where 7 is the forward speedCis the acceleratn of gravity and. is the

OHQJWK RI WKH FUDIWYVY KXOO ,W FDQ DOVR EH E|
or the volume of displacemefit9].

2.3.4 Types

The wish to develop an optimum configuration of a Wftea vehicle that
generates low drag andgvides sufficient stability in all possible speeds has led to
a wide range ofjround effect vehicleoncepts. Clearlythe objective of every
designis to perfectly exploit GE. However, the differences are itifiimey methods
used to operate near waterground surfaces and in the methods used to maximise

the lift to overcome the hump speed point. The different types proposed over the
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past years have different names and are known by acronyms. The variatjons ma

be summarised as follows:

X Wing-in-ground (WIG): this is the most common name of crafts with GE
technology. Crafts designed with deep chord lifting wing and side buoys or
plates are known as WIG vehicles. These crafts have no especial lift
improvement fetures like propellers or fans to blow undbe main wing.

They have the advantage of lower capital and running cost compared to the
other types. This design fits very well in the civil applications as it is
configured to operate in thewer speed and loeranges [3]. An example of

this type is lhe Lippisch X114 developed irGermany for tourism purposes
[26]. The model is shown in Figude.

Figurel7. Lippisch X-114 WIG [Z%]

x Ekranoplan opower augmenteding-in-ground effect craft (PARWIG): The
PARWIG is a very goo@xample of a GE machine that could be designed
with improved performanceand operating characteristict. has bow
mounted propellers that make the generation of air cushion under the wing
possible at even zero forward speed. This improves thed#kahlity and
eliminates the hump drag [INlost of the configurations are built for military
applications (high speed and load capagit}) These vehicles use propellers

to create a static airushion underneath the main wing to generate lift as
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described bfore in section 2.3.2An example of this type is thEM
Ekranoplarpresented in Figure 10

x Dynamicair-cushion caft (DACC) or Grounekffectmachine (GEM): this
configuration flies in thénigh-pressureegion very close téhe underlying
surface The crdt in this case has a large cushion lengtbeam ratio. In
addition, it has one or two lifting wings with small aspect ratio. The propellers
are usually mounted at the front in order to bloigh pressure air into the
cushion underneath the craft. Th@n@iguration has the advantage of added
takeoff ability as it starts to enter the-gurface effect at lowespeed
compared to other typess KH 5XVVLDQ 3YRAZID uteQ8))it J
considered a DACQ27].

Figurel8. Volga2 DACC craft [27

x Dynamic air cushion wingn-ground effect craft (DACWIG): this izhybrid
design that combines the characteristics of both the DACC and the PARWIG.
It is designedd take the higtspeed ability and good cruising stability of the
PARWIG, and the easier manoeuvring and less capital cost of the DACC.
This configuration operates in the strong ground effect zone close to the water
surface, and it is unable to operate oluthe GE region which makes it less

complicated due to the umeeded sbility and control systemsA typical
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craft of this type is the Chase DACWIGpresented in Figur# andknown
as the SWAN [2829, 30.

Figure19. The SWAN [2§

2.3.5 Operational Modes

The modes of operation of GE machineserodifferent surfaces and at

different speeds, are presentedrigure20.

Figure20. WIG vehicles operational modes [1]
The operational modes of WIG effect vehicles can be explainedlasd:

1. Floating mode: this mode is uskn manoeuvring on water at low speed after
launching or approaching terminal.
2. Air cushionborne mode: the craft is moving on water at medium speed. This

mode is used for manoeuvring over narrow water ways and vatem
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accelerating for takeff. There ae two points at which the overall
performance is highly affected due to the peak drag experienced:

a. Hump speed: this point is explained previously in section 2.3.3. In basic
words, the hydrodynamic resistance becomeximum at this speed
point. The pilot Bould make an effort to pass this hump speed as quickly
as possible.

b. Takeoff speed: this is the point where lift becomes high enough to
overcome hump drag. The craft will then leave water surface to enter true
flying mode in GE region. At this point, dght clearance will exist
EHWZHHQ WKH FUDIWYV KXOO0 DQG ZDWHU VXUIDF
will noticeably drop allowing the craft to accelerdte cruising/flying

mode.

3. Cruising/flying mode: the craft isperating in the GE region at high speed
Stability and behaviour in this mode is highly affected by the vehicle

configuration and thrust power.

2.3.6 Alternative Technologies

There are several other vehicle types that were developed to provide fast
marine transportation. The most common alatines to WIG effect vehicles are as

follows:

1. The Hydrofoil: this alternative craft has foils attached to its hull that act as an
DLUFUDIWYV ZLQJV LQ ZDWHU 7KH IRLOV-RSHUDWH
friction drag. In contrast to WIG vehicles, thechnology does not use the
GE to generate lift. Its speed is limited to a maximum of 50 knots due to the
cavitation barer on the foil upper surface [B1The fully-submeged
hydrofoil shown in Figurl DQG NQRZQ D VisvihK rhodt-faidufR L O °
exanple of hydrofoil craft§31].
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Figure2l. 7KH 3-HWIRLO~ K\GURIRLO FUDIW > @

2. The surface féect ship (SES): the side hulls of this craft are designed to
generate an air cushiondareduce the water wawraaking. However, it still
has very significant watdriction drag. This technology has the advantage of
much larger payload compared to hydrofoils. It oeacha maximum speed
of 100 knots [31 The SES BelHalter 110 is shown ifkigure22.

Figure22. The Bell Halter 110 SES craft [1]

3. The Hovercratft: it is also known as air cushion vehicle (AA8) shown in
Figure 23, this configuratioruses fans to blow air into a cavity in a similar
way to the SES. However, it has flexible skirts around the air @ushi
periphery which are used to isolate the craft from the surrounding water

surface so that it can opegatver both water and ground [31
27



Figure23. BHC AP1-88 hovercraft [1]
2.3.7 Advantages and limitations

Before discussinthe advantages and limitations of WIG effect vehicles over
other technologies, it may be helpful to first distinguish the WIG effect hashic
from other marine vehicles and airplanes. A WIG vehicle next to a conventional
airplane is shown ifrigure 24. Thefeatures that distinguish WIG vehicles from

other technologieare listed below the Figure

Figure24. WIG velicle vs airplaneT]
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1. The main wing is low attached to the hull and has wide shape with small
aspect ratio. Also, bouady plates (usually float plates) are attached to the
main wing to enhance its aerodynamics when moving close to Waisris
to restrict air underneath the craft in order to create the high pressure region
(air cushion)31].

2. Improved tail assembly. THen (or sometimes fins) is high and has a rudder.
Also, a horizontal stabiliser is attached to the fin at utmost heigh

3. The bottom of the hull is made with increased strength to withstand the
hydrodynamic loads.

4. The WIG effect vehicle has specific egment and specifisoftware for
automatic control to enhance and expedite takifigrom water, stability,
efficiencyand safety.

5. Adjustable bowmounted propellers to allow for air blow under the main wing
for increased takeff ability. This can also bdone by installing deflectors or

leading edge slats.

The most important advantages of GE machines over other teghesmlre

as follows:

1. Much improved safety because of the ability to ditch over water in case of
emergency which means especiatBipport systems for crew and passenger
are not required.

2. Specifictransport operations and expensive runways are noedeedWIG
effect vehicles can use any naval port or shore as their base of operation
because they have the ability to fly, float on waited land on shore.

3. Much improved comfort level is possible.

4. Less expensive cargo and passenger transportation caaclbeved.
Nevertheless, with this technology, the touristic and commercial
opportunities are endless.

5. Improved fuel consumption due tioe highlift -to-drag ratio experienced.

Despite that, GE vehicles have a few limitations such as:
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1. WIG effect vehicles need calm seas to operate. High waves can be a big
challenge when designing a WIG cratft.

2. Very long journeys are not possible withoutuedfing which pose a practical
challenge.

3. The cost of designing and producing a WIG effect vehigleery high
compared to a conventional ship or aircraft.

2.4 Aerodynamic Aspects of WIG Effect Vehicles

Aeroplanes usually experience four forces: liftky drag force, gravitational
force and thrust force. The gravitational force depends on the taighe craft
and it is always directed towards the earth. The thrust force depends on the engine
and the type of propulsion system of the craft. The fitt drag forces depend on
the shape of the craft, the air conditions, the velocity of the crafbtied factors.

Lift is directed opposite to the weight and drag is opposite to the thrust.

In terms of aerodynamics, GE is the improved performance of fofcas
lifting body with respect to the freestream results, which is applicable when
operating nextto an underlying surfaceAs illustraed in Figure 25, the
aerodynamic forces experienced by aeroplanes are categorised into two
components: lift normal tde freestream and drag parallel to the freestream. When
operating close to a surfadbe incomingfluid flow is restricted under the lower
surface of the wing which increases the pressure and thuscpstore lift
compared to the freestream results. &wer, the induced drag is reduced due to
the reduction in downwash as explained previously in@e&2. This change in
aerodynamics between conventional airplanes and WIG effect vehicles is

demonstrated ifigure26 [32].
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Figure25. Aerodynamic forces experienced by WIG vehicles [1]

Figure26. Aerodynamics of WIGrehicles vs normal airplanes [32

The study of WIG effect craft aerodynamics is concerned with the effects of
the threedimensional flow ield on the overall performance produced by the
presence of the undenhg surface. In order to understand the aerodynamics of WIG
effect vehicles, it may be helpful to first explain the terminology. The aerodynamic
performance of a WIG vehicle can be désed by a few termsuch as:
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x Wingspan:as shown in Figur&7, it is the horizontal distance between the
tips of the two wings of a craff83].

Figure27. Wingspan of a WIG craft

x Angle of attack: it is the angle between the onicwnair or relative wind and
a reference line on the airplanevang as shown in Figure 283].

x Chord lengthas presented in Figus, this parameter refers tbe distance
between the leading edge and the trailing edge of a wing or a¢83oil

Figure 28. Aerodynamic parameters of Wh&hicles [3]

x Wing loading factor: is the WIG vehicle weight per unit area of wing.
Xx 7TKH DVSHFW UDWLR $5 LV WKH UDWLR RI WKH ZLC
x Stagnation point: it is a point #he leading edge on an aerofoil where the

local velocity of steam or wind stagnates (brought to a standstill). In other

words, it is the point where the flow field splits, flow above the stagnation
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point goes to the upper surface of the aerofoil and Below the stagnation
point goes to theolwer surface of the aafioil [34].

It should be mentioned that the impact of ground effect starts when the craft

is on a distance equals the wingsfram the underlying surface 1B

In the next suisections, thaerodynamic aspects that define the performance

of WIG effect vehicles and their performance prediction methods will be discussed.
2.4.1 Aerodynamic Lift

Lift can be defined as the mechanical aerodynamic force that hobdshicée
in the air. It is prduced by motion of a flying body through air and it is always in
the direction opposite to the weight of the body. Lift force is generated from every
part of the vehicle body but the major part of it is generated by the wings.
Aerodynamic lift is a vectadiorce that has a magnitude and a direction. In terms of
direction, lift force passes through the centre of pressure of the craft and it is always
normal to the flow direction. On the other hand, the magnitude of the lift i®rce
affected by wingspan, argbf attack, height above the underlying surface, wing

loading factor, gpect ratio and vehicle speed [34).35

LLIW IRUFH GHSHQGY RQ 1HZWRQYV Wpakddss ODZ R
through the centre of pressure of the craft and it is alwagysal to the flow
direction This explains that lift is an interaction between a moving fluid and a body
with mass. The body should be in contact with the fluid. Otherwise, no liftean b
generated. Also, lift is generated by the difference in velocity betvneerraft and
the fluid which means that no lift is generated if there is no motioneast the
craft and the fluid [3}

When the lifting geometry of a WIG effect craft is well de®d, it provides
an enhanced lift for smaller ground clearance. For iostanings with flat lower
surface generate optimum ground effelttis explains some of the differences
between the different configurations of WIG vehicles. Moreover, as preyiousl
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demonstrated ifigure6, for a given wing area, lift is larger for a wiagth larger

aspect ratio.

The impact of GE on the lift of a WIG effect vehicle can be explained by a
JUDSK RI OLIW FRHIILFLHQW YHUVXV YHHLpiCaHYYVY DOWL
WIG vehicle, the coefficient of lift varying with angle of attaankd ratio of altitude

to mean chords shown inFigure29[32].

Figure209. Lift coefficient varying with (a) anglef attack; (b) height/chord [25
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It can be observed frorfRigure29 that the lift coefficient increases inversely
wLWK FUD -w-§hérdKratib ArdWdirectly with the angle of attack for a given
WIG geometry.

2.4.2 Aerodynamic Drag

The aerodynamic drag is defined as a mechanical forceppases a body
motion through air. Drag is generated from every part ofY"Rée KLFOHYV ERG\ DV
result of fluid interaction with the solid body of the vehicle and it is always opposite
to the direction of motion of the vehicl€he difference in velocitpetween the
craft and the fluid is the main reason of the aerodynamic tiexgertheless, drag
can also be described as a friction force because the main source of drag is the skin
friction between the molecules of the fluid and the solid body surfadesafraft.

The skin friction drag highly depends on the properties of betbdlly of the craft

and the fluid. A rough surface would produce more skin friction drag than a smooth
one. In terms of fluid, the magnitude of friction force depends on manyrgacto
some of these factors also affect the magnitude of the lift forcetmrsaire unique

to aerodynamic drag such as viscosity, compressibility, mass of fluid and craft
speed. Drag force is also a vector quantity and therefore & hesgnitude and a
direction [33.

The most critical factor that aerodynamic dreigiluencedoy is the viscosity
of the fluid which carsignificantly affect the aerodynamic resistance to motion.
This can be explained as folloves the craft travels through air molecues stick
to the surface of the craft and create a layer of air near tfeceknown as a
boundary layerThis can belefined as a thin layer of fluid near the surface of the
craft in which the velocity changes from zero at the surface tivedbstream value

away from the surface. Boundary layer buildisishown inFigure30 [36].
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Figure30. Schematic oboundary layer formation on a flat plateé]3

Boundary layer can change the shape of the craft because tlué dmweacts
to the edge of the boundary layer as a physical surface. However, ithédiu
conditions in and near the boundary layer are unsteady which meaausgestwith
time [39.

Reynolds number represents the magnitude of the viscous forcée to t
motion of the fluid flow. The magnitude of these forces depends on the geometry
andthe speed of the craft. Reynolds number is used to specify the condifioid
flow as laminar or turbulenReynolds number is defined as the ratio of inertial
forces (which is the resistance to change or motion) to viscous forces (which is the

friction force between a layer and a fluid). It can be expressed@s$¢35]:

, | EIANPEN?AGTE 74
9" REO?BKRN?AOa R

(2.2)

where éis the viscosity of the fluid7 is the speed of the fluid,is the clord length
Ris the kinematic viscositya is the absolute viscosity which is the density

multiplied by the kinematic viscosity.

For WIG effect vehicles, drag force is measured by its induced vortex
component and it depends on the mutual relationskigvden chord length,
wingspan and height fromnderlying surface. According ®ozhdestvensky |7
for a vehicle with high chord length, drag increases as the vehicle comes closer to
the underlying surface as a result of ihgh-pressure@egion created werneath its
body. However, the latter goes to claim that for a harmonically designed WIG
vehicle, drag decreases with decreasing flying height for a constant liftisThis

becausenear an underlying surface, fd-drag ratio increases with both the
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increase of aspect ratio and wiile decreasef flying height. Thigs supported by

Yun, Bliault and Doo [1jvho statéhat aerodynamic drag of WIG vehicles is highly
dependent on the aspect ratio (AR). For a WIG vehicle with aspect ratio above 1,
the dra@ decreases with increasing flying heightt Binen the AR = 1, the drag
becomes independent of flying height. However, when the AR is less than 1, the
drag increaes with increasing altitude [1].7

2.4.3 Lift-to-Drag Ratio

Lift-to-dragratio can be dened asthe quantity that measures the aéitcy
of the craft. A WIG vehicle can have a high-tié¢drag ratio only if it generates a
large amount of lift or a small amount of drag. The higher the lift force generated
the more payload the craft can garfAlso, the higher the lito-drag ratio tle less
fuel is consumed and the longer distance the flight can cover. Generattydrtig
ratio equals the lift coefficien®p over the drag coefficienfg,as shan in the

following equation [3]:

raipesBEH %

| — (2.3)
&  raepsca %,

where 8is the speed of the craftiis the frontal area (the surface area that thd flu

interacts with) andéis the density of air.

Yun, Bliault and Doo [1puggesthat lift-to-drag ratio is proportional to the
aspect ratio for a fixed angté attack and ground clearancéhe effect of aspect
ratio, ground clearance and angle of &taw the liftto-drag ratio for a rectangular

platform is shown irFigure31.
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Figure3L1. Lift-to-drag ratio relationship with (a) angle of attack (b) #Rdifferent
flying heights [32

2.4.4Endplates Effects

Endplates are a we important aerodynamic feature of WIG effect vehicles
because, for a WIG vehicle with long chord, the air cushiaerneath the vehicle
is positively affected by the difference in pressure between the upper and lower
surfaces of the wingEndplatesare used to reducéhe loss of pressure from
underneath the vehicle. In addition, endplates play a significant role in the increase
of effective aspect ratio. The smaller the aspect ratio, the msefalthe endplates
in preventing pressure lasAlso, if englates are dégned to be portable

(retractable), they could be used in statability control and motion [37
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2.4.5Sea Waves Effect

There are many important situations that should be considered when a WIG
effect vehicle operates over a sea environnseich as takeff and landing on
waves. Athough insufficient research hadgen done on this area, the following
points have beerpacluded from the literature [333]:

x When a WIG effect vehicle flies above a wavy sea, it experiences an
additional unstedy lift which changes periodically depending amplitude.

This is due tohte shape of sea waves which continuously changes between
peak (highest amplitude value) and trough (lowest amplitude value).

x The total wavdanduced lift for a flat wing over the wa overall pepd is
positive. This explains why a wing would have additional lift when operating
over a sea wave. This is due to the nonlinear characteristics of GE
phenomenon whereby the average lift increment due to wave crests is
relatively larger thathe lift decement due to wave troughs.

x The amplitude of the unsteady waweluced lift depends on the ratio of
wavelengthto chordlength of the wing. As the ratio increases, the amplitude
decreases.

X The waveinduced lift response of the WIG vehidepends onthe vVELFOH TV
weight, the flying height, angle of attack and on the wave characteristics
(length and amplitude). For instance, a vehiclghwarge weightvill not be
affected by water wavesiless the waves are very long.

x The vertical wind generad by the orlial motion of the air particles excited
by the water waves imposes a significant impact on the aerodynamic
performance of WIG vehicte This effect depends on the wave amplitude,
wind speed and difference in velocity between the water waehanWIG
vehicle.

x Finally, roughness of sea water negatively affects the performance of the
vehicle because ground clearanwestbe increased in order to avoid contact

with water waves crests.
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2.46 Aerodynamic Performance Prediction Methods

The aeroginamic chara@ristics of WIG effect vehicles can be examined
using different methods to analyse the behaviour of these vehicles under desired
conditions. Mathematical, numerical or experimental investigations can be applied
to describe the performance\WWiG effect crdts. Recently, the remarkable growth
of computing power along with Computational Fluid Dynamics (CFD) allowed the
designers to make considerable progress in performance prediction. However, the
analytical methods are still very vital espelgiah the degyn stage and can be used
to create a performance prediction tool. The areaymethods are used to calculate
lift, drag and centre of pressure of WIG effect vehicles. The most common
analytical procedures used to describe the aerodynamavioerr of WIG crafts

are the folloving [39:

x Conformal mapping.

x Vortex theory.

X Asymptotic expansions.

x Pressure distribution calculation.

x Computational panel methods.

Cummings et al. [37&rguethat the most common methods used to describe
the threedimensonal aerodynanic vortex of a body in air are the Vortex Lattice
method(VLM) and the Panel method. Those methods are efficient and capable of
providing noticeable insight into wing and craft components aerodynamics. They
DUH EDVHG RQ /DS Qddublerteddt thex SameLpRigipal Eheoretical
restrictionssuch as being only applicable to tdonensional problemdvioreover,
both methods are solved numerically which means that answers cannot be obtained
without finding the numerical solution of a ma&twhich is bo large for basic hand
calculations. However, there are a few differences between the two methods such
as: VLM focuses on the lifting effects without paying much attention to the
thicknessaandthe wing is assumed to be a combination of shirfacesOnthe other

hand, thePanel method haso limitations on thickneqd89].
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Priyanto et al. [4Dmeasured the wing aerodynamic daga WIG effect
craft and statehat the methods that can be used to model a wing motion in
proximity to the groundare simple chnnel models, analytical asymptotic
approaches, potential panel methods and modern finite volumeaseiso, the
work presented i40] concludedthat the total aerodynamic drag force on a wing
near an underlying surface is divided into twamponents Wwich are drag force of
wing which is caused by dynamic air cushion pressure and drag force of fuselage
which is due to the forces acting on the hull above water. The tail drag wa
neglected in this research [4More details about the aerodymic performace of
WIG effect vehicles can be foumal [32-44)].

2.5 Hydrodynamic Aspects of WIG Effect Vehicles

The first studies in the development of WIG vehicles were done on high speed
planing hulls which have similar performance characteristics &% Whicles a
they are both designed to glide on top of water and take advantage of the positive
dynamic lift produced by their motion. Thus, it is important to study the
hydrodynamic characteristics of planing hulls before undertaking the design of a
GE machine.In the last century, fundamental research on the hydrodynamics of
waterbased aircraft has been carried out. The first experimental research on planing
surfaces wa conducted by Baker in 191254 This is followed by wider
investigations carriedy Sotorf in 1932 [4§. After that, more examinations on the
topic werecarried out by Shoemaker [k Bambrau$48], Sedov[49], Locke[50],
Korvin-Kroukovsky et al[51] and Murray[52]. Subsequently, in 1964, Saviisk
[53] discussed the hydrodynamicarhcteristicof planing surfaces and presented

a method to predict the performandgdsmatic planing surfaces [b4

Planing starts when accelerating to a sufficiently high speed so that the centre
of gravity of the hull is lifted above its normallkfiloatation height. A planing
surface is designed to be supported by the dynamic reactions between the body and
the wate[55]. There are two different types of pressure forces acting on the hull of
a WIG craft. The first one is the hydrostatic forcedymncy force) According to
Archimedes principle, the hydrostatic force acting on a body that is fully or partially
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submerged in water equals the weight of the water that the body displaces. The
buoyancy force is always in the upward direction and paksasgh the cetre of

mass of the body. The second force is the hydrodynamic force which depends on
the fluid flow around the hull and grortional to the speed squai®s]. On the

other hand, the total hydrodynamic pressure drag of seaplanes is compogad of
differert types. The first one is the pressure drag developed by water pressure acting
normal to the inclined hull. The second one is the viscous drag acting tarigential
to the bottom of the hull and is the resulflafd friction [52]. Figure32 shows the

different forces acting on a planing surface in viscous water.

Figure32. Forces acting on a planing surface

The motion of WIG effect vehicles is distinguished by many unique
characteristics that exist because these leshaperate in two media, air and water.
When the WIG vehicle is floating on water, the motion introduces additional
complications. As explaineih Figure 33, WIG vehicles go through a transition
process from a steady state mode in which the vehicle & static buoyancy (the

displacement range) to a dynamic planing mode (the planing range).
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Figure33. WIG vehicles oprating phases [$6

The vehicle must be designed to accomplish this transition smoothly and

successfully betweethe three basic regimes which are waterborne buoyancy,

waterborne planing and airborne flight. In order to differentiate between the three

modes, the motion of WIG effect vehicles is classified according to Froude Number
((y) as follows [56:

X (4 P r& This is the displacement range. The seaplane is moving through
water by pushing the water aside. In this range, there are two types of pressure
forces acting othe seaplane, the hydrostatic force (buoyancy force)thed
hydrodynamic force. However, thieydrostatic force (restoring force) is
dominant in this region relative to the hydrodynamic forces (added mass and
damping forces)The seaplane must be capable of withstanding moments
introduced by the action of windhd wave while travelling in this spd
range.

r& O (4 Osd In this speed range the seaplane enters the planing mode
(also known as senpmlaning or semdisplacement mode). As the speed
increases, the weight of the seaplane becomes mainly supported by
hydrodynamic forces while the hydrotaforce beomes less dominant.
Each of the forces has a different centre of pressure. Nevertheless,
aerodynamic effectstartto play a role in lifting the seaplane off water in this
region. The main challenges in the design of seaplanes are in tldgapge.

The seaplane must be capable of accelerating to-dgffkerhile keeping
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stability about all axes of motion. Also, as the seaplane accelerates from zero
velocity, there is some speed at which the water resistance becomes
maximum. This point is knowDV 3K XPEEGVSRILQW"~ ,W LV WKH SR
the lift force shifts from being predominantly buoyant to being dynamic
(hydrostatic to hydrodynamic). If the seaplane is not very well designed to
overtake this issue, it will not be able to tad®.

X (4 P s Thisis the fully planing range where the weight of the seaplane is

mainly supported by aerodynamic forces.

Almeter [%4] carried out a study about the resistance prediction methods of
planing hulls and suggested an analytical method to study ti&rmpancewhich
will be discussed later in this section. In this study, the author has defined the basic
speed regimes that a planing hull can operate in according to the volumetric Froude

Number ((4i) as follows [54

x Preplaning: it is also called théisplacement mode. It is the hydrodynamic
effect region and can be experienced ugf4p L t &éost of the weight of
the hull is supported by hydrostatic forces (buoyancy).

x Semiplaning: itis also known as sendisplacement mode. It is the transition
phase and can be experienced in the ranged (;; O va. In this case,
the weight of the hull is supported by both hydrostatic (buoyancy) and
hydrodynamic forces. As the speed increasés tontribution of
hydrodynamic forces in lifting the weight of tleeaft increases while the
hydrostatic forces contribution decreases.

x Fully-planing: it is the aerodynamic effect region. It can be experienced when
(41 Rvd At higher speeds,the weidit of the hull is supported by

aerodynamic forces only.

It can be HUVWRRG IURP $OPHWHUYfV VWXG\ WKDW
hydroplaning, the pressure forces acting on the surface of the hull are buoyancy and
dynamic pressure. Each of the forces has #eréifit centre of pressure. The
buoyancy force has a centre of hydrastaressure, while dynamic forces have a

centre of hydrodynamic pressure as showigure34 [54].
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Figure34. The centre of hydrodynamiaid hydrostatic gssures [5]7

The basic hull design of seaplardesmonstrates a hull that assists in lifting
off the craft in he water. Priyanto et al. [#8tatethat when a hull is in planing
mode, there is a tendency that it trims at a certain angle. This meanstiranth
of the hull will lift out of water andtte rear part of the hull will immerse partially
in water.Figure 35 explains the difference between a hull in the planing and pre
planing (displacement) modes. The hydrodynamic lift and resistance will be
enountered at the rear part of the hull where trent will be afected by

aerodynamic forces [40
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Figure35. A planing hull in (A) Displ@ement mode (B) Planing mode [40

Hydrodynamic drag on a body moving through water carebieretl as a force
acting in the direction oppdsitothedirection of motion of the body. This force is
VRPHWLPHYVY FDOOHG 3UHVLVWDQFH WR PRWLRQ" 7KH
water) is given a uniform velocity opposite to the direction of ibdy (WIG
vehicle). This velocity brings the bpdo rest, while at infinity the fluid assumes a
velocity equal and opposite to that velocity the body had before. In this case, as the
superposition of such a uniform rectilinear motion cannot have any dynam
consequences, the drag of the body does maige whether the fluid is moving

and the body is at rest or whether the fluidtieeat and the body is moving [B5

The first hydrodynamic resistance law was proposed by Newton. The law
assumes that theab is due to inertia, which is the case when a body is moving
through fluid with relatively low viscosity like water or air. As a result, the

hydrodynamic drag can lmalculatedusing the following equation [35

&L B#E (2.4)

where &is the drg force, Bis the factor of proportionality (usually assum?d#

is the projected area of the body in the direction motion Rl the forward

velocity.
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There are several forms of hydrodynamic drag that influence the penocema

of planing hullssuch as [5B

x Skin friction: it is the drag due to viscous propertidésfloid. The basic
principles of this drag are the same as the drag in normal aeroplanes. The
ZHWWHG DUHD RI WKH :,* HIITHFW YHKLFOHYTV ERG\ |
the flow of fluid around it which creates a boundary layer similar to that
explained m section 2.4.2.

x :DYH GUDJ LW LV XVXDOO\ JHQHUDWHG E\ WKH Y
through water. It is proportional to the hull length and it affects the
performance signifiaatly when traveling in the displacement mode.

x Pressure drag: this dragdue to the pressure difference between the leading
HGJH DQG WUDLOLQJ HGJH RI WKH YHKLFOHTV KXO!
mode, this drag is caused by the separation of flarticle at the trailing edge
of the hull. When traveling in planing medthe pressure drag is due to the
generation of lift as the bow of the hull starts to incline which increases the
difference in pressure between the two sides of the hull.

X Appendagedrag: it is generated due to the additional hardware below
waterline sub as rudders, propellers and roll control surfaces. This drag is
almost negligible when studying the hydrodynamic performance of WIG
effect vehicles because they are usually contrde@erodynamic rudders

and driven with aero engines.
2.5.1 HydrodynamicPerformance Prediction Methods

The performance of planing hulls is predicted by studying the relations
between different variables such as speed, displacement, longitudinal leagth, be
length, trim angle, deadse angle and longitudinal centre of grgvitThese
variables are called the basic dimensions (geometry) and loading of the planing hull.
The shape of the hull can be concave, convex or straight, and can have high warp
or highbeam taper. Resistance prediction methods can generally be classified in
the following categoriesHf]:
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Analytical methods (ao called empirical prediction methods).
Graphical prediction methods.

Planing hull series prediction methods.

Numerical methosl

Statistical methods.

S o

Experimental methods.

It is important in the design stage to choose the most applicable performance
prediction method that confornts the shapeoperating conditionand geometry
of the planing hull[54]. The hydrodynamic analysiechniques for seaplanes

available in the opeliterature are summarised in the next diagram.

Einite Volume
Method (FVM)

Viscous Flow Finite
Based Difference
Methods Method (FDM)
Numerical Finite Element
Techniques Method (FEM)
Planing Hulls Potential Boundary
Analysis Flow Based Element
Techniques Methods Method (BEM)
Analytical/ .
Experimental I\Sﬂz\t’ggiéy
Techniques

Figure36. Hydrodynamigperformance prediction methods [59

In the next suksections, the analytical methods available in the litezatuil

be discussed.
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2.5.1.1 Savitsky Method

Savitsky [53 statesthat the horizontal centre of buoyancy is 33% of the
wetted length forward of the traom. The work in [5Balso siggeststhat the
horizontal centre of dynamic pressure is 75% forwardefttansom in case of a
small angle of attack. The pressure distribution on a planing surface is presented in
Figure37. The Figure shows that the centre of dynamic pressure isxapately
at a point 75% forward of the transom. As the speed increasefgries start to
change from hydrostatic to hydrodynamic. This means that at higher speeds the
buoyancy force can beeglectedand the centre of pressure moves from the centre

of buoyancy to tk centre of dynamic pressure [53

Figure37. Pressure distoution on a planing surface [b3

The equations developed by Savitsky describe the wetted area, lift force, drag
force, centre of pressure and the porpgistability limits of hard chine prismatic
planing plate in terms of itseddrise angle, trim angle, speed and weight. This
method is based on the dynamic lift equadifirst developed by Sedov [$®nce
the shape and geometry of the hull are definebecomes easier to predict its
performanceFigure38shows the basic ters that describe a planing hull according

to Savitsky.
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Figure38. Planinghull design characteristics [b3

The Figure demonstrates that th&ersection of the bottom surface with the
undisturbed water surface is along the tvapsig lines (GC) between the keel and
chines. It caralsobe observed fronfrigure 38 that for a \VA\shaped planing hull,
there is no noticeable evidence of water-pipeat the keel line. When the hull starts
to rise and have a larger trim angle, the watdirpile-up at the keel. Also, along
the spray root line () there is a tendency of the water surface to rise before the
initial point of contat with water O. Satsky [53] argueghat the spray root line is
slightly convex. lbwever, it can be assumsttaight. As a result, the mean wetted
length of a deadlise planing surface can be defined as the average of the keel length
and chine length calculated from the kad the hull (transom) to the point of

intersection with spray root line (B).

As preented inFigure 39, the total hydrodynamic drag on a planing hull has

two components:

x The fluid friction drag &;

1/~
X The pressure drag%ée

50



Figure39. Hydrodynamic drag components3]5

In order to develp his equations, Savitsky 3bstudied the equilibrium of
planing surfaces. First of all, he assumed that the planitigshmoving in a
constant speed with no acceleratiorany direction. Secondly, the planing hull is
considered to have a constant deiad anglg U, a constant equilibrium trim angle
(1@ and a constant beam lengt$) for the whole wetted plang area. Nevertheless,
6DYLWVN\TV WKHR U heR@i@dyhaghit Eoviditians DTWdHnveans that
the weight of the hull is balanced only by the hydrodynamic liftdferéccording
to Savitsky [53, equilibrium is achieved when the following conditsoapply:

1. The summation of forces in the vertical directiszero.
2. The summation of forces in the horizontal direction is zero.
3. The summation of moments about the centre of gravity CG is zero (pitching

moment equilibrium).

Figure40 shows the differentoirces and paramats Savitsky [5Bhas used

in the development of his method.

Figure40. Schematt analysis of a planing hull [$3
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It is worth mentioning thtan his analysis, Savitsky [$8onsidered the beam
to be more importa than the length of the hull kmese the wetted length of the
hull does not remain constant. It varies with trim angle, loading and speed while the
wetted beam generally remains constant. This means that he classified the basic
speed regimes that a plagi hull can operate in according the beam Froude
Number. Moreover, the latter points out that at high speeds, it is possible to change
the wetted length of the planing hull without changing its hydrodynamic
characteristics. This assumption waso supprted by Murray [2]. In addtion,
Savitsky [53 used Froude law of similitude to produce the planing coefficients and
symbols in his analysis. It can be noted thate analysesan be applied to study

the performance of watdrased aircraft.

By applyirg the equilibrium principle, thegeilibrium trim angle( ig can be
calculated anthe performance characteristics of the planing hull can be predicted.
The procedure of Savitsky method can be explained as follows:

1. The geometry of the hull is defined which the following variable are

specified:

X The total mass of the boat (or can be expressed és
X The beam length»

x The longitudinal distance of centre of gravity measured from the transom
LCG.

x The vertical distance of centre of gravity meadurem the keel VCG.
X The deadrise angleU

X The trim anglei.

x The velocity of the craf8

x The inclination of thrust line relative to keel ling
2. Then a few variables are calculated in the same order as follows:

X The speed coefficient (which is thedne Froude number):
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8
% L— 2.5
¥C> (2.5)

x The lift coefficient of deadise planing surface:

IC
% L

—ts86>6T (2.6)

x The lift coefficient of an equivalent flat platé s;is calculated from the

following equation:
%al % Erarxvogd (2.7)
x The wetted lengtibeam ratioéis calculated from the following equation:

rarwﬁwl

%

%L I Hasta® E (2.8)

Then the wetted length is calculaté@m the following equation., L a>

x The mean velocity over the bottom of the planing surfacealculated

from the following equation

rastE®i58 Frar xWiras ta®58;4a 4@
& L8KF — | (2.9)
a...'si;
x The friction drag coefficiens calculated as folles:
% L rayw (2.10
'HKE4g F 15 -

where4gzLV 5H\QROGYTV QXPEHU DQG FDQ EH FDOFXODV

a>
45 L &R (2.11)

x The water friction drag&;can be calculated from the following equation
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s18848>°
& I‘_t .U

k% E A%o0 (2.12)

where A%is ATTC standard roughness = 0.0004

x Then, the total hydrodynamic drag can be calculated as follows:

&L ICP=l: E—Y_ (2.13)

x After that, the centre of dynamic pressuréisnd from:

. S
AL Ty WS i (2.14)
—5  Etay

x Then the two distancesand ?shown inFigure 40are calculated from:

2L .%)F %4> (2.15)

> .
=L 8%)F—V—f:-U; (2.16)
The equation of equilibrium of pitching moment ienhsolvedas follows

?
| cacl 1Cd—isFecti;ec¢iEj;;FBOHD

A (2_17)
E &:=F B;

x If the equation satisfies the equilibrium (sum of moments = 0) then the
wetted length of keel , and the vertical depth of trailinglge of craft

below level of water@re found fronthe following equation

>P =1

—_— 2.18
té—fig, (2.18)

.p L &5~E

@L ., O Ei}; (2.19)
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x If the equation of equilibrium does not equal to zero, a different trim angle
(1) must be assumed and the procedure repeated till two different values
of moment are found (negative and positive) and then by interqo ke
equilibrium trim angle {9, & D QG FouQd BH |

2.5.1.2 Morabito Method

In this method, it imssumedhat the pressure at the stagnation point is far
greater than the pressure at the other parts of the hull. Therefore, the problem
becomes very complex and direct calculation methods cannot be applied to
calculate the pressure distribution along hull surface. As a result, the pressure
can be calculated in lengthise and breadtwise directions independently. It could
then be extended to a thrdenensional distribution over the hufigure41 shows
the threedimensional pressure distributiones thebottom of a planing surface
[60].

Figure4l. 3D pressure distribution ovére bottom of a planing hull [§1

lacono [6] studied Morabito method and stated that the dynamic pressure
along the planing hull exhibits a maxim at the stagnation point. Eventually, the
pressure deteriorates and reaches atmospheric pressure at the end of the hull. As
explained irFigure42, Morahto method focuses on the pressure distribution along
the longitudinal keel line at the bottom o&thull. Also, it calculates the pressure

at the transom and the longitudinal pressureidigion over other sections [p1

In the case fothe keel line Morabito [6Q introduced the following equation

to calculate the maximum page at the stagnatiguoint
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N L OEU (2.20)

where Uis the angle between the stagnation line and keel line shown in the next
Figure, Mis the pressure along the line which can be fonaoh the following

equation [52

S
ML—t 686 (2.21)

Figure42. Components of planmhull explained by Morabito [G1

The pressure gradually decreases along the keel line till it becomes almost
zero at the transom. The pressure reduction along the line can be calculated from
the following equation:

28, . _i°7
_l\/l L ra{rx:—67 (222)
where 24 is the pressure behind the stagnation point ansl the dimensionless

distance from the stagnation and can be calculatedtfrerfollowing equation

|
L (2.23)
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where >is the breadth ahe hull. Then, Morabito modified the equation of reduced

pressure along the keel linefaiows:

lrarxi7p - (2.24)

C. E
. tavz z—l\ae;f"""
E I
Morabito calculated the pressure at the transonmtogducing the following

equation:

k& F : 058

2 L .
k&, F:O%Eraiw

(2.25)

where §& is the dimensionless distance between the transom and the stagnation line
as each longitudinal section and can be calculatedtfierfollowing €uation

o Fraw

—3 (2.26)

O

where ; Ll(3 is the dimensionless transverse distance from the latigél

symmetry (keel) line (the same as the previously defindulit in the transverse

direction).

The previous equations of Mdmi#éo only measure the pressure distribution at
the transom, at the stagnation point and along the symmetry lbetvieen the.
Morabito statesthat the pressure declines along the stagnation line and
consequently, at each longitudinal section the maxirmptessure is less than that
on the longitudinal symmetry (keel) line. The latter has used the Swept Wing

Theory to calculatehe pressure reduch along the other sections [60

As previously presented Figure42, Morabito [6Q suggestedhat the fluid
velocity is a combination of two components, velocity along the stagnation line and
velocity normal to it. Using the normalbmponent of velocity and resulting
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pressure, the ratio of transverse pressure along the stagnation line is found as
follows:
51O o FAVF
20160y cut Fraw B2 L (2.27)
2 rav sk ;
By multiplying the previous equation by the maximum pressurgressure

over the stagnation line at a desired longitudinal section is fouiuil@ss:

%208, 201600 5.1
Vi O B; (2.28)
Morabito method is not able to define many terms needed in predicting the
hydrodynamic performance of planing hulBor example, it cannot define the
porpoising stability limit. As a result, it cannot be used as the staph®d®r boat

design.
2.5.1.3 CAHI Method

The CAHI method was proposed by Alme{B4]. This method is used to
predict the performance of prism@planing hulls. It is also known as Lyubomirov
method or TSAGI method from the Central Adngdrodynamic InStute in
Moscow. The CAHI method was imatly developed by Perelmutd62] who

investigated the takeff characteristics of seaplanes.

Almeter [54] developed this method based on the same dynanegiititions
prepared by Sedov $Jithat Savitsky [3] used to develop his method. In Savitsky
method, the trim angle is corrected based on the constantideadhile in the

CAHI method, the wetted @a increases with deaise.

CAHI method concurs with the stuayf Chambliss and Boyd [§3&s both
concludethatin theory for a given lift coefficient, any increase in the desd
angle will increase the trim angle and wetted lengtheplaning hul. This means
that the hydrodymaic resistance will increas&he procedure of CAHI method can

be summariseds follows:
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1. The variables GHILQHG LQ 6DYLWVN\{V d&dHiveR®@ DUH FD
equation of moment should be solved to obtain the mean wetted-lezath
UDWLR 2QFH DQ DFFHSWDEOH LV REWDLQHG DO
and the deadise lift coefficient can be calculated. The equations for the

aforanentionedermsare as follows:

ryea . . L _FE9_ aFra;d
SEsaa1yWETAZ ¥T/Q|E:uéEsii;°/§
/ L % (2.29)
rye aFra;a
SEs&d~:aEr&; %
% L—S (2.30)
r &é86>6 '
% ryed caFra®
A 9% e (2.31)

i SEs&%d :AEr&; %

2. The mean wetted lengtieam ratio and thieim angle can now be calculated

for a deaerise planing hull from the followingquations

5_43: ; . ; ) /
8 L— = s Fra{iectU; " Bs Esiwe <¢U;;*88%—1 (2.32)
Y ¥ %
\ \ ré‘skaELl'Aom “sFrésy§a R U X
I LI1E B & — (2.33)
ga ...y

3. After that, the wetted surfacg the average bottom velocit and the drag
of prismatic hull are calculated as follows:

5L >a (2.34)
R Yk '
I
L 8B F C .
& SE& (2:35)
r 066 B
&L ¢—fld oE———’@—Eé (2.36)
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where 9% can be calculated from thHellowing equation which is theame

equation proposed by Savitsky:

rayw

0 [ A—
/QL:HKZI@Ft;ﬁ (2:37)
4. Finally, the wetted keel length and the wetted chine length are calculated as

follows:

a L'—i (2.38)
E.o
5 L pt (2.39)
>— fi;
b F .ol g (2.40)

2.5.1.4 Payne Method

In 1995, Payne [@4studied the planing theory. The latter has discussed the
difference empirical equations used to pecethe performance of flat and-shaped
planing hulls availale atthat time. As a result, a method to predict the resistance
of planing hulls was proposed

In his study, Payne [§4points RXW WKDW 6DYLWVN\TV HTXDWLF
accurate equations developed in the last century for describing the total
hydrodynanic drag and lift forces acting on a planing hull. Therefore, in order to
YDOLGDWH KLV PHWKRG 3D\QH FR FigDd43pBeskritsy PHW KR (
D FRPSDULVRQ EHWZHHQ 3D\QHTVY DQG 6DYLWVN\YV Ul
produced by a planingull versus the wetted lengtio-beam ratio. It camlsobe
observed fronfFigure43 that when the wetted lengtb-beam ratio is low, Payne
method overestimated the lift force. As the lengtibeam ratio increases, Payne
method givesower lift force estinations[56]. It is worth mentioning that Payne
[64] states that the hydrostatic pressure acting on a planing hull is less than
Archimedes force.
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Figure43. Comparison between Payne and Savitsky Methof]s [6

Payne theory is basex two-dimensional flow analyses of a flat plate. It can
be seen as an improved version of the resistance prediction methods available at its
time. The latter modified the coefficients developed pnesly. Furthermore,
Payne [64 made different assumptisrbased on the revision of tlexperimental
data available. The lattstates that the modifications are made to the coefficients
XVHG LQ WKH 3DGGHG P yfdrces frediztadifdrgedly IRU SODQL

Tablel summarises the different empirical equagidnhydrodynamic lift of

planing plates developed preusly as provided by Payne [64
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Tablel. Equations of hydrodynamic lift of planing plate<l]6

: Geometrical
Author Year Equation -
Specifications
Perring and . .
g 1936 om L rgini®e UL r?
Johnson [6b
1 Qsrt
Sottorf [66 1937 % L r&vuwg®
t#1 wRiQz!
Perel 2 1 % L
erelmutef62] 938 A L— E#
Sedovfrom [64] | 1939 % L rge#| iQvt?
ASTSaE#
_ e#OE2PKQOI R .
Siler [67] 1949 %LW Ergzab% ?2K( UL r?
Korvin- i Qv
Kroukovsky et al. | 1949 O L rasti®dys®
[51] UL r2
G. .
% L—i2
t
Locke [5Q 1948 UL r2
k and n are given in the reference g
functions of the aspect ratit
rawiQ i
Korvin- ray e #i 1
1950 o LT EF I 1540 Qsr
Kroukovsky [@8] 't E#,
. eT# o e
o L i % O E 291
rtQiQvwi
Era20Fi?KGi
Schnitzer [8] 1953 UL rt
. r&zw UL urt
i L LsF M
a
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Shufford [70]

1954

&y
t

% L K1 EOPI?KOI

'S E #,

I Qsx?

>Lrt

Brown from [64]

1954

te

AL— ‘.
? KPE & E 1t 7 KPF &;

#

#Ps

Brown from [64]

1954

%L :s&kyYOE Eirda{;as
F#OE2KOI
te#

u? K—tIP

#0Os

Farshing [71

1955

WEXA{uFsavy#s;i Ftay{
F#2eEX#EV
E:xdzw
Fvavzuy®o
FxdzwilLr

% L & %

. SE#
el sauw{:—f-lsgp

itFsz? [

{rav upP:D_

El
H~

sz QiQury

Farshing 71]

1955

WEXA{uFsavys;i Ftay{
F#2eEX#EV
E:xdzw
Fvavzuy®o
FxdzwilLr

% L & %

. SE#
ael sajw{:—folsgp

t1QiQszt?
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z1QiQsz?

UL rt
€4 v

Shuford [72 1958| o4 Lt 2K§i E- OB 2 1] UL tr?
'S E#, u

UL vr?

2.5.1.5Shuford Method

This method was developed poedict the performance of de®pplaning
hulls operating at higspeed regime where the buoyancy force is negligible. It does
not discuss the effects of spray drag. It discusses the effects of the vertical spray
rails on the performance of planing hullshas been modified severaiies to
produce improved performance predictioathods. Brown [7Bproduced a version
of this method that takes in consideration the buoyancy force which makes his
method applicable to lower speeds (lower Froude number).nidusfied version
is based onhe sane basis as Savitskyethod [73 The equations and procedure

of this methd are explained ifi72].

2.5.1.6Summary of Prediction Methods

The advantages, disadvantages and method of validafi@ach analytical
method discussed previougyelistedin Tale 2.
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Table2. Summary of hydrodynamic prediction methods

Method/Author Advantages Disadvantages Va\l:lcilter\]ted
At can  predict the »Applicable to steady state conditio
porpoising stability limit. only.

At can  predict thg >Only hydrodynamic investigations. N

performance of hulls with other forces are considered.

pure plaing conditions| »Only applicabe to WULP DQJO

which have similar At higher trim angle, the results starts

performance characteristi¢ deviate from the results of th

as seaplanes. experiments. Previous
Savitsky At is the most commol xhe centre of dynamic pressure | analytical

method used in speedbg assumed to be at 75% of the mean we methods

design.

length forward of the transom which
not accurate when analysing seayas.
At assumes that the thrust is alwg
parallel to the axis thruster (prime moy
axis) which may not be always true.

Spray drag (whisker spray) is n

included or taken into account.
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At stars to behave irrationally when th
dead ULV H D QJOHhér than 50° d
when the deadise angle is not consta
along the hull.

YOnly applicable to calm sea condition

no wave is considered.

Morabito

At can be used to predict tf
performance o]
displacement and planin
hulls.

Wery simple and easy t

use.

At does not define the porpoisir
stability limit of planing hulls.

At is not applicable for high coefficier
of speed%a

At only investigates the pressu
distribution along the keel line ar
stagnation line of the planirgll.
At does not explain the relations betwe
the different design variables of t
planing hull (deadise and trim angles)
At cannot be mathematicatombined
with the aerodynamic effect because
only explains the hydrodynamic presst

on the hull.

CFD and

experiments
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At does not investigate the contributi
of the hydrostatic force (Buoyancy).
Spray drag (whisker spray) is also 1

included or taken into account.

Was initially developed t¢
predict the characteristics
seaplanes. Thus, it abe
modified to give more

accurate results unds

X'his method is based on Savits
method. As a result, it has the sa
limitations.

At does not define the porpoisir

stability limit of planing hulls.

CAHI different conditions. Only applicable to a certain hy Experiments
geometry.
Only applicable under the san
conditions and assumptions it is bas
on.
At can be used to predict t st does not define the porpoisii Experiments
performance of| stability limit of planng hulls. and previous
Payne displacement hulls. Xt is not applicable for high coefficierl analytcal
of speed%a methods
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Wery simple and easy t

use.

At only discusses the hydrodynamics
flat plates with naleadrise angle.
At lacks the investigations of th
aerodynamic forces acting on plani
hulls.

Shuford

At can be applied to hig
speedregime ((; P s&).

Applicable to high trim
anglez1Qi Qszt
Different deaerise angles
were tested in th

development of this metho

At is based on the same basis as Savi
method.

»Pure hydrodyamic conditions.

Experiments
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CHAPTER 3

3. ANALYTICAL MECHANICS OF WATERBORNE

AIRCRAFT

3.1Introduction

The study of dynamics @&E vehiclesan be split into two partkinematics
and kinetics. Kinematics is the branch of science that treats geomaspesaits of
motion without paying attention to the forces that cause the motion. On the other
hand, kinetics is the study of forces that cause the motion. In order to analytically
study the motion of waterborne aircraft, it is necessary to undetsigkishetics of
rigid bodies [24. An equation of motion of a rigid body in any form can be deffine
as a mathematical formula that shows the relationship between accelerations,
velocities and position eordinates.

In the analytical study of submarines, airtrapacecraft, planing hulls, GE
vehicles and other aero and hygilanes, the body that is motion is referred to
as a rigid body. A body can only be rigid if under any circumstances, the separation
between its particles remain constant. In other wadmdy is said to be rigid if
the compressions and stresses that the body encounterswahdgon do not cause
any elastic deformation within the body which means that there will be no
geometrial shape changes in the body][74

Many terms are used tescribe the different aspects of motion of Velit2ct
vehicles in a seaway. Similar to plag hulls and other displacement ships, the
general field of WIGeffect vehicle motion can be divided into two headings
manoeuvrability and seakeeping [7Both of these theories are concerned with the

same issue which is the analytical study of motiHiowever, the separation
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between the two approaches allows different assumptions to be made based on the
case of study. In the next two sséctions, the manoeuvgnand seakeeping

theories will be defined.
3.1.1 Manoeuvring Theory

Within the frame ofmanoeuvring theory, the study of a planing hull
advancing at a constant forward speed in calm water is based on the assumption
that the hydrodynamic coefficients do m&pend on frequency which means that

wave excitation is negligible.

The manoeuvring #ory in its basic form is linear and derived using
1HZWRQYV HTXDWLRQ RI PRWLRQ $SSOLFDWLRQ

manoeuvring theory is possible if TaylBeres Expansions are used [64, 74).75
3.1.2 Seakeeping Theory

This theory deals with thmotion of a planing hull resulting from external
disturbing forces and moments of sea waves and wind. In this case, the
hydrodynamic coefficients and wave excitationces and moments are calculated
as functions of wave excitation frequency using thengetoy of the planing hull
and mass distribution. Lagrangian mechanics are used to study the linear motion of
planing hulls under the frame of seakeeping theory.d&tewaccording to Fossen
[24], expanding this theory to a nonlinear form is a very impoftald of research.

Hence, this theory of analysis is adopted in this research.

In this theory, the problem is considered as a system in which the planing hull
is excted by external forces and moments which means that it responds to external
effects suchas sea wave effectBigure 44 presents the logic of analysis in the
seakeeping theory. The responses of the planing hull can be presented as motions

in the differentaxes, porpoising or structural loads.
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Figure44. A schematic of the seakeeping theory

The system will be illustrated starting from the input which, in this research,
is the sea wave effect. After that, the output of the systdornm of motions will

be discussed.

3.2 Wave Excitation Effect

Excitationforces and moments are generated by wind and sea waves. If the
planing hull has a considerable surface area above the sea surface, the response to
wind effect will be significant. @bility and manoeuvring in this case will be highly
affected bythe wind geed and direction [{6However, in this research, the
external excitation forces and moments are only considered to be produced by wave

effect.

Waves are created by any form okegy supplied to the sea surface causing
the water on the surface to matiecular motions. The most common source of
wave energy is the friction force between wind andseface water. In fluid
dynamics, winejenerated waves (also known as wind wavegavity waves) are
seasurface waves generated by wind blowing over aa af fluid surface causing
disturbance in the interaction between the fluid ang object moving through it
[76]. Hence, the higher the speed of the planing hull, the largerate gveated by

the interaction.
3.2.1 Linear Wave Theory

Linear wave thegris referred to waves with small amplitude. It is also known
as harmoit wave theory. ie wave spectrum is assumed to be linear and takes
sinusoidal wave shape. In thepry sinoid is a curve that describes smooth

periodic oscillations. According t¥oung [7§, nonlinearities in the linear wave
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theory can be considered as perturbations to the linear solution. Nonlinearities in
this problem have been ignored in the past. Howeweterstanding the nonlinear
behaviour of planing hulls traveling in seawea is a vey important field of
research [7p It is necessary at this point to define the terms used in sea wave
calculations. Figurd5 shows the important parameters used tiindea linear or
harmonic wave.

Figure45. Harmonic wave spectrum

The definition of each terns listedbelow [78:

x Amplitude:it is the maximum displacement of the sea wave.

x Wavelengthit is the distance between two succespiwaks or troughs in the
wave.

X Wave period: it is the time needed to trameé wavelength.

x Angular frequencyit is a measure of how the wave increases with time. In
other words, it is the number of wave peaks (or successive identical points in
the wave ygcle) to pass a fixed point in one second.

X Wave heightit is theverticaldistance between a trough and a peak.

In order to form a solution for the harmonic sea wave, thkvling
assumptions are mades|7

1. The water depth, the wavelength and wavegaeare assumed to be constant.

2. The wave motion is assumed to be #hmensional as presented previously
in Figure45. This assumption leads to constant wave height. However, the
height is small compared to the wavelength and water depth.

3. The wave shape dwt change with time.
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4. The seawater is incompressible which means the density is constant along
the direction of motion.

In this research, the wave excitation forces and moments are assumed to be
sinusoidal in nature to match the linear wave theory. Guresgly, the excitation

forcesand moments can be expressethe following general forms [6

(PL(s5.. “FigP E(qe<¢figP L (¢ ... “figPE &; (3.1)
| PL/g.."figRE/lgectfigP L/ k.. “figPEI; (3.2)

where (g is the amplitude of the exciting force which is the resultant otwioe
amplitudes(sand (g / gis the also the amplitude of the exciting moment which
is again the resultant of the two componehtsard / 4 éis the phase lag of the
exciting force relative to the wave motjons the phase lag of the exciting moment
relative to the wave motion anilzis the encounter frequency of the sea waves

which will be discussed in details later in thisapter (section 3.4).
3.3 Simple Harmonic Motion

Simple harmonic motion (SHM) is characterised by the natural motion of a
mass on a spring when it is subjected to a linear restoring force as sheiyara

46. It is called the springnassdamper systeraf motion [77.

Figure46. Springmassdamper system
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Simple harmonic motion is essentially one type of the periodic motion where
the restoring force is proportional to the displacement and acts in the direction
opposite to thawf displacement. The force mustfr®portional tahe displacement
of the mass of the objedthis oscillatory motion is sinusoidal in time and presents
a single resonant frequenck system with a singleesonant frequency will take
the form of a sine ave as a functionfalistance [ 7.

A seaplane is said to be in simple harmonic motion if some conditions are
satisfied such as: it moves in a uniform path, a variable external force is acting on
it, the motion is repetitive and always made in equal tism®gs. As shown in the
Figure47, thecharacteristicef such a system are similar to the characteristics of a

harmonic wave.

Figure47. Sinusoidal motion of an object in SHM

The motion of such a system is mathematically presefy analytical
equations developealy Lagrange. In the next sidection, Lagrangian mechanics
will be explained and compared to Newtonian mechanics. After that, the general

Lagrangian equations of motion will be derived
3.3.1 Lagrangian Mechanics

NewtoQfV ODZV ZHUH SUR S#W éf &sigie pdrticlx end ik H P R
be extended to study systems of particles in motion. This approach of problem
solving in mechanics is known a&ctorial Mechanics in which concepts such as
force and momentum are usdabth of those quantities are regatdes vector
quantities. A different approach was proposed by Jekepis Lagrangd78] to

study the mechanics of an object moving through a fluid. This approach is known
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as Analytical Mechanics in which the systencagisidered as a whole rather than
studying the individual components. There are two fundamental quantities to
consider when using Lagrange approach: kinetic energy and work, btitbsef
quantities are scalar §J. Lagrange approach is used in this reseadior the

following reasons:

1.INnNHZWRQTV DS Sither thd-rotidn\i¢ given, solve for forces or the
forces are given solve for motion which makes the approach suitable for
solving simple systems in which the equations are linear. But when thesys
is complex and the equationseanonlinear then the terms in the equations
will have magnitude and direction (vectors) which will be difficult to manage
LQ 1HZWRQYV DSSURDFK ,Q /DJUDQJHYV DSSURDF
energies and dissipation efergy functions are used to déiserthe motion.

This approach solves for the motion in scalar form which avoids the
comSOH[LW\ RI IHZWRRTV DSSURDFK >

2. 7TKH XVH RI NLQHWLF HQHUJ\ PDNHV /DJUDQJHYV DS
kinetic energy is a furtion of velocity and most of theoefficients that
describe the motion of seaplanes are syusgendent79].

3. 3V WKH PRWLRQ RI VHDSODQHYV LV GHVFULEHG E\
equations of motion will have acceleration terms in every direction which
makes the problem more complicateml solve. In order to simplify the
problem, researchers used to find the equilibrium point in which the speed of
the craft is assumed to be constant so that the acceleration terms are
eliminated. However, this approachdeato linearized umalistic soluibns
[80].

4. The hydrodynamic and hydrostatic characteristics of seaplanes undergo
continuous changes due to the varying underwater volume, varying pressure
distribution on the hull of the craft and varying centre of buoyaand
gravity. As a result, solag the six DOF nonlinear equations of motion is very
FRPSOLFDWHG XVLQJ 1HZWRQYV DSSURDFK DQG PD!
do not reflect the seaplane performance in real life situations. However, it is

possible to deelop the nonlinear equations obtron of seaplanes that take
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the continuous changes of the characteristics into accbyntusing
/IDJUDQJHTV DISSURDFK >

., ITHZWRQYV DSSURDFK LV IROORZHG 7D\ORU 6HULL
to determine the foes and moments on the hull of trft which leads to
physically unrealistic prediction of sedtustained oscillations (unsatisfactory

or misleading results) unless certain relationships between the coefficients are
satisfied which means that nonlinearabsis is needed to determine the
UHODWLRQVKLSV 2Q WKH RWKHU KDQG LI /DJUDC
nonlinear equations of motion of the craft are directly found from an energy
formulation of the problem in which the sea and the craft are coadidsra

single dynamical systemhis consideration assumes that the kinetic energy

is positive definite for every motion and the potential energy is increasing
with every displacementdm the undisturbed position [BO

. The angular motion of the craftioll and pitch directions is colgd and can

only be accurately described by nonlinear equations which is nitatgp

LQ IHZWRQTV DSSURDFK >

. KHQ VWXG\LQJ WKH ZDYH HIIHFWV RQ WKH PRWL
approach assumes linear relationshgimieen the craft response frequenc

and the water wavdrequency which is an approximatidmecause the
response depends on speed and geometry of the craft. The wave frequency
has vital importace in the nonlinear problem [[r9

.,Q 1HZWRQTV DS Satigrri& coaffigidttskin @Ge edians of
seaplane motion are assumed to be spwpendent. However, this
assumption is only valid for added mass coefficients (section 3.4.2.1) because
the restoring forces and moments coefficients (se@id2.3) arespeed
dependent [§].

. 1HZW Rofrfiach Decessitates the calculation of constraint forces resulting
from kinematical relations although these forces may be of no interest
because they play no particular role in the study of nonlinear motion of
objects Constraint forces can be definedthe forces that make the object
obey to the geometricabnfiguration of the system §f. For instance, skin
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friction drag is not calculated when studying the motion of seaplanes using
Lagrangian mechanic

10. /DJUD Q JH@a¢h dd®@etely eliminates the gdendence of the
formulation on coordinate systems and also permits an efficient treatment of
problems associated with muttegreeof-freedom systems as well as
problems involving curvilinear coordinates warious types constraints
[78].

11.As previouslymentioned in section 3.2.1, Lagrangian mechanics have not
been used to study the nonlinear motion of seaplanes. However, a large
QXPEHU RI UHVHDUFKHUYVY KDYH XVHG 1HZWRQYV DS

seaplanes.

The Lagangian equation of motion of amject moving in a fluid is derived
IURP D YDULDWLRQ SULQFLSO[BLRADLARdkGownaghe OWRQTV
principle of least action or stationary action becaiisis concerned with the
minimisation of a quatity (minimising theaction) in a manner that is identical to
extremum problems solved ugithe calculus of variations [84n this formalism

every mechanical system is characterised byfiaiteefunction expressed as
.- VeGP, (3.3)

The motionof the system cabe completely defined when a certain condition
is satisfied. For instance, if at timdgand R, the position of an object is defined
by two sets of coordinate® and M. Then, the condition is that the object moves

between the two coordinates in such a whgt the following integral [g1

C
5L+ .:MM\VGP @P (3.4)
(od

takes the least possible vallitere . is called the Lagrangian of the systeBis
the action andMs a generalised coordinate tltaimpletely defie the posibn of
the mechanical system [B1More details about the derivation of Lagrangian

equation of motion can be found in7[778, 81, 82].
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3.4 Hull Response

In this research, the planing hull response to wave effects is considdred
in form of motions. The response of the planing hull to sea waves highly depends
on the frequency of the external excitation loads. However, the wave frequency is
not the only frequency that the external excitation loads depend on. Therfcgqu
of the external loads is also influenced by $peed and direction of motion of the
seaplane relative to the direction of the wave. This consideration is very important
in the analytical prediction of seaplane motion. Hence, the frequency of thea¢xte
exdtation forces and moments is called the encounter frequégclt allows for
the speed of the seaplane and its direction relative to the waves to be taken into

account. The encounter frequency is calculated trarfollowing equationd]:

A$8 72K @

= (3.5)

gl fig F

where fiz is the frequency of the sea wave] is the seaplane speedis the
acceleration of gravity andis the angle of seaplane direction of motion relative to
the direction of the wave. It is known as the heading angletaanges from 0° to
180° [§. Figure48illustrates how this angle is measured.

Figure48. lllustration d the heading angle
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It should be mentioned that maximum amplitusfeoscillations will be
encountered when the external excitation frequency is equal to thelnatura
frequency of the systerfor a seaplane, the natural frequency ddpem its mass
and stiffness [24 This condition is called resonance. If the aim is touoed

motions, resonance should &eided [7].

When the encounter frequency is known, it isnttpossible to predict the
seaplane responses which, as previously mentioned, is considered to be in form of

rigid body motions. The system of motion is expldiiethe next susection.
3.4.1 The SixDegreeof-Freedom System of Motion

A WIG vehicleis considered a rigid body floating on surface of water which
can experience motion in all sgdegreesof-freedom. The six motions are a set of
independent displaceants and rotations that completely define the displaced
position and orientation of the vehicl&€herefore, WIG vehicles motion can be
considered to be made of three translational (linear) componen®XPCAS U
and DA = R)Aand three rotainal (angular) componentN KeHIHE PPand U = 9.

The six DOF gstem of a planing hull is represented in an orthogonal coordinate
system having the centre of gravity as its origin as showigumre49[24]. The six
motions are divided intomo categories. The first one includes motidnat are
induced by waves whicareheave, pitch and roll. Iship theory, these motions are
referred to as oscillations with damping effect and they cannot change the position
of the hull of the vehicleon thesea surface. A solution for each motion of this
category can be obtainedtife frequency of the wave is known38 The second
category includes motions caused by propellers, rudders, currents and winds which
are surge sway and yaw. Clearly, the foromsiag from this category can move

the planing hull to a new position. Fullsigiption d each motion is given below

[83].
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Figure49. The six motions of a planing hull Th

1. Surge: it is the forward and aft translational motion directed along-&xésx
This motion includes not only the movement causedhypropellers, but
also the forward and backward movements on a wave peaks and troughs
respectively. This planing hullshaviour is known as surfing.

2. Sway: it is the transverse translational motion along thgiy. The sideslip
due to centripetal fees during tuning is also considered a sway motion.

3. Heave: it is the vertical bodily translational motion in tkexis. It is caused
by the change in buoyancy when waves pass underneath the hull. Heaving is
periodic and coupled with pitching and rollimgotions. The action of sea
waves can cause the planing hull to move out of water or sink below its
waterline. This affectthe balance between the displacement and the buoyant
force that creates a reaction force to restore the hull to its original waterli
position. This restoring force is proportional to the distance displaced by the
centre of gravity of the hull. This inthtes that the heave motion has the same
characteristics as the SHM. An explanation of heave force geneiation
shown inFigure50.
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Figure50. Heaving force generation

4. Roll: it is the rotational motion about the longitudinabxis and it is the
motion that affects the comfortability of passengers. In contrast to pendulums,
planing hulls have an instantansaaxis located near the centre of gravity of
the craft not a fixed point of rotation. Therefore, a path in space passing
through the centre of gravity is considered as the axis of rotation. This path
remains constant with respect to the planing hull.

5. Pitch it is the rotational motion about the transversaxig. Pitching is also
known as the bowlown motion. This motion is vg important for planing
hulls operating in sea environment because of the high altitude waves due to
the high risk of porpoising. WWm a planing hull is advancing in sea waves,
the slope of the waterline changes the location of the centre of buoyancy. As
aresult, a righting moment is created to restore the vertical alignment between

the two centres of gravity and buoyanEigure51 explainsthis point.
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Figure51. Pitching force generation

6. Yaw: it is the rotational motion abotlte vertical zaxis. It can also be defined
as the tendency to veer off course. In contrast to pitching and rolling, this
motion hasno restorative moment. Therefore, external surfaces such as

rudders should be used to control this motion.

The general eqions of seaplane motion can be developed byreitsiag
Lagrangian mechanics4885, 86] or by using Newtonian mechanics7[88, 89].
The hydrostatic and hydrodynamic forces and moments acting on a planing hull can
be derived in two approaches. In timst approach, a mathematical development
based on Taylor Series Expansions of force function is used. The second approach
utilisesthe integration of hydrodynamic pressure acting on the wetted surface of
the planing hull to obtain the forces and momemtse second approach is known
DV WKH 36WULS 7KHRU\" DQG ZLOO EH GLVFXVVHG LQ ¢
3.5). In the nelxsubsection, the Lagrangian equations of seaplane motion will be

presented.
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3.4.2 Lagrangian Equations of Seaplane Motion

The equations of motion of a seaplane advancing at a constant forward
velocity with arbitrary heading in regular sinusoidal sea ware presented in this
section. As previously mentioned, a seaplane can experience motions in Six
directions. Hence, the gdermance of seaplanes is presented by a six DOF system.
By taking into consideration that the responses are linear and harmengix th

linear equations of motion can be written using subscript notation as foB6jvs [

| O ypE#H 0B E S 56 E %pgl (A © (3.6)
P@s

where:

X FL sax

X | ydgs the component of the generalised masdrix of the craft in thersY
direction due toGmotion.

X #, ds the addednass coefficient in thé&direction due toGYmotion.

X $yds the dammg coefficient in theFYdirection due toGYmotion.

X %is the hydrostatic restoring force coefficient in tiedirection due toGY
motion.

X (vare the complex amplitudes of the exciting forces and moments iFthe

direction.

In this research, focus will be given to the two coupledions of heave and

pitch for the following reasons:

1. For a planing hull with lateral symmetry, the six coupled equations of motion
are reduced to two sets of equations, connecting respectively, the heave, pitch
and surge, and the sway, roll and yaw. Timsans that the translational
eguations are not coupledth the angular equations. As long as the planing
hull is assumed to be a slender body, the hydrodynamic forces associated with

the surge motion are much smaller than the forces associated witiéhe o
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motions. As a result, the motion of the craft dendescribed by the two
coupled equationsft(veave and pitch motions [5, 91

2. The porpoising stability limit is studied from the equations of heave and pitch
only because porpoising éscoupled osd@tory motion in those two dirédon
as explained prewusly (see section 2.2.3)

3. Dynamic stability in takeoff and landing, which is the subject of this

research, is studied from heaving and pitching motions.

A heaving and pitching system of seaplane arokbiehaves like a twdegree
of-freedom springnass sytem. According tdgilvie [90], this assumption is clear
when a craft model is given heave or pitch displacements from its equilibrium
position, it will rapidly oscillate several times before it contweest. Therefore, the
resulting equations of heave capitch motions of seaplanes are expressed as

follows:

| E#r-FEH#H 9§ ES76ES 06 E% -7 E%oo L (R (3.7)
#Ho7-F E i#99E 99-d ES9 -6 ES9-6 E %77 E%go L/ R (3.8)

The subscript 3 stands to the heaving omt@nd 5 stands to the pitching
motion. More details about the analytical investigations of heaving and pitching
motions of plamg hulls can be found in [, 90, 91, 92, 93, 94, 95

The determination of the hydrodynamic coefficients and exciting $caoe
moments is a major problem in thesdytical prediction of planing hulls motion. It
depends on forces amplitude, harmonic motion of the planing hull and phase lag
between the forces and moments. In order to siynilis problem, the craft can be
divided into transverse strips or segmeifitse coefficients are then calculated by
applying a twedimensional hydrodynamic strip thed6]. Before performing the
strip theory calculations, it is necessary to understand the physical meaning of each

coefficient.
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3.4.2.1Added Mass

In hydromechanics, additional effect must be considered when formulating
the equations of unsteady motion of objects on water or when dealing with unsteady
flow around objects. This effect is a result of the interaction betwediuttiend
the structuref the object. This added effect is known as added mass or virtual mass
and it can be defined as the added inertia to the system due to the movement of fluid
around the structure of the craft when it moves througléjt [&ita andT hiagarajan
[97] defined the added mass of an oscillating body as the pressure force per unit
acceleration acting on a body floating on water. Thus, the added mass can be
described as the increase in kinetic energy of fluid due to an object accelerating
through it. Added massfett should also be considered when studytmegmotion

of fluid around a resting objectgp

Added mass can be explained by the viscosity difference between fluids. For
example, the viscosity of air is less than the viscosityatér. As a result, arbgect
moving through air will need less power to overcome the drag produced by air. On
the other hand, the viscosity of honey is higher than the viscosity of water. Thus,
an object moving through honey will need more power to oveecihe drag. This
indicates that the added mass effect is proportionthliie density Therefore, from
a physical point of view, added mass is the weight added to an object moving
unsteadily in a fluid due to the fact that the body has to move someevoluine
surrounding flid equal to its volume while it moves because the body and the fluid

cannot simultaneously occupy this physiqace [98.

3.4.2.2 Damping

Dampingcan be described as an influewe¢hin arfoscillatory systelfnhat

has the effect of reducing, restricting or preventing its oscillations. In terms of
physics, damping is produced by processes that dissipate the energy stored in the
oscillation[99]. According to Tmgue [LO(, damping is ay external effect on an

oscillatory system that tends to reduce the amplitude of vibrations. In a mechanical
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system, damping is caused by the intgfnefion| In this case, damping is

proportional to the object velocity, fluid viscosity and roughness of the structure.

In ship theory, damping is only related to ocean waves propagating away from
the ship bodyThe main difficulty in the analytical predictiaf ship motion is the
estimation of ship roll damping becaudampinghas a major effect on the roll
motion of aship. Usually, shipdynamic analysis consider a ship in still water, and
the ship roll damping coefficients are then determined by experinoértee
oscillations of a model ship. However,istvery important to consider damping
effects in wavy conditions because, under this condition, damping highly enhances
comfortability as it reduces peak vibration amplitude to a considerable level.
Moreova, it plays aninportant role in ship safety [1pIThus, damping of a high
speed planing hull depends on many factors such as: hull shape, weight of the hull,

wave encounter frequency, roll angle and the external excitation moment.
3.4.2.3Restoring Feces and Moments

In physics, the restoring force is the force that supports the equilibrium of a
system. In ship theory, hydrostatic restoring forces and moments support the ship
to return to its static equilibrium position after a disturbance. The negttorces
and moments are in direct relationship with the displacement and rotations of the
ship. These forces and moments are only experienced in the vertical plane (heave,
roll and pitch motions only). In simple harmonic motion, restoring is referrémadto
force that is responsible of retviag original size and shape [O%n example of a

restoring moment was given in section 3.4.1 when pitch motion was illustrated.
3.5 Strip Theory Calculations

The coefficients of the coupled heave and pitch eqgostid motion can be
analytically obtained by a method known as the strip theory. The objective of this
method is tacalculate the coefficients of the heave and pitch equations of motion
of ships or any type of planing hulls or higheed boatsvhen the frquency of

oscillations is known. The two equations can then be solved by using complex
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forms to obtain the values of heave and pitch motions. Strip theaspsgdered to

be a very effectivetool because of its ability to analytically determine the
coefficients in the coupled heave and pitch equations of motion under any sea wave
or speed conditions. In this section, the strip theory propos&thdyacharyya [p

will be explained and applied to obtain the values of the coefficients of the coupled
heave ad pitch equations for a planing hull so that further analytical investigations
could be carried. Other strip theories werggmsed by Salvesen et al. [91], Korvin
Kroukovsky [99 and Faltinsen [12]. All strip theories share the same basic
principlessuchas the sea wave is periodic, the hull of the seaplane is symmetric in
the transverse section and the heave and pitch motions are cdidplesicer, the
differences between them are in the number of segments the ship is divided into and
in the assumptions ade when calculating the sectional added mass, sectional

damping and sectional restoring force and moment coefficients.

In order to be compatible with the objectives of this research, a few

assumptions are made in the mathematical formulatidhe striptheorysuch as

[6]:

The sea wave is periodic and linear (regular sea waves / sinusoidal).

The forces and moments generated by wind and propellers are neglected.
The seaplane is unrestrained, rigid and have a slender shape.

The seaplane is symmetric in tke plane.

o bk 0N PF

The planing hull is assumed to be heading into the waves in a direction
transverse to their peak line (heading angle is 180°).
6. The vertical motion is assumed to be composed of coupled pitching and

heaving motions.

With these assumptions in mirttle planing hull structure is divided into four
segments or stripshich are rigidly connected to each othemd the flow around it
is considered to be twdimensional in naturd03]. Those considerations allow the
problem to be reduced from threettw-dimensional with each segment treated as
part of an infinite cylinder having twdimensional flow around it. This implies that

there is no interaction betweem\ls at the adjacent segment} [&fter that, the
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response of each segment is calculatpdrs¢ely and then the total response of the
planing hull can be found by integrating the component reactions of all segments
over the total length of the planing hulitrip theorycalculations are presented in

Appendix A.In summary, the strip theory cae performed by the following steps:

1. The planing hull is divided into four sections to provide representation of the
underwater hull shape.

2. The sectional added mass, damping and restoring force coefficients are then
determined by using tables to facilitabe calculations.

3. Next, the hydrodynamic coefficients of the heave and pitch equations are
calculated by performing integrations along the length of the hull.

4. Finally, the excitation forces and moments are calculated from given sea wave

characteristics ahhull shape.
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CHAPTER 4

4. ANALYTICAL PREDICTION OF MOTION

4.1 Introduction

The key to solving modern physical problems is mathematical modelling.
However, many physical problems facing engineers, physicists and mathematicians
exhibit certain essentiatatures such as nonlinearity that prevent exact analytical
solutions.Most norinear phenomena are models of & problems.Nonlinear
equations are widely used as models to describe complex physical phenomena in
various fields of science especially idynamic stability analysisLhus,in order to
obtain solutions to nonlineageations, approximations or numerical methods are
used.The most commoapproximation methodssedarethe perturbation methods.

In this chapter, the nonlinear equations of heamd pitch motions are solved
analytically by using a perturbation methdadrst, the equations are reduced to a
system of coupled Duffing equations with cubic nonlinearityhen, the
perturbation method used discussed and finally the analytical solagoto the

nonlinear equations of motion goeesented.
4.2 The Duffing Equation

In many engineering systems, oscillatory behaviour of dynamical systems due
to periodic excitation is of great importandhere are two types of oscillatory
responses; forcedscillations and parametric oscillatiof]. Forced oscillations
appear when the system is excited by a periodic input. Iffriguency of
oscillations of the external excitation force is close to the natural frequency of the
system, then the system Ivéxperience resonance (i.e. oscillationshwlarge
amplitude)[2]. On the other hand, parametric oscillations appear when the system

has timevarying (periodic) parameterflO4]. In this case, the system will
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experience parametric resonanttemeans thiathe system is oscillating with an
externalexcitation frequency equal to twice the natural frequency of the system.
The amplitude of the oscillations in the output of this system will also be large
[104]. In this research, the dynamical system of moisoassumed to be driven by

a forced oscillaty external excitation frequencyhis isbecause the input tte

system of motion is a pattern of sinusoidal sea wave that has a constant frequency
of oscillations.In addition, the parameters of the two equad of heave and pitch
motions are constarand can be calculated usingstip theoryas described in

section 3.5.

A very important example of nonlinear dynamical equations of motion driven
by a periodic external excitation force is the Duffing equatiomasfirst develogd
by Georg Duffing in 918 [109. It is a second order nonlinear differential equation
used to describe the motion of driven and damped oscilldtessthe first step in
moving from a linar to a nonlinear system [10 his type & equationis used to
describe several nonkar systemsn a wide range of applications such tag
motion of a pendulum with small frequency of oscillations as well the behaviour
of some isolators and electric circuitslthough many physical systesrcannot be
accurately described using thiguation, it is possible to use it as an approximate
description so that their nonlinear behaviour can be studied qualitafih@3}.
Therefore the Duffing equation is used in this research to model the nanline
motion of seaplanes advancing through harmonically excited head sea Wawes.
two equations of heave and pitch motions (equations3d3.8) arereduced to
two-dimensional Duffing egations with cubic nadlinearity by making the

following assumptions

1. TKH UHVWRULQJ IRUFHV EHKRW but wihFrieliearQJ WR
naturelt is demonstrated ifp7, 106, 107] that cubic nonlinearity isufficient
to describe the coupled motio ships andfloating objects moving over
linear sinusoidal sea wavedence, cubic nonlinearity is considered in this
research.

2. The systemd perturbedy a sinusoidal head sea wave.
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3. The dampingeffect is negligiblebecause the hydrodynamic coefficients
associated with daping are much smaller than the added mass andirgsto
force coefficients That is becauselamping coefficients are functions of
frequency and speed, which are both small compared to the mass of the
seaplane.

4. The pitch angular acceleratias zero in the heave equation and the heave
translational acceletian is zero in the pitch equatio#{ gand #4-are very
small compared to other coefficient3he seaplane ithenassumed to be

advancing forward with a constant velocity.

With that taken ird consideration, this two degre&freedom system can be
modelled by two coupled, secomuder nonlinear differential equations of the

following form:

QEf,QE=RE=Q L (5... "fiP (4.1)
RE A, RE%QE >R L /5... "iBPE/ge<«AP (4.2)

where:

X =gis the pitch coupling term cdédient.

X =is the heave nonlinear term coefficient.
X >is the heave coupling term coefficient.
X >gis the pitch nonlinear term coefficient.
X (sis the heave amplitude.

x [ sand/ gare the pitch amplitudes.

X f,is the natural frequey.

x fAis the external excitation frequency.

X Qs the heave translational displacement.

X Ris the pitch angular displacement.

Equations 4.1 and 4.2 are harmonically excited Duffing equations used in this
research to describe the motion of seaplawk&ning through head sea waves.

They areusually usd to model the twdimensional motion of a pendulum
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oscillating with a small frequency which is very similar to the behaviour of
seaplanes during tal@f and landing[105]. More details about the Duffing
eguation can be found in [2, 104, 1,087, 109.

Chaos theory is one of the most significant achievements of nonlinear science.
The Duffing equationis associated with mathematical chaotic behaviours Th
chaotic behaviour exisin many natural systemsauas weather and climdteL0].
It also ocars spontaneously in some systems with artificial components, such as
road traffic. Chaos theory has applications in sevettar disciplines including
meteorology, sociologgndenvironmental science€haos idefined as periodic
long-term behaviourn a deterministic system that exhibits sensitive dependence
on initial conditiors [110] There are three properties that must exist in a dynamical

systento be classified as chaotic:

X It must have periodic lonterm behaviourmeaning that the solution ofeh
system settles into arregular patter a®®\ ». The solution does not repeat
or oscillate in a periodic manner.
X It is sensitive to initial conditions. This means that any small change in the
initial condition can change the trajectory, which may givesignificantly
different longterm behaviour.
x ,W PXVW EH 3GHWHUPLQLVWLF" ZKLFK PHDQV WKDYV

system is due to the nonlinearity of the system, rather than outside forces.

Thus, Duffing scillators find applications in Chaos thepwhich is the field
of study in mathematics that studies the behaviour of dynamical systems that are
highly sensitive to initial conditia Small difference in initial conditions (such as
those of rounding erre in numerical computation) yields widelyivdrging
outcomes for such dynamical systems, rendering-terrg prediction impossible

in general [10].

The analytical solution of theDuffing equationis essential due to its
applicability in a wide range @ngineering application§everal approaches have

been proposed to solve the nonlinear Duffing equafibe. most commonly used
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analytical methoslto solve the Duffing equation in its various forars the method

of multiple scales§5], BogolubovMitropolski method [11], + Hs%nergy balance
method [112, 118 the Qobd Error Minimisation me¢hod [1H4], the Variational
iteration method115], the Jacobi elliptic functionsiethod[109], the Homotopy
perturbation methofl16] andthe Poincard.indstedt methd [2]. These analytical
methods are extended to solve a system of two coupled nonlinear differential
equations describing the motion of a pendulum. The coefficients of the equations
mustbe constants with varying external exciting force with timehis work, the
perturbation method used to solve the two nonlinear equations of heave and pitch
Is the Poincaréindstedt method

4.3The PoincareLindstedt Perturbation Method

Generally, prturbation methods can be defined as mathematical methods
used to findappraximate analytical solution afonlineardifferential equations by
starting from an exact solution of a relataat simpler problem whichin many
casesis the linear form of the equatighl7]. Perturbation methods rely on there
being a parameten the ejuation that is relatively small. Such a situation is very
common in engineering applications, and this is the reason why perturbation
methods are the foundation of applied mathemétit8]. Nonlinear problems can
be solved with very good accuracsing mmputers. Howevegomputer solutions
do not provide insight into the physics of the problémcontrast perturbation
methodsprovide a reasonably accurate expression for the solutioomfnear
differential equations that can be used to expllagplysics behind the problem
[118]. The solution can thebe used to explain the effect of each parameter in the
differential equatiordescribing theproblemso thatdesign enhancementan be
carried outNot only that, but also perturbation methodscagable of dealing with

nonlinear, inhomogeneous and multidimensional problaig.

The solutionobtained using perturbation methadgresented by a form of
convergent power series expansions with eespio a small, dimensionless
parameter which isf the same order of the nonlinearity and amplitude of motion
[119]. The use of this technique leads to an expression for the desired solution in
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terms of a formal power series in small parame¥ekifownas perturbation series
that quantifies the deviah from the exady solvable problem [120Perturbation
methods are classified intawd types; regular and singuldrl9]. A basic feature of
regular perturbatioiis that the exact solution for small buitrzero (Y smoothly
approaches the unperturbedlution as f : 0. On the other hand, singular
perturbatiorproblems are those which cannot be solved whr . Problems of
this type feature a parameter for which the solution of the problem mauitand
value of the parameter are different iracdcter from the limit of the solution of the
general problenilhe difference between the two types is explained in the following
example: when a springnass system is affected by a small amount of damitiag,
system will oscillate and slowly damp. Thimall damping is a small correction
(regular perturbation). However, when the same sybtesa small mass, then the
system will be a highly damped system which will oscillate only when the mass is
not equal to zerdgsingular perturbation)119]. More detds about perturbation
methodscan be found in [121, 122, 123, 124

The Poincard.indstedt method is a techniquased for uniformly
approximating periodic solutions to ordinary differential equegi®he structural
design of a searaft requires the evahtion of its motions and wave induced
pressure distributions over the hull in wavy sea conditions. Thus, a nonlinear
seakeeping solution must simulate, with sufficient accuracy and efficiency, the
se&eeping behaviour of a seaaft in wave trains that ngebe several hours long
in duration. With this goah mind, the development oonlinear periodic solution
was initiated [125]. The Poincard.indstedtmethod eliminateshe secular terms
arising in tke straightforward application of regular perturbatibadry toweakly
nonlinear equations [126Secular terms are the terms that grow without bound
Those terms hava singularity point at which a given mathetieal object is not
defined [126. This metlod is adoptedh this research because itusually ugd to
obtain periodic solutiorto nonlinear diffeential equations which presents the
behaviour of seaplanes moving over sinusoidal waltedescribes the period of

unstdle motion ofseaplanes so thagiorpoising can be predicteahalytically.
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Moreover, t can be applied to obtain a closed form solution without the use of any

computer software.
4.4The Analytical Solution to the System of Nonlinear Equations

In this section, an appraxation to equationd.1 and4.2 for small but finite
(Y is determined by assuming an expansion that isumifiorm for large times.
This is achieved by assuming that the nonlinearity, the coupling andditatien
force/moment appear tite same orden each equation (same order of strength for
coupling, nonlinearity and amplitude of external force). Hence, an infinitesimal

parameter I is introduced and equations 4.1 anda& written as follows:

QEA,QEYSREYzsQ L Y{... AP (4.3)
RE i,REY3QE YR L Y/5 ... “AREY/s*<¢iiR (4.4)

Here it isassumd that the system undergoes resonant oscillations, thay is (
is an integer multiple of the natural frequency of the system, and is initially assumed

to be unknown. Thus, fiossseses an § expansion of the form:
i L JA, EYis EYAgE1:Y; (4.5)

where Jis a positive integer. Similarly, the phase variabf@nd Rare assumed to
represent a perturbation of the harmonic oscillat@raR) through tke following

equatons:

QL Q:i;EYQ:I;EVYQ:i;E1:Y; (4.6)
RL R:i;EYR:I;EYR:I;EL1:Y; (4.7)

In order to construct this perturbation, the time variable is first rescaled as:

.
i L—P
L3, (4.8)

Here, Qsand Rjare periodic functionsf the rescaled time variable (and

A 4is the natural frequency of the systéy.substituing this scheme into equations
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4.3 and 4.4, each term defining the approximate periodic solution can be

approxmated in a recursive manner.

The frequency of the forcing term is initially assumed to be unknown, but
close to a multiple of the natural frequer{dy,). Hence, Jis introduced to define
the order of resonance so that tlamge of applicability of t# solution can be
extended to inade different cases (i.e different orders of resonance). Then, using

the chain rule, the equations become:

AT EASQEYSREYZQ L Y{...54; (4.9
SREARSREYSQE YR L Y/is... 4, EY/gecéi; (4.10

=]

where the prime indicates the derivative with respedt Tdhe unknown frequency
of the system now appeadrsthe differential equations. Miout loss of generality
we assume thahe leading ater frequency( fi,) is unity (i.e it is the natural
frequency of the system). Tlamalyticalsolutions of the uncoupled and coupled
system of equatior@btained using the Poincakéndstedt perturbation meth@de
presented in the next two ssbctions.

4.4.1 Uncoupled Systm

The approximate solution of the uncoupled equatisrigst discussedthat
is the case wheres L > L r. The two equations can be solved independently by
substituting4.5, 4.6 and 47 into 4.9 and 4.10and separating termgth the same
order of the mall parameter § [119. This leads tothe following systm of

equations:
X Heave equation:

YagdEQL (4.11)

Yané>dE Q?Eth,fisPE xQ L (5 ? KO, (4.12)

Yan$>QE Q?Eti,isPEtLA,AGEAMTE UGG L r (4.13)
x Pitch equation:
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YaRER LT (4.14)
YarS R E R?EtA,AsRIME xR L /5...4; E/ gecéi; (4.15)
Yan$RH"E R?Eth,isREth, AR E AR EusxRRR Lr (4.16)

Solving equations 4.11, 4.12 and 4.13 gives the |leaafithgr, first order and
secondrder solutions for the heave equation. Moreover, the first order and second
order solutions of theeavingrrequency can also be obtainé&tie solution obtained

for the heave equatiaand heaving frequency of oscillations asefollows:

Qi
NV
L .. '®X5 EB——g ... “"UfiiP
u tx$ (4.17)
. 6 9. f . 9 . .
L suUX Fts LU XS B "V 4
EWH 5f6 fg . fg |
srtvXy
. ufe "FV s
4
vz fse sFsw fRFuté 413
EéH 6 5 6 5|

tw X ©

Similarly, the leading order, first order and second order solutions of the pitch
equation and its frequency can be obtained by solving equations 4.14, 4.15 and 4.16.
The solutions obtained are as follows:

#1 4
o

e ¢ X~
5

6 "I EFulE; ‘_uX_IE,,57/6:u/§F/§;
utxg/ g utxs/ 7
8 W EF st/ &I SE]§ cew
E#9>33/§Fsr/§/§EV\I§;...‘:wﬁF{

srtv 8}

EBH

ecey X5 |

E Y

Eu#6>6/ Ul SF & Fy# >/ SFy# >/ EEst/ {;*<¢uiiP
srtv 2ig

£ US>/ SFul & Fy# >/ SFy#' >/ EEst/d; ... “uiiPR
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These expressions are obtained by ensuring, at each order, that all terms

entering the perturbation are periodic.
4.4.2 Coupled System

When a Ender bodyfloats on the free surface of water it will oscillate with
a frequency equal to the natural frequency. This is known as the resonant case.
However, due to incident waves, the oscillations will have strong effect on the
coupling between heave @mpitch motons. As a result, there is no guarantee that
these two motions wiltake place independently. Therefoeecoupling term is
considered in each equation. The process of obtaining the solutionlgs smthat
adopted in section 4.4Hut thistime the two equations are solved simultaneously.
The analytical solution of the coupled system is obtained up to the first order.
Hence, the following system of equations is obtained aftestguting equations
4.5, 4.6 and 4.7 into 4.9 and 4.Hhd seprating tems with the same order of the

small parameter Y as follows

X Heave equation:

YagGEQ L (4.21)
Yar$>@E Q?EtA,AsPE R EQ L (5? KO, (4.22)

x Pitch equation:
YaR™ER Lr (4.23)

Yarg R e R?E ti,fisR"E %Q E %R

(4.24)
L/5..%4;,E/¢gecei;
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In order to obtain a closed form solution to the system of equatioas, t

leading order solutions of both equations are assumed to have the folfomnsy

QL #?2KD (4.25)
RL$?KDE%OE, (4.26)

The corrections to the linear solution are determined in the course of the
analysis by requiring the expansion @and Rto be uniform for alli. However,
the particular solutin of the first order terms dfand Rcontain seculaierms which
make the expansion namiform. In order to have uniform expansions, the secular
terms in @and R have to be eliminated. To this end, the coefficients of the secular
terms are &t to zero in order to find expressions for the first order frequéfgy
By doing so, only inhmogeneous terms in equations 4.22 and 4@4rning Q
and Rare to be inspcted. This will result in the expansions beurgform for all
first order solutions because secular terms do not appear in them. Removing all
secular terms up to the first order requires that the following system of equations to

be satisfied:
=$F(sLr (4.27)
U=c#’ E v=5%F z#f s L 1 (4.28)
U>$’ Eux%S$F z$fsfis Fv/ s Lr (4.29)
V#>x E u% E uss$8%F 29, fis F v/ g Lt (4.30)

The solution of this system can be expressed as:

e (4.31)
=
¢ F #>;
g L5/ 6 F #%: (4.32
=/ 5

. US#| 5 Fv#x (s Ev(s/ g
4.33
s L Z7#] o, (4.33)

while #satisfies the following cubic polynomial:

99



U(s: > (£ F 2=/ S #" F x> (J/ o#°
E:v=>(9/ s FvL/ { Eux(d/ 8 (4.39

Eus(d/ &#F v=2(8/ /gLy

The quantity # represents the amplitude of the external force which is the
amplitude of the sea wave. The nonlinear coefficiegiand >;are found from the

polynomial assuming in first approximation that both coefficients are equal. The

other terms are found fromeHollowing equations:

= L %o (4.35)
| E # -
% 7
_— 4.3
HooE b9 (4.39
(6
L 4.3
(s T E#, (4.37)
lo
[ s L——— 4.3
> T #9oE 4o (4.38
lo
| ¢ L—m— 4.3
® " #99E 4o (439
0% %

| E#+ b9 E #g99

where the terms of the equations are found from the thieipry. Equations 4.22
and 424 then become:

. = #’
dEQL v sce Ul (4.41)
4
RER
LF>6(57:x#>5/6Fu#6>§E/§Fu/g; ol
v=L/ &R Y (4.42)
>(d:/ g F#>;t#x/ g FHLEUWEF/E
F 7/ TR6 cesun
v/ gy

Without loss ofgenerality the analytical solutions obtained fitve coupled

heave angbitch motions as well as tifeequency of oscillatiomare as follows:
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U=/ Ing
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(4.45)
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CHAPTER 5

5.CFD SIMULATION OF MOTION

5.1 Introduction

Computational fluid dynamics (CFD) & comprehensive field covering a
broad range offluid dynamics problems. Itprovides an effective means of
simulating real fluid flows by the numerical sban of governing equations [1R7
It can be defined akesdence that produceguantitativepredictiors of fluid flow
phenomena based on the conservation laws (conservation of mass, momentum and
energy) with the help of digital computeas illustrated in Figure 5Q28]. The
predictions obtained through CFDrmadly occur under the conditions defining the
flow geometry, the physical properties of the fluid and the boundary conditions of
the flow field.Generally, thoseredictions includaset of values of flow variables
such as velocity, pressure or tengiareat chosen locations in the domain. The
hydrodynamic forces acting on an object and the consequent motions may also be
predicted using CFDTherefore, CFD is used in a wide range of research and
engineering applications in many fields of study andustdes such as
aerodynamics, aerospace, weather simulation, hydrodynamics, environmental
engineering and engine combustion analysis. It is often used alongside experimental
or analytical results in autortiee and aerospace research [[LZJuring the past
threedecades, several other numerical methodderelopedo simulate fluid flow

like finite difference, finite element, finite vaine and spectral methods [128
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Engineering

Computer
science

Figure52. The different disciplines contained within CFD

Recatly, CFD has gained a lot of importance and significantly enhanced in
terms of accuracy and computational titHewever, due tonany potential sources
of errors involved, such as incorrectly defined kany conditions, inaccurate
input data and irrelevamrmodelling, the predictionare never completely exact
[128]. Neverthelessassumptions and approximats are also requiredliring the
production of CFD models. Therefor& order to correctly perfornCFD
simulations it is very important to understaige limitations and the applicability

range of the CFD tools.

As a research tool, CFD igsed as a validatioar verification method to
experimentalor theoreticalfluid dynamics (see Figure53). Validation is the
comparison between numerical predicti@m actual pysical flow datafrom a
wind tunnel[129, 13Q. Verification, on the other hand, is the term used in reference
to the establishment of the level of agreement between numerical joresliand
the specific mathematical modg30, 13]. This is because CFD has a large

number of advantages such as:
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x Results can be produced inexpensively without the need for extraordinary
amount of training. However, interpreting the results often requires
experience.

x It permits input parameters to be changed. ddenvalidating design
optimisation. These changes are usually prohibitively expensive or time
consuming in experimental investigatida8?2].

x It has the ability to simulate realistic and unrdaliconditions. Unlike
experiments, CFD can simulate fluldw directly under practical conditions.

For instanceCFD allows unwanted events to be investigated sunh@sar
power plant failure [12]8 However, &rge scale models may be impractical to

investigate experimentally.

Experimental

Figure53. The thee methods used to stufliyid dynamics

However, he accuracy of th€FD results is limited by numerical errors
which are inherent to digitalomputatiorsuch as:

x Roundoff error: this is due to finite word size available on the computer

[133.
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x Truncation error: this is due to approximations in the numerical models. Mesh

refinement may reduce the truncation eff4].

Further information about CFD can be found &84, 136, 137]. In this
research, theralytical results are verifietvith Ansys Fluent CFD simulation
results[138, 139]. In addition,the results areerified with results obtained from
Ansys AQWA[14(Q.

5.2 Fluent Simulationof Motion of 2D Hulls

5.2.1 Introduction

Ansys Fluent is a computational fluid dynamics software packiageis$
written in the C langage It contains the broad,hysical modelling capabilities
needed to model flow, turbulence, heat transfer and reactions for industrial

applicationg138]. This softwaras used because it has the following advantages:

x It hasthe ability to simulate 2D planar flowsxiaymmetric flons and 3D
flows which allows the researcher to further extend the research.

x It has the ability to simulate multiphase flows, which is exactly the case of
this research.

x It offers a highly scalabldigh performance computing to help solve complex
computational fluid dynamics problems quickly and ef&tctively[138].

x It is widely used for academic and also commercial purplds<s.

The process of performing simulations on Ansys Fluent is destiibthe

following Figure:
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1. Problem Identification
- Define goals
- I[dentify domain

2. PreProcessing
- Geometry - Mesh
- Physics - Solver settings

3. Solver
- Compute solution

4. PostProcessing
- Examine results

Figure54. Process of performing simulations on Fluent

5.2.2Governing Equations

The CFD solver used is Ansys Fluent R19.2 which is based on the
incompressible unsteady Reynolds Averaged Nebiekesequations (RANSE)
[141]. This solver decomposes the solution variables of the exact Nétakes
equations into the mean (tira@eraged) and fluctuating components. Hence, the

velocity components are:
QL ®EJ (5.1)

where @and Jare the mean and fluctuating velocity components in the direction
of the Cartesian coordinatdy Likewise, the expression used to calculate the

pressure and other scalar quantitiethe following:
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TgL BETN (5.2)

where 1 refers to a scalar quamyi such as pressure or energy. By substituting
equations 5.1 and 5.2 for the flow variables in the instantaneous continuity and
momentum equations and taking a time derivative, the RANSE will have a

Cartesian tensor form as follows:

0 0
oP @ (0] 7

Bl - W %

4
0Ty OF 0 0Ty (5.4)

0 .

Equations 5.3 and 5.4 are the RANSE continuity and momentum equations
respectively. In the two equationgjs thedensity of fluid, Lis the mean pressure
and ais the dynamicviscosty. The final term in equatio®.4 represents the
Reynolds sess tensor. It is a three symmetrical tensor representing six unknowns
which must be solved so that turbulence effectlmamodelled. This is done by
using the Boussinesq approach in Fluent which assumes that these unknowns can
be linked to the mean velibies of the fluid through turbulence viscosity which is
the constant;[142]. Thus, the Reynolds stress can be reltaettie mean velocity

gradient as follows:

FeligsL agF—QJE—QGF—IéGEéQg—%pCbY (5.5)

oF
where Gs the turbulene kinetic energy.
5.2.3The Viscous Model

The turbulence model used is the tequation k+ i SST modelThis model

includes two additional transport equations to represent turbulent properties of flow
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in order to account for history effects like conventiand diffusion of turbulent
energy. The transport variable HKetermines the energy in turbulence
while fidetermines the scale of turbulentte.is widely used to simulate
aerodynamic flow for aeronautical applications and known for its abilibatalle

a variety of turbulent flows such as thapid length scale chang§bs43]. This
turbulentmodel was developed by Menter 1992 and is an extension to the
standard k fi model. It is a hybrid model combining the standaré &nd the kY
models such thdahe k fiis used in the inner region dfeé boundary layer close to
the wall and kYin the freestream flol44]. It accounts for the transport of the
turbulent shear stress and offers improved prediction of flow separation. In addition,
the SST model »hibit less sensitivity to freestream catmohs away from the

boundary layer. The two transport equations used in this model are as follows:

bé% OéCI;_ZF UjéﬁCEGHaE“-OGl 5.6
5= Vo, oT, o= ®%aT (5.6)
OéﬁE OéNL UZFUeﬁGEOHéEé"'GﬁI
op- Yo, "R 0T %5,
o (5.7)
s (o000
' Iy ey

5.2.4The Computational Domain
5.2.41 Geometry

The two geometriegsed in this research are the 2D hulls presenti&] and
[95] which will be later referred to as model 1 and model 2 respectiVély.
computaional geometry is created using Ansys Designmodélerthe aim is to
investigate the dynamic stability in &kff and landing, only the hull of the
seaplane is considered in the simulations. During -tdkeand landing,
hydrodyramic stability predictioms of great importance in the design of seaplanes
as it provides information about the wadeag resistancena porpoising [20 The
geometry of the 2D simulations performed is shown in Fighe The
computational domain is divided into threenes moving zone, reneshing zone

and stationary zone. This is because the area around the hull of the seaplane has to
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oscillate in accordance to the structural response the hull to the sea waves. The re
meshing zone does not oscillate but the mesh in this zeperrés to the motion of

the moving zone and constantlygenstruct the elements of the mesh. This is done

to reduce the computational time as only theneshing and moving zones have

high-definition mesh.

Figure55. Geometry used

The distance from the free surface (sea water level) to the top of the domain
is assumed to be equal to thal length. The depth of the domain is also equal to
the hull length. Moreover, the distance from the nf gravity of the hull to the
outlet is assumed to be 4 times the length of the hull. Nevertheless, the distance
from the CG of the hull to thelet is twice the length of the hull. This agrees with
the International Towing Tank Conference (ITTC) piait guideline for ship
CFD applications [140 The bodyfixed reference frame axes are chosen to
coincide with the principal axes of inertia ar torigin is taken coincident with

the centre of gravity of the hull.
5.24.2 Mesh

In order to solve the gerning equations of fluid flow, the fluid domain has
to be discretized into geometrically simple elements of cRfiis. process in known
as meshig and it plays a significant role in CFD as the accuracy of the solution is

in direct relation to size andhape of the mesh elemeiii27]. Generally, meshes
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can be generated in a wide range of forms, but they are usually identified as being
structured orunstructured.As the name suggest, structured meshes require a
systematic scheme of elements. This tygheésmost common in CFD applications

as it recues the computer memory requirements and hence reducpstaro
processingime. However, the main dislwantage of structured mesh is that it can

be difficult to create and hence it cannot be used to simulatpler geometries

[61]. On the other hand, unstructured mesltcomplex process of segmenting a
CFD domain into regions. The elements of this meplke re not ordered in any
regular fashion. The computation time of this mesh type is very high compared to
the structured mesh. However, this type can be used to model complex geometries
[61].

Ansys Meshing has beersed to produce the mesthich can be gnerated
after creating the geometry on Designmodelerthis case, any update to the
geometry in Designmader is automatically applied to me&the nesh generated
is a hybridmesh that combines structureagxhahedral) elements in the tsbmary
zone andunstructured étrahedral) elements in themgeshing and moving zones.
This is done to reduce the computat time as the stationary zone does not
necessitatany need for a higlefinition mesh as it is just fieestream regiamhe
mesh generated is @ln in Figure 56 which shows the hexahedral mesh zone
(structured mesh generated for the freestream). dthehiedral rash is shown in
Figure 57. Edge sizing has been introduced to the edges ofetheeshing and

moving zones for mshrefinement.
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Figure56. Mesh generated

Figure57. Tetrahedral mesh zone
5.2.43 Mesh Sensitivity Study

Mesh sensitivityis defined as thénfluence of thesize of the meslon the
results obtainedrom CFD [146]. Therefore, in order to obtain accurate CFD
results, it is very important to conduct a grid independestudy. The grid is
measured from its density, which can be presented in form ¢btddenumber of
elements of the mesh, or in form of the size of the elemeotsdrthe boundary
layer. The higher the density of the mesh, the larger the numberstielements.

This means that the density increases with the decrease of each elementsize arou
the boundary layer. Since each grid point represents a point at \Wwhiflow will

be calculated, the density is taken as a measure of thaegairthe CFD results
[130, 146]. Hence, the density of the mesh should be high enough to capture all the
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features otthe fluid flow. However, the effect of computational errors dmel
associated cost in time necesstatige use of as few mesh elements as possible.
Therefore, it is significant to specify the grid areas where the flow is very important
such aghe leading edgeéboundary layer and wake region, and the less important
areas of flow such as the freestredmthis researcha mesh sensitivity study is
conducted to establish the accuracy of the CFD solution, to ensure grid
independence and to kedy@tcomputational time as low as possiblee Thfluence

of mesh density idefinedthrough examining theffect of the size of thedge of

the hull (see Figure 58This edge represents the location of the boundary éanger

the region of wakewhere the baracteristics of fluid flow is ofgreat importance.

Figure58. Edge of the hull

The size of the mesh elements around this edge plays a significant role in
CFD simulation Any change in the edge siavill have a significant effd on the
number of elements of the me3ine elements developed at thaibdary layer are
shown in Figure 59
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Figure59. Elements at the location of the boundary layer

Mesh density was evaluated for 7 different boundaygr edge sizes and
plotted against the coefficient of drag of the fadishowrnin Figure 60 Eachedge
size producga total number of mesh elemenBedictions of the coefficierdf
drag of the seaplane hull were vesgnsitive to the change of meséndity. For
example, form hull edge size of 0.02 m, the coefficient of drag waslipted to be
1.41 (see Figure 60)However, it is significantly changed when the edge size is
reducedThe number omeshelements that corresponds to each edge size egdmin
along with the computation timeeeded to obtain the resulise highlighted in
Table 3.The optimum edge size of the hull was found to beZb®0. Thisis the
point where the solution starts to converge in whiehdifference in the coefficient
of drag prodiced by any smaller size is negligibhdso, this edge sizproduces
arourd 165000 mesh elements which can be simulated using a high specification

PC in an acceptable time.

It should be mentioned that the coefficient of drag is chosen to stuthetie
sensitivity becausén the case of seaplane motidhe boundary layer wilbe
developed around the hull from the bottom (water side) and from the top (air side).
If the coefficient of lift is chosen as the criterion to study the influence of mesh
density, only the boundary layer ddeped at the bottonof the hull will be
consideed which will reduce the effecf mesh density on the results.
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Figure60. Grid independence graph
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Table3. Grid independence data

Boundary layer edgaeze Number of nesh Computation time
(m) elements (hours)

0.0003125 1M ~480
0.000625 530K ~360
0.00125 300K ~240

0.0025 165K 160

0.005 100K 70

0.01 70K 40

0.02 50K 15

5.2.5The Boundary Conditions

The boundary conditions applied in this CFD investigations are illustrated

below. The location of eddoundary is shown in Figure 55

X Inlet: velocityinlet type is selected at the inlet. Open channel wave BC is
enabled so that wawdetails and location of free surface can be defined.

x Outlet: pressureutlet is selected for this boundary. Open channahabled
to define the bottom level of the computational domain that is filled with
water.

x Top: pressureoutlet is selected at thep. This is to let air flow freely in the
zone above the hull so that no presssieeated in the air region. The phase
in this boundary should only be defined as air (volume fraction should be

given a value of zero).
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x Bottom: pressureputletis seleotd here. The phase in this boundary should
only be defined as water (volume fraction should be given a value of one).
This is b let water flow underneath the hull freely so that no pressure is

developed.

5.2.6The Numerical Model

5.2.61 Multiphase Flow

Volume of fluid(VOF) is selected in the multiphase flow tab under models.
This is todefine the computational domain as a{phase flow domain with air as
the primary fluid and water as the secondary fluid (see F&j)r&OF is a surface
tracking technigue designed for two or more immiscible fluids where the position
of the interface eveen the fluids is of interest. In the ¥@nodel, a single set of
momentum equations is shared by the fluids, and the volume fraction of each of the
fluids in each computational cell is tracked throughout the dortasgnwidely used
to model the flow ofships andseaplanes1f47]. Open channeflow and open
channel wave BC should be enabled in order to define the-desadvave.
Numerical beach should be enabled in the stationary zone to account for wave

damping at the outlet.

Figure61. Numerical domain
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5.2.62 DynamicMesh Setup

Dynamic mesh is used in this researthis is to allow the hull to respond to
seawaves in form of motions in only two degreafsfreedom. The motion is
restricted by the use of a user defined funcfidDF) [148]. The UDF generated is
presentd in Appendix B.The UDF isused to record the heave and pitch motions,
define the mass and mass moment of inertia of the[bdf]. Smoothing and re
meshing are enabled to allow theesh to reconstruct theoving cells. Ansys
Fluent six DOF solver compes external forces and moments such as aerodynamic
and gravitational forces and momeij1gl8]. However, Additional information

about the dynamic zones are needed. Therefore, the following are defined:

x Hull: it is defined as a rigid body so that forces boan be calculated and
hence, motions of its centre of gravity are recorded.

X Moving zone: it is also defined as a rigid body but with passive option enabled
so that the zone moves with the hull withouta#dting the forces on it.

X Re-meshing zone: tBiis defined as a deforming zone as the tetrahedral cells
in this zone are reonstructedubject to the motioof the hull.

x Stationary zone: as its name suggests, this is defined as a stationary zone.
5.26.3 Choice of the Time Step

The Courant numbelCFL) is used to define the simulation time step. It is
defined as the ratio of time steg R to the mesh convection timecale [148]. It is
used to relate the mesh minimum cell dimensigij (o the meshléw velocity (7)
as given in the following equation:
7P
% (.L—= (5.8)
T
As moving mesh characteristics are used in this resetimshquantity is
considered to have a value of 1 for numerstability [150. Moreover, as implicit
simulation method is used, which require more computational effort in each

solution step, this i allow the use of larger time steythout sacrificingaccuracy.
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5.2.6.4 The Discretization Methsd

The phasic momentum equations, the shared pressure, and the phasic volume
fraction equations are highly coupled in multiphase flehence, hese equations
are solved in a segregated fashion using some variatithe SIMPLE algorithm
to couple the shared pressure with the momentum equations. This is attained by
effectively transforming the total continuity intoshared pressurfe5]]. In this
research, e space discretization method implemenisedAnsys FluentPhase

Coupled SIMPLEalgorithmwhich lves a wide range of multiphase flojt<i8].

In regards to time discretization, fistder implicit discretization method is
usually used to accurately modehost multiphase flow. This isbecause
theexplicit formulationis used to capture the transient behaviour of moving waves,
such as shock#oreover, because the time step is chosen based on the speed of
the hull and the size of ¢hmesh, which results etime step that ranges between
0.0002 to 0.04, the firgtrder scheme is found to be suffici¢hbl].

5.3 AQWA Simulation of Motion

The matlematical model is also verifiagsing Ansys AQWA{152]. This is
an engineering analysis suite of tools that can be used to investigate the effect of
wave, wind and curremin floating objects and fixed offshore and marine structures.
AQWA is a comprehensive tool that can solve several hydrodynamic problems such
as the deirmination of free height of floating bodies, the calculation of body
membrane effects of fixed and ftoay platforms in marine environment, the
calculation of forces on floating structures and the discharge of boat from main ship
[152. Nevertheless, dyamic analysis and structural response of ships and
seaplanes moving through sea waves can be perfornsgty VAQWA
Hydrodynamic Diffraction tool. The results obitad from this tool are suitabler
stationary or low speed applications as this softwarerggsepressure and inertial
loading for use in a structural analysis as part of the vessel hull desa@gsg. Slow
drift effects and extreme wave conditions may also be investigated. The results are

presented in form of timeeries data such as motiostory over time using AQWA
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Hydrodynamic Response tooll92. The process of performing AQWA
simulatonsis illustrated in Figure 62

Solidworks

Calculation of mass moment of
Geometry creation inertia and location of centre of

gravity

AQWA Hydrodynamic Diffraction

Numerical domain setup Sea wave definition

A 4

AQWA Hydrodynamic Response

Presentation of heave ad pitch

Body response determination motions history

Figure62. Process ofimulationin AQWA

5.3.1 Geometry

The hull geometry used in this ezgch is shown in Figure36lt is the hull
used in [15Bto numerically investigate thkydrodynamic drag asciated with
motion through head sea wavése centre of gravity (CG) of the hull is assumed
to coincide with the centre of mass and centre taitian.
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Figure63. Hull used in AQWA
5.3.2 Numerical Setup

In AQWA Hydrodynamic Difraction, an integrated domain is provided to
apply the analysis of complex motion and response of structures. Hydrodynamic
conditions such asea water depth, water density, wave frequency of oscillations,
wave amplitude, incident wave height, wave viigccentre of mass and mass
moment of inertia are defined. In addition, meshing to the structure of the object
and marine environment are autatnoally appliedThis means that there is no user
control on meshing which means that no mesh sensitivity siidygquired.
Nevertheless, boundary conditions such as kinematics and dynamics of the
oscillating body and seabed conditions are automatidefiped in AQWA. These
properties of AQWA reduce the computational time significantly. The domain
created in ttg research is shown in Figure.@he wave is assumed to be a single
wave with direction opposite to the direction of motion (i.e. head segwave
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Figure64. Numerical domain and wave direction

The seaplane is assumedtobe &#i® E\ D SDWWHUQ RI UHJXODU 6

order waves that have the lindarm presented in Figui@5[154).

Figure65. Stokes' linear second order regular wave form

7KH 6WRNHVY VHFRQG R U G EsSedir_thgblldnihgZ@f H FDQ EH
[155]:
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where =8Gah aland @stand forwave amplitude, wave number, wave frequency,
wave phase and water depth respectivEhe first term orthe righthand side of

the aforementioned equation is the Airy wave of the linear wave theory and the
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second term is theecondRUG HU 6 W R N Hi1'89]. Fhie &hipHUER\OE iRa@ion
in this theory is assumed to be constant and the phase speeds arel dssoene
equal. This implies that the surface profile does not evolve time or space (which

means it is constant). No tinoe space discretization is then neeflEsb].

The wave is defined by its length, amplitude and frequency of oscillations.
The length othe wave is assumed to be equal to the length of the hull. It is worth
mentioning that the depth of the numerical domiai assumed to be equal to
wavelength. In addition, the centre of gravity of the hull is assumed to be at a
distance equal to twice tlreavelength from the inlet and outlet.
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CHAPTER 6

6. RESULTS AND DISCUSSION

6.1 Introduction

In this chapter, the results obtained from the nonlinear analytical solutions of
the coupled and uncoupled equations of heave and pitch are pre&asteaf.all,
the analytical solution of the coupled equations is compared to the CFD results
obtaired fom Ansys Fluent. Secondlyhe analytical results areompared to
simulation results obtained from Ansys AQWAfter that, the effect of
nonlinearity and couplg on frequency of oscillations amthplitude of motion is
examined.Finally, the analytical sation to the nonlinear equations used to
extend the analytical method of Savitsky to predict the porpoisafgist limit of

planing hulls.
6.2 Verification with Fluent

The heave and pitdhistory of motion is predicted for two different seaplane
hulls analytically and using FluenAs mentioned earlierhé twohullsused are the
2D hulls presented if6] and [93. In this section, the hulls are refertedas model
1 and model 2 respectivelyhe geometrical properties of the two hull models used
in this researcllong with the wave characteriste listed in Tabld. The centre
of gravity (CG) of the hudl is assumed to coincide with the centre of snasd
centre of rotation and it is defined using Solidwotksaddition, thevavelengths

assumed to be equalttee hull length.

123



Table4. The geometricalkcharacteristicsf the hull modelaindthewave amplitude used

Model 1 Model 2
Paramete _ In Imperial _ In Imperial
In S| units _ In S| units :
units units
Overall length
5.850 m 19.200 ft 1.524 m 5.000 ft
a0
Beam length 0.800 m 2.592 ft 0.203 m 0.666 ft
Draft 0.350 m 1.144 1t 0.025 m 0.081 ft
Mass 1296.000 kg| 2837.7601b | 15.050 kg| 33.2001Ib
Radius of
. 1.400 m 4.588 ft 0.381m 1.250 ft
gyration
Moment of 3455.070 1780.200 2.790 1.611
Inertia Kg.me Ib.seé.ft kg.m? Ib.seé.ft
Wave
. 0.060 m 0.200 ft 0.030 m 0.100 ft
amplitude

Both models are assumed to have prismatic, axisymmetriclitwensional
hulls. This means that the results only depend on the weight, lematle amplitude
and speed of motion. Tlmthergeometrical characteristissich as the chine, dead
rise angle and dam lengthare not considered. Thidecreaseshe geometrical
constraints of the research and allows for the application of the strip tAdwry.
extension of the research to study the titieeensional motion of seaplanes
necessitates thaclusion of all geometrical characteristics of the hull because in

3D, the drag and lift are generated from every part of the fuselage of the seaplane.

Thestrip theorycan now be applied so thie coefficients of the heave and
pitch equations can beletermined.n order to study the stability in talaf and
landing, investigations have been carried out on two Froude num@grs.( and
0.2. According to[24], this is the takeff or landing regime where the hull is
supported by hydrodynamic forcéss discussed in chapter 2, thighe regime of
max hydrodynamic resistance where porpoising prediction becomes of great

importanceBYy following the steps of the strip theory method explained previously
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in section 3.5, the values of the coefficientsh&f heave and pitch equations of the
two models are fand (see Table)5An excel sheet is created talculate the

coefficients of the general equationshdave and pitch (equations &7d3.9).

Table5. Results of the strip #ory for the two models

St Model 1 Model 2

aLr&| (43Lrda | (4L r&| (4L ra

#,,(Ib.seé/ft) | 75.600 75.600 0.939 | 0.939
#g9(Ib.seé.ft) | 1368.500| 1368.500| 1.399 1.399
% -(Ib/ft) 2588.500| 2588.500| 160.200| 160.200
% o(Ib) 1115.000| 1753.200| -7.500 | -8.000

% (Ib) 1242.500| 1242.500| 5.200 | 5.200
% o(lb.ft/rad) | 49610.068 49501.600 226.600| 226.100
(6(Ib) 7.866 9.906 0.540 | 0.680

I 5(Ib.ft) 355.217 | 372.600 | 3.135 | 3.270

I &(Ib.ft) -222.642 | -231.790| 2.200 | 2.270

Thecoefficients of heave and pitelguations (equations 4aBd4.4) can now
be calculated using equations 48540 A Visual Basic code is created to perform
the calculations. The code is presented in Appendix Cvalesobtained fothe

coefficients d equationst.3and 4.4 arelisted in Table 6

Table6. Values obtained for the coefficients of heave and pitch equations

S Model 1 Model 2

(AL r&| (4Lrda| (4L r&| (4L ra
= 6.811 10.664 | -3.805 | -4.059
> 0.394 0.394 1.727 1.727
4 3.976 4.110 9.015 9.517
(5 0.048 0.060 0.273 0.345
/5 0.112 0.118 0.996 1.086
/6 -0.070 | -0.073 0.664 0.754
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Thenon-dimensional parameterY(in the coupled system is assumed to have
a value of 0.01 in all caseghis is to have the nonlinearity, coupling and external
excitation force/moment in the same strengitbt only that, but also this allows the
motion to be mainlexcited by the harmonic part of the equatidbhe analytical
and CFD reslts obtained using Fluent foradel 1 are presented in Figues; 67,
68 and 69Thetime history of motion obtained fno the analytical solution of the
nonlinear equationsequadions 4.43, 4.44nd4.45 is acquired using MATLAB.
The code generated shown in Appendix D. file heave motion results are

presented in Imperial units to better quantify the discrepancy betweandlytical
and CFD results.

Heave vs Time, Model 1, Fn = 0.1

A
ol | EARARARRTAAL]

Figure66. Time history of heave motion for model 1 @tL r &
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