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Abstract 
This research presents a comparison between mainstream and emerging solar-thermal 

renewable energy technologies (RETs) using an integrated environmental and techno- 

economic assessment framework and the numerical modelling of heat pipes for solar 

thermal applications. Using the framework, the overall sustainability potential is quantified 

in terms of a novel environmental and techno-economic index (ETEI), combining the 

Levelised Life Cycle Impact (LLCI) with the Levelised Cost of Energy (LCOE). A set of 

three ‘mainstream’ (Photovoltaic-PV, Wind Turbine-WT, Bioenergy) and three ‘solar- 

thermal’ (Parabolic Trough Steam-driven turbine, Parabolic Trough and Linear Fresnel 

Reflectors, the latter two with Organic Rankine Cycle, respectively PT-ORC and LFR- 

ORC) RETs are used. Economic and environmental evaluation of the RETs for 

technological innovation is relevant in making an informed decision as to the value these 

technologies present. Hence, this study also assesses the efficiency of technical 

innovations of the six RETs, using the eco-efficiency approach by integrating life cycle 

assessment and life costing. A demonstration case study is presented for two sites with 

favourable renewable resources over 25-year operational life. The results show improved 

overall sustainability scores for solar-thermal, attributed mainly to the additional thermal 

energy recovery from the ORC. PV emerges as the most preferred option when only 

electricity generation is considered, whereas accounting for the additional thermal energy 

outputs makes PT-ORC as the most preferred option during to its technological maturity 

and LFR-ORC the second preferred option. 

The transient behaviour of a heat pipe, designed by an industrial partner of the 

Northumbria University team, leading Horizon 2020 R & I Activity Project on the 

development of a small solar thermal plant, was investigated numerically. The heat pipe 

is a part of the plant, and its operation was studied for different tilt angles (𝜃𝜃 = 0°, 45°, 90°). 

The numerical solutions were obtained using a fully implicit Finite Difference Method that 

considered the motion of the liquid and a known time-varying temperature boundary 

condition at the liquid front. The liquid front position was found to be dependent on the 

applied heat flux, the initial conditions, and the thermophysical properties of the working 

fluid. Additionally, the distribution of power output and wall temperatures was predicted. 
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The temperature distribution of the working fluid was consistent with experimental results 

from the previous literature and provided valuable insight into the room-temperature start- 

up phenomenon. 
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Chapter 1 Introduction 
 

This Chapter discusses several critical global issues affecting the world's current 

energy demand and the potential for addressing some of these issues using renewable 

energy technologies. Additionally, the chapter discusses the motivation for developing an 

integrated environmental and economic framework for comparing renewable energy 

technologies and the operation of the heat pipe, along with the thesis's objectives, 

contribution to knowledge and structure. 

1.1 Problem Statement 
Between 2018 and 2050, global energy consumption is expected to increase by 

nearly 50%. It will be mainly driven by strong economic growth in countries in the Asia 

region, not in the Organization for Economic Cooperation and Development (OECD) [1]. 

However, alongside the rise in energy demand, there is also expected improvements in 

energy efficiency, availability of cleaner energy and reductions in the cost of energy for 

consumers [2]. Recently, disruptions in the energy sector have been caused by the 

Covid-19 pandemic, and the impact could be felt in the years to come [3]. The uncertainty 

surrounding the pandemic's duration, its social and economic consequences, and the 

energy policy responses open a vast array of possible energy futures. Global oil 

consumption reached 4,216 million tonnes per day in 2014, with a daily demand of 92.7 

million barrels. Global oil consumption increased to 4,474 million tonnes per day in 2019, 

and global demand reached 100.1 million barrels per day [4]. However, the projected 

global demand for oil in 2020 decreased to 91.3 million barrels per day as a result of the 

pandemic's economic and mobility effects [5]. While fossil fuels are depleting on a daily 

basis, there is evidence that the world continues to require additional energy; thus, it is 

critical to develop new energy technologies and resources to meet global energy demand. 

In fulfilling the astronomical demand for clean energy, the transition to sustainable energy 

is expected to see a revolution in the renewable energy technology sector. At the same 

time, the climate emergency requires a drastic reduction in the global greenhouse gas 

emissions by 50% up to 2050. Hence, the European climate strategy seeks innovative 

approaches to attaining a carbon-neutral energy sector by 2050 [6]. 
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Over the last decade, a plethora of renewable energy technologies (RETs) has emerged 

globally, leading to competitive scrutiny of their environmental and techno-economic 

viability [7-19]. There is an increasing demand to pursue power technologies that are both 

techno-economically efficient (including their life span and end-of-life decommissioning 

costs) and environmentally benign (in terms of their cradle-to-grave resource demands 

and emissions burdens) [20]. However, there is a lack of a clear approach in ascertaining 

the holistic sustainability of innovative RETs, specifically in terms of the following 

questions - a) How technologically viable it is? b) Can it be replicated at a low 

manufacturing cost and still meet the minimum energy performance ratio? c) Is it 

environmentally benign across its life cycle stages? 

Renewable energy, according to the International Renewable Energy Agency, is 

undergoing a virtuous cycle of technological advancement and cost reduction. There has 

been a steady decline in the manufacturing cost of popular RETs, such as wind turbine, 

solar-thermal, photovoltaics, and biomass. Furthermore, the operation and maintenance 

(O&M) cost of these RETs has been significantly reduced using real-time data to enhance 

predictive maintenance [21]. These relative cost changes are altering the comparative 

economics of the production of energy from renewable resources. Nevertheless, 

additional cost reductions could be realised through further technological enhancements, 

competitive procurement, and efficient project implementation [21-23]. Apart from 

manufacturing, transport (and in some cases assembly) stages, emissions from operating 

RETs have significantly diminished. 

Galiana and Green [24] argued that fostering a "technological revolution" in the field of 

RET would help to mitigate the challenges society face as a direct consequence of the 

inevitable environmental impacts caused by the use of conventional energy. A range of 

solar energy technologies has become available with differing performance 

characteristics. The two types of solar energy technologies widely available for generating 

power are photovoltaic (PV) and concentrated solar power (CSP) [25, 26]; scholars and 

industry experts have widely debated the worthiness of each for large-scale 

implementation to generate electricity [27, 28]. Component manufacturing contributes 

significantly to the systems scale environmental and techno-economic performance for 
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RETs. This typically includes readily installable preconstructed modules bought 'off-the- 

shelf', usually manufactured in another country with significant transportation burdens. To 

date, the uptake of these technologies has been determined mainly by their capital and 

operation & maintenance costs, which in turn depend on the type of material used in 

component manufacturing [29]. Challenges faced presently require not only responsive 

and productive systems but eco-efficient ones, which are concerned with minimising all 

sorts of waste. In essence, the eco-efficient approach must be implemented without 

increasing production costs and without causing any unintended immediate or future 

external environmental consequences [30] in order to achieve full sustainability. The 

concept of eco-efficiency allows for a desirable assessment of the co-benefits (Life cycle 

assessment and Life cycle costing) of technological innovations [19]. 

This research examines the integration of a Linear Fresnel Reflector and an Organic 

Rankine Cycle (LFR-ORC) technologies to generate electricity. As it can be seen from 

the review of literature in Chapter 2, there has been no published work related to the 

comprehensive study (environmental, energy, and economic) of the LFR-ORC systems. 

Therefore, this work systemically compares the LFR-ORC systems integration relative to 

the other five mainstream RETs to evaluate their energy output, environmental and 

economic performance, as described in Chapter 3. A sensitivity analysis performed for 

the LFR-ORC identified the heat pipe as the prospective component to be used in solar 

plants and the importance of their investigation in terms of heat transfer performance. For 

this reason, this work deploys 3-D CFD numerical models to study the phase change in 

the evaporator and condenser sections of the different heat pipe orientations to indicate 

how improvements can be made for solar thermal application. Existing heat pipe 

technologies must be significantly improved to meet higher heat transfer capabilities 

for thermal storage in solar thermal plants. By optimising the geometric and operating 

parameters, the heat transfer limit should be increased. To accurately predict the heat 

transfer limit and temperature distribution of a heat pipe, a three-dimensional heat transfer 

and flow CFD model encompassing both liquid and vapour must be developed. Literature 

search shows a very significant gap in presenting details and results of CFD modelling of 

heat pipes. In this study, a detailed three-dimensional CFD approach was used to 

simulate the heat pipe's steady-state performance. In the modelling process, it is taken 
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into account that a porous wick structure made of copper metal is used to transport the 

liquid from the condenser to the evaporator. Water is used as the working fluid because 

it has a high latent heat of vaporisation and is compatible with copper. 

 
 

1.2 Research Objectives 
This thesis aims to develop a methodology that assesses the environmental and techno- 

economic performance of six renewable energy technologies (RETs). This methodology 

would then be used to evaluate the competitiveness of the LFR-ORC relative to the other 

five mainstream RETs. This study also seeks to numerically investigate the performance 

of a heat pipe for solar thermal plant application by means of the 3-D CFD modelling 

technique. To evaluate the performance and competitiveness of the RETs and 

numerically analyse the performance of a heat pipe for solar thermal application, the 

following research objectives have been formulated: 

1. To identify the environmental impacts which could affect the performance of the 

different RETs. 

2. To quantify the techno-economic factors influencing the performance of the RETs. 

3. To compare the performance of mainstream RETs with the LFR-ORC using an 

integrated sustainability assessment framework by employing a trade-off assessment 

and optimisation system. 

4. To develop the detailed CFD model of heat transfer and flow of the heat pipe for solar 

thermal application. 

5.  To numerically investigate the operation of the heat pipe and to determine the effect 

of adding wick on the thermal performance of the heat pipe with different orientations. 

 
 

The first objective seeks to identify the environmental criteria that are most relevant 

regarding sustainable practices using the conventional life cycle assessment (LCA) 

approach. It also aims to recognise materials and processes with high impacts on the 

environment and use appropriate environmental indicators to quantify the impacts. 

The second objective quantifies the impacts breakthrough research and development 

have on the economic viability of an integrated process (outlining the low-cost potentials 
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of the integrated system, as well as identifying cost drivers and metrics for overall cost 

reductions). 

The third objective focuses on how to identify direct linkages and trade-offs between 

the environmental and techno-economic assessment models while evaluating the 

benefits of the environmental measures and the corresponding economic impacts 

(maximise economic value (e.g., NPV) and minimise environmental impact (e.g., Global 

warming)). It also seeks to investigate improvement scenarios and alternatives through 

sensitivity analysis to infer the role of innovations and optimisation for performance 

enhancement for the LFR-ORC energy system. 

The fourth and fifth objectives are to develop the numerical model and investigate the 

performance of the heat pipe for the solar thermal plant and the thermal effectiveness of 

wicks for the three pipe orientations, namely 0° (horizontal orientation), 45° and 90° 

(vertical orientation). 

As a first step, a comprehensive environmental and techno-economic assessment 

(ETEA) framework, specific to the evaluation of RETs to the appropriate Technology 

Readiness Level (TRL)1, is developed. TRL is a concept introduced by the National 

Aeronautics and Space Administration (NASA) to allow for a more effective assessment 

regarding the maturity of new technologies [31]. It builds on the eco-efficiency 

assessment, which combines Life cycle assessment (LCA) and Life cycle costing (LCC) 

and a methodology previously applied for the evaluation of algal-based biorefinery [32]. 

 
 

1.3 Contribution to Knowledge 
The research is novel in that it develops a methodology for evaluating the 

environmental and economic performance of renewable energy technologies and a 

simplified numerical model for investigating the heat transfer processes in a wick heat 

pipe. This thesis makes the following knowledge contributions to the field of renewable 

energy technology: 
 
 
 

1 TRL refers to a categorization measure for the “functional maturity” of a particular technology 
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1. The developed and proposed methodology for evaluating the environmental and 

techno-economic performance of RETs which can provide a reference point for 

researchers, policymakers, and stakeholders with interest in developing new RETs 

that are sustainable and efficient. The research provided important information about 

key indicators which determines the cost drivers and metrics for overall cost 

reductions of RETs. 

2. The developed environmental and techno-economic assessment framework which 

provides general indications to determine the Levelized cost of energy, energy 

payback time, global warming potential, and the energy return on investment. 

3. The developed detailed 3-D CFD model of heat transfer and flow in the heat pipe with 

wick and information on operation and performance of such a device installed at 

different orientations. 

1.4 Structure of the thesis 
This thesis is organised in the following manner to provide a coherent framework: 

 
1. Chapter 2 discusses the background and provides an overview of renewable energy 

technologies. It then discusses the Linear Fresnel Reflector and the Organic Rankine 

Cycle technologies, as well as their relationship. State of the art on R & D of heat pipes 

is also discussed to gather data on relevant physical phenomena during operation of 

heat pipes. Related and previously published works are discussed and briefly 

described. 

2. Chapter 3 contains the methodology for assessing the RETs' life cycle and techno- 

economic impacts. Additionally, it introduces the integrated performance assessment 

framework, a novel concept for holistically assessing the sustainability of RETs using 

their Levelized Life Cycle Impact (environmental parameter) alongside its Levelised 

Cost of Energy (conventional techno-economic parameter). 

3. Chapter 4 briefly describes the software and analytical tool used for the modelling 

process as well as the assumptions made for the life cycle assessment and techno- 

economic assessment. It also justifies the reason for numerically investigating the 

different heat pipes orientation and presents brief information on the locations for the 

different RETs. 
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4. Chapter 5 presents the results and analyses of the RETs case study scenarios. It 

begins by evaluating the capacities of the RETs, considering the design parameters 

and the environmental and techno-economic assumptions. 

5.  Chapter 6 introduces the computational fluid dynamics (CFD) techniques and the 

theories applied in the analysis of the heat pipe. The governing partial differential 

equations of conservation of mass, momentum, and energy for the heat pipe. In 

addition, the geometry, meshing and boundary conditions of the heat pipe is also 

described. ANSYS Fluent is used to perform numerical simulations to provide the 

liquid and vapour fraction, average temperature, and power of the evaporator and 

condenser zone of the heat pipe. 

6. Chapter 7 discusses the numerical results obtained from numerical modelling of the 

operation of the heat pipe with different orientations. Additionally, it compares the 

numerical heat pipe model's output to published studies in the literature. 

7. Chapter 8 collects the main conclusions of the research by comparing findings against 

the objectives and provides some guidance on possible future work. 
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Chapter 2 Background 
 
 

This Chapter establishes the necessary background context for this study. The first 

section discusses energy and sustainable development, as well as providing an overview 

of renewable energy technologies. The second section provides an in-depth examination 

of recent developments in concentrated solar power (CSP), particularly linear Fresnel 

reflectors (LFR). The third section would describe the LFR and its other components. 

Section four presents a state-of-the-art LFR coupled with an organic Rankine cycle (ORC) 

for electrical and thermal applications. Section five discusses related and existing works, 

and section six concludes the Chapter. 

2.1. Energy and sustainable development 
Sustainable development can be broadly defined as meeting the current needs of the 

present without jeopardising future generations' ability to meet their own. In the twenty- 

first century, sustainable development has become a guiding principle for policymaking. 

The World Commission on Environment and Development's seminal 1987 report was 

instrumental in popularizing the concept of sustainable development. The word 

'development' in an international context refers to simply improvement in the quality of 

life. Sustainable development's sole objective is to improve while preserving healthy 

ecosystems and ensuring the long-term persistence of the biodiversity upon which life 

depends. 

Renewable energy can be defined as energy obtained from a naturally continuous flux of 

energy occurring in the immediate environment [33] and is also sometimes referred to as 

"sustainable energy" or "green energy", and non-renewable energy is called "finite 

supplies" or "brown energy". Unlike fossil-based energy resources, which require 

constant effort and exploration to make them available for use, the energy obtained 

through a naturally continuous flux of energy requires no human effort. When compared 

to non-renewable energy that has a negative environmental impact, the energy obtained 

from renewable energy sources (i.e., sun, wind, etc.) has been deemed compatible with 

sustainable development goals [33]. 
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Solar, hydro, tidal, wind, wave, biomass, biofuels, and geothermal are all examples of 

renewable energy sources that have a low impact on the environment. Although they are 

naturally occurring energy sources, sites can have different environments and 

possibilities for harnessing renewable energy. Therefore, the energy delivered by their 

technologies is modelled based on the available natural resource (e.g., flat regions, such 

as Denmark, may benefit from wind power rather than hydropower). This characteristic is 

one of the primary barriers to the prevalent use of renewable energy, as practical energy 

systems must be compatible with the local environmental resource flows in a specific 

region. Energy storage systems, on the other hand, can help balance the variability of 

energy resources. There are energy storage technologies available for renewable energy 

applications, which will be discussed briefly in this thesis. 

Renewable energy's share of global electricity production increased to nearly 28% in the 

first quarter of 2020, up from 26% in the first quarter of 2019. This increase came at the 

cost of gas and coal, representing up to 60% of the global electricity supply [34]. The Sun 

is one of the most prospective sources of renewable energy. There are mainly two ways 

of utilising solar energy. The first way is photovoltaic generation using solar cells. 

Photovoltaic cells do not need any moving parts to produce electricity directly from 

electromagnetic radiation, in this case, sunlight. The second method is solar energy 

generation, which utilises solar concentrators to convert direct normal irradiation (DNI) or 

'beam radiation' into heat, which is then converted into electricity. This thesis focuses on 

the solar-thermal based energy system; thus, this section will concentrate on the 

background of concentrated solar power (CSP) plants. The CSP global capacity for 

sustainable development is shown in Figure 2.1 [35]. Over the decade, CSP has 

witnessed growth, and it offers promising energy options for a sustainable energy supply 

as they continue to spread to new markets. However, to attract additional investment, 

design policies will need to emphasise the value of the CSP storage [35]. 
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Figure 2.1: CSP global capacity (TWh) 
 
 

2.2. Solar thermal concentrator types 
Solar concentrator systems used to generate electricity are classified as power tower, 

parabolic trough, linear Fresnel, and Dish Stirling. 

The power tower, parabolic trough, and line Fresnel are all technologies for Rankine or 

Brayton cycle-based CSP systems. The basic principle of solar thermal energy 

conversion to electric energy is depicted schematically in Figure 2.2. 

Solar collectors are mechanical/optical devices that recuperate energy by concentrating, 

absorbing, and converting radiant solar energy. This energy can be stored and converted 

to meet thermal, electrical, or mechanical energy demands if necessary. In general, solar 

collectors are classified as concentrating or non-concentrating. 
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Figure 2.2: A generic CSP plant [36] 
 
 

While CSP plants typically intercept and concentrate solar radiation into a small receiving 

area due to their concave reflecting surface, which increases the radiation, non-CSP 

plants intercept and absorb solar radiation using the same area made of flat mirrors. 

2.2.1. Power Tower 
The power tower, which is known to have a central receiver, was first proposed by 

Russian scientists in the mid-1950s in response to the 1973 oil crisis [37]. Typically, a 

large field of flat mirror heliostats is used to focus and concentrate sunlight onto a central 

receiver mounted at the top of a power tower. The diagram in Figure 2.3 depicts a power 

tower used to generate electricity. Due to the concentrated beam's high energy, any 

substance that passes through a heat exchanger at the top of the tower will melt or 

vaporise. Typically, molten salt or oil is used as a heat transfer fluid to produce steam in 

steam generators for conventional electricity generation by steam turbines. Additionally, 

heat transfer fluids such as oil or molten salt have been used as heat transfer fluids in 

thermal energy storage systems. The addition of thermal storage to the power tower 

system enables continuous electricity dispatch during cloudy weather or at night. 
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Figure 2.3: Power tower technology for generating electricity 
 
 

The annual capacity factor of the majority of solar technologies without storage is 25%; 

however, when thermal storage is added, power towers can achieve annual capacity 

factors of up to 60% and as high as 80% during the summer. 

2.2.2. Dish/Stirling 
Dish/Stirling technology utilises a parabolic dish to focus sunlight on a thermal receiver 

located at the dish's focal point. Heat is received by a Stirling engine, the operation of 

which is based on the expansion and compression of a gaseous working fluid at various 

temperatures. The heated gas is used to move pistons and generate mechanical energy 

to power a generator. The dish/Stirling system is schematically depicted in Figure 2.4. 

2.2.3. Parabolic Trough 
The most mature CSP technology is a parabolic trough power plant. This is made of 

parabolic-cylindrical collectors made of reflective materials that focus solar rays on a 

receiver tube located in the focal line. The receiver tube absorbs the concentrated solar 

energy and heats the fluid inside. After being heated inside the absorber pipe, the heated 

fluid is pumped to the steam generator, which powers the steam turbine. To maximise 

efficiency, the troughs can track the Sun around a single axis, which is typically oriented 

north to south. The parabolic trough is schematically depicted in Figure 2.5. 
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Figure 2.4: Dish-Stirling System [38] 
 
 

 
Figure 2.5: Simplified schematic of a parabolic trough power plant [39] 
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2.2.4. Linear Fresnel Reflector 
The linear Fresnel reflectors are a series of long, narrow, shallow, slightly curved (or flat) 

mirrors used to focus beam radiation onto one or more linear absorbers several metres 

above the reflecting mirrors. These long, narrow, slightly curved (or flat) mirrors can be 

rotated around their long axes, which are oriented north-south to track the Sun. The linear 

Fresnel reflector, in general, aims to reduce overall system costs by allowing the aperture 

size of each absorbing element to be unconstrained by wind loads [40]. Figure 2.6 shows 

a diagram of the linear Fresnel reflector system. Due to the large curvature radius of the 

facets, it is possible to use inexpensive, flat glass that can be curved elastically. The 

stationary absorber above the reflecting mirror obviates the need for flexible fluid joints. 

The most common heat transfer fluid is synthetic oil heated to approximately 390 °C, 

which can also be used for thermal storage. Appropriate focusing of mirrors at different 

absorbers at different times of the day allow for a denser packing of mirrors on a limited 

amount of available land. However, because of the mirrors' flat arrangement, inherent 

additional optical (cosine) losses reduce annual optical output by between 20% and 30% 

when compared to the parabolic trough design. To make linear Fresnel systems a viable 

option, this loss of optical performance must be offset by lower investment costs. 
 
 

Figure 2.6: A linear Fresnel reflector system with a secondary reflector on top of the receiver 
[37]
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The parabolic trough's higher optical efficiency is due to its rigid, rotational collector 

structure. While the entire concentrator structure for the parabolic trough system tracks 

the Sun, in the case of the Fresnel reflectors, only the small mirror facets are rotated. 

Since bearings, drives, and supporting structures should withstand lower loads, they are 

constructed leanly. Wind loads on the mirrors are extremely low due to the arrangement 

of the facets with small aperture width in a single horizontal plane near the ground. 

Because the optical concentrator movement is independent of the receiver tube in a linear 

Fresnel system, long rows with straight receiver tubes are easily realised. 

 
 

2.2.5. The overall concept of CSP plant technologies 
For the long operational hours of a solar plant, there is a need to use an energy storage 

system since sunlight is not available to meet energy demands during the night. 

Integrating energy storage systems with CSP technologies enables solar power plants to 

operate for longer periods of time. On cloudy days, energy production can be ensured 

using short-term thermal storage systems with a 1-hour capacity. Despite their obvious 

advantages, most of the demonstrational and commercial solar power plants appeared 

to lack substantial thermal storage, relying on thermal inertia. Due to economic 

constraints, battery storage technologies have not been investigated for large-scale 

power plant applications. In Table 2.1, the four major CSP technologies are compared, 

considering the possibility of storage integration, its benefits, and drawbacks. 

The efficiency of power conversion in a heat engine is theoretically limited by Carnot's 

efficiency and is proportional to the energy quality, and thus temperature, of the thermal 

energy supply. Solar energy-based electricity generation systems require collectors to 

provide the required high-quality thermal energy. When the collector output temperature 

rises, energy losses (i.e., convective, reflection, heat transfer, glazing absorption, and 

thermal radiation) occur. These occur as a result of the collector's interaction with the 

local environment. While efficiency increases as the temperature of the hot reservoir 

increases, high temperatures can reduce the efficiency of solar collectors. To determine 

the power plant's optimal operating point, a trade-off analysis must be conducted. 
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Table 2.1: The comparison of the different CSP technologies 
 

 
CSP Technology 

Possibility of 
storage 

 
Benefits 

 
Drawbacks 

 integration   

 
 
 

Parabolic Trough 

 
 
 

Possible 

Installation costs are 
relatively low. 

Inadequate thermodynamic 
efficiency because of the low 

operating temperature 
Mature technology, hence, 

there is significant 
experimental feedback 

Area occupied is relatively 
large 

Linear Fresnel 
reflectors 

 
Possible 

Installation costs are 
relatively low. 

Inadequate thermodynamic 
efficiency because of the low 

operating temperature 
 
 

Solar Tower 
A distinct 

possibility with 
low storage cost 

Increased thermodynamic 
efficiency because of the 

high operating temperature 

Installation costs are relatively 
high, and there is also a 

significant heat loss 
Area occupied is large 

 
 

Dish Stirling 

 
 

Difficult 

Area occupied is relatively 
small 

Cost of installation is relatively 
high 

Increased thermodynamic 
efficiency because of the 

high operating temperature 

Insufficient experimental 
feedback 

 
 

Figure 2.7 illustrates the efficiency of the combined absorber and heat engine for various 

CSP technologies, which suggests that the global plant efficiency increases as the 

concentration ratio is increased. This increase results in a trade-off between the 

efficiencies of the absorber and heat engine, leading to the optimal operating 

temperatures. Figure 2.8 shows the efficiency for four different collectors for a typical 

summer day in Daggett, California. 
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Figure 2.7: Thermal efficiency for different collector technologies [41] 
 
 
 

 
Figure 2.8: Solar collector efficiency for a typical summer day 

 
 

While there are numerous technical alternatives for CSP, not all of them have reached 

commercial maturity. Some of them are merely concepts that are being developed in 

laboratories, through research and development, or through demonstration. 
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2.3. Organic Rankine Cycle 
In comparison to the steam Rankine cycle's (SRC), the Kalina cycle's complex system 

structure with a superheating device, the Tilateral flash cycle's difficult two-phase 

expansion, the expensive material yet low efficiency thermoelectric generator, and the 

supercritical CO2 cycle's high operating pressures – the organic Rankine cycle (ORC) has 

the advantages of having a simplistic structure. These are also easy to maintain, have 

high reliability, and low cost. The ORC technology has been demonstrated to be amongst 

other effective solution for utilising waste heat for reliably meeting electricity demand via 

distributed power generation. To put it differently, the ORC technology can take the 

energy that would have been wasted and convert it to useful energy. This energy can be 

in the range of a few kilowatts to Megawatts. While the ORC is like the SRC, it utilises 

organic compounds (i.e., refrigerants or hydrocarbons) that boil at a lower pressure and 

temperature than water. This enables the ORC to generate power from low to medium 

temperatures of around 60 °C up to 350 °C. When combined with renewables, the ORC 

offers unique advantages over the SRC, including low capital and maintenance costs, 

small size, simple structure, high reliability, and low environmental impact. As a result, 

the ORC technology has been rapidly deployed across the globe in recent years and has 

seen remarkable advancements as a result of extensive academic research [42]. 

The ORC is similar to the SRC in that it utilises all of the SRC's primary components, 

including the expansion device, pump, evaporator, and the condenser, with the exception 

that water is replaced by an organic compound. Indeed, the ORC technology is quite 

mature, possibly as old as the SRC. The first patent for an engine that uses ether as the 

working fluid dates all the way back to 1826 [43]. During the first half of the twentieth 

century, significant effort was made to primarily integrate solar and geothermal energy 

with the ORC technology for power generation [44-47]. During the 1970s and 1980s, the 

oil crisis and environmental concerns accelerated the development of ORC systems in 

several areas, including novel configurations such as cascaded cycles [48], alternative 

organic fluids such as zeotropic mixtures [49], and novel applications such as the use of 

ORC in vehicles [50]. This trend has continued at a rapid pace to the present day. 
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2.3.1. ORC configurations 
The ORC layout is significantly simpler than the SRC layout because there is no 

requirement to connect a water-steam drum to the boiler, and a single heat exchanger 

can handle all three phases of the heating process, namely preheating, vaporisation, and 

superheating [51]. Figure 2.9 depicts a simplified organic Rankine cycle schematically. 

The following diagram depicts the flow process between the ORC components: 

• 1–2: As the organic vapour fluid expands to lower pressure, its thermal energy is 
converted to mechanical energy by the expander. 

• 2–3: Using a cooling medium, the vapour is then condensed in the condenser. 

• 3–4: A pump is used to pressurise the low-pressure organic fluid. 

• 4–1: With a low-grade waste heat source in use, the organic fluid is vaporized in the 
evaporator, and a new cycle begins. 

 
 

 
Figure 2.9: The schematic layout of a simple ORC system 

 
 

Figure 2.10 shows the temperature-entropy diagram of the organic Rankine cycle. 
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If the temperature at the turbine exit is significantly higher than the temperature at the 

condenser inlet, the thermal efficiency of the simple ORC could be increased by including 

a recuperator between both the turbine exit and condenser inlet [52, 53]. The recuperator 

can be used to pre-heat the working fluid prior to its entry into the evaporator using the 

residual heat generated by the turbine. In other words, the average temperature of heat 

transfer to the cycle is greater than the average temperature of heat transfer to the 

environment (Figure 2.11 shows the recuperated ORC), while the average temperature 

of heat transfer to the environment is lower, resulting in a higher cycle thermal efficiency 

[54]. 
 
 
 

 
Figure 2.10: Temperature-entropy of the simple ORC 
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Figure 2.11: The schematic layout of the recuperated ORC 
 
 
 
 

Figure 2.12 illustrates the temperature-entropy diagram for the recuperated ORC. 

Comparing Figure 2.10 with 2.12 demonstrates the advantage of using the recuperator, 

but at a higher initial capital cost and complexity. 
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Figure 2.12: Temperature-entropy diagram of the recuperated ORC [42] 
 
 

2.3.2. Selection of Organic working fluid 
The selection of a working fluid is critical in ORC systems. The thermophysical properties 

of working fluids have a significant impact on the system’s efficiency, component size, 

economic viability, safety, expander performance, system stability, and environmental 

concerns [55-57]. The choice of a working fluid is critical for achieving high cycle thermal 

efficiencies and optimising heat extraction from the hot stream. Organic fluids are 

frequently dense compounds with high molecular weights and low boiling and pressure 

points. They are classified as dry, isentropic, or wet fluids according to their slope of the 

saturation vapour diagram, which is positive, zero, or negative, as illustrated in Figure. 

2.13. Due to the ORC's lower operating temperatures, dry and isentropic fluids are 

preferable to wet fluids such as water due to their superheated state following expansion. 

This eliminates the need for superheating equipment and the potential for damage caused 

by liquid droplets impinging on fluid path components. These characteristics allow for 

significant reductions in evaporator size and expander maintenance, lowering the 

system's capital and operating costs. 



23  

 
 

Figure 2.13: Temperature-entropy diagram of dry, isentropic, and wet fluids 
 
 

The following sub-sections discuss additional critical thermophysical properties to 

consider when selecting an organic working fluid. 

• Latent heat of vapourisation: Organic fluids with a low latent heat of vapourisation 

are preferred for use in ORC with low-grade waste heat sources as this enables heat 

transfer to occur primarily at the variable temperature in the evaporator [57]. As a 

result, the temperature profile of the working fluid in the evaporator more closely 

matches that of the heat source, thereby reducing irreversibility in the heat exchanger 

[58]. 

 
• Thermal stability: Organic fluids may decompose at elevated temperatures and 

pressures, resulting in corrosion and ignition. As a result, they must maintain thermal 
stability when exposed to high temperatures. 
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• Specific volume: Organic fluids have several significant advantages, one of which is 

their low specific volume (high vapour density). Low specific volume fluids result in 

lower volume flow rates, which translates into the smaller heat exchanger and 

expander sizes, significantly reducing size and cost. The vapour specific volume of 

several common organic fluids is shown in Figure 2.14 in comparison to water, 

emphasising the benefit of organic fluids. 
 
 

 
Figure 2.14: Saturated vapour specific volume plotted against saturated temperature for 
water as well as some common refrigerants 

 
 
• Critical temperature: A high-efficiency cycle configuration is only possible with fluids 

whose critical temperature is close to the maximum temperature of the heat source 
[59]. 
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Safety, environmental impacts, material compatibility, molecular weight, viscosity, cost, 

and availability are also critical properties to consider when selecting an organic working 

fluid. However, no organic fluid can meet all the above requirements simultaneously, and 

there is always a trade-off between various criteria based on their relative importance for 

each specific application. 

 
 

2.4. Energy storage technologies 
As previously stated, one of the difficulties confronting solar energy systems is their 

intermittent power supply because of inclement weather. Renewable energy systems can 

mitigate this challenge by utilising energy storage systems. This sub-section would briefly 

present an overview of various storage technologies and their capacity to balance the 

sporadic nature of renewable energy resources. Energy storage technologies can be 

classified into four main storage types, namely, chemical storage, electrical storage, 

mechanical storage, and thermal storage systems. 

2.4.1. Chemical energy storage system 
Chemical energy storage systems are by far the most prevalent type of energy storage. 

The lithium-ion (Li-ion), lead-acid, nickel-metal hydride (Ni-MH), nickel-cadmium (Ni-Cd), 

sodium sulphur (NaS), sodium-nickel chloride (ZEBRA), vanadium redox (VRB), and zinc 

bromide (ZnBr) are examples of the battery energy storage systems. They have an 

efficiency ranging from 60 to 90% and respond to changes to the electrical load. 

Additionally, NaS, ZEBRA, VRB and ZnBr are commonly referred to as high-energy 

batteries because of their high storage duration timescale and longer life span [60]. 

2.4.2. Electrical energy storage system 
Capacitor energy storage, supercapacitor energy storage, and superconducting magnetic 

energy storage are all examples of electrical energy storage systems. Capacitors have 

the capability, at fast rates, directly store electrical energy. Compared to battery energy 

storage systems, they have significantly higher charge/discharge cycles [61]. The major 

shortcoming of this storage system is its low energy density. The super-capacitor energy 

storage system in terms of energy density and capacitance has better electrical properties 

than the capacitor storage. Their relatively larger surface area makes its electrical 
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properties thousands of times higher than the ordinary capacitor storage system. 

Compared to conventional capacitor storage, the super-capacitor energy storage system 

has higher power and energy density; its density is still lower than that of the lead-battery 

system. Therefore, in general, capacitors have shorter timescales, short discharge, and 

high self-discharge loss of around 20 - 40% per day, and these shortcomings limit their 

usage to electrical applications. 

Superconducting magnetic energy storage systems accumulate energy in the form of 

magnetic fields and convert it to electrical energy only when it is required. Additionally, 

they have a high efficiency of approximately 98 percent and a rapid switching response 

[60]. Some of the major challenges associated with this energy storage technology are 

their high cost, short discharge time and the environmental issues of developing a strong 

magnetic field. 

2.4.3. Mechanical storage system 
Mechanical storage systems include flywheel energy storage, pumped-hydro storage, 

and compressed air energy storage systems. 

The flywheel energy storage system is an electromechanical system that can store 

electrical energy as kinetic energy. It is typically made up of a cylinder that revolves on 

magnetic bearings connected to an electrical machine [60, 61]. This machine behaves 

like a generator when energy is discharging, and during the charging process, it operates 

as a motor. 

Compressed air is used to store energy in dedicated underground chambers [62]. When 

demanded, the energy that is stored is later discharged through a conversion process 

that involves combustion. The heat developed during air compression (i.e., when the 

system is charged) is usually released to the atmosphere during discharge. The storage 

system has an efficiency of 85% and a life span ranging between 20 and 40 years [61]. 

The pumped-hydro storage is low-cost, well-developed and widely used for large-scale 

energy storage applications in power systems [63]. This storage is typically made up of a 

double interconnected reservoir, each having different heights, a pumping mechanism to 

store water to the upper reservoir and a turbine that produces electricity when water is let 
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out into the lower reservoir. This storage system has an efficiency of 70-80% and a life 

span ranging between 40 – 60 years [61, 62]. 

 
 

2.4.4. Thermal storage system 
Thermal energy storage systems make use of materials that can be kept at elevated or 

lowered temperatures in specially designed insulators [63]. This storage system could be 

categorised into high temperature and low-temperature storage systems. However, these 

media storage systems are largely dependent on their operating temperature at room 

temperature. Thermal energy systems having a temperature of -18 °C are used for 

industrial cooling application [61]; those with temperatures ranging from 0 to 12 °C and 

25 – 50 °C are for achieving cooling and heating, respectively. Thermal energy storage 

systems with temperatures greater than 175 °C are used for heat storage applications. 

• Low-temperature thermal energy storage systems: This consist of two types - 

aquiferous (ATES) and cryogenic (CES). The ATES is frequently associated with the 

refrigeration process of cooling or ice water. When users require cooling, this process 

may be advantageous [60]. The CES is a term that refers to the process of boiling 

cryogen (liquid nitrogen) with ambient heat. The cryogen is heated and then used to 

generate electricity via cryogenic heat engine configurations. The CES system has a 

20–40-year life expectancy, a self-discharge loss of 0.5–1% per day, and a round-trip 

efficiency of 40–50% [60]. 

 
• High-temperature thermal energy storage: This type of plant stores heat energy in 

two molten salt tanks. Apart from molten salt, other materials suitable for high- 

temperature TES include concrete, phase change materials (PCMs), saturated steam, 

and ultrapure graphite [60]. The high-temperature TES has a life expectancy of five to 

fifteen years and self-discharge losses of between 0.05 and 1% per day. The Solana 

Generating Station in the United States is an example of a solar thermal power plant. 

It has a capacity of 280 MW and stores energy in molten salt for six hours [64]. 

Pumped heat storage is another type of high-temperature TES that is still in 

development. It is expected to have a round-trip efficiency of 75–80% [60, 63]. 
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Additionally, its design enables more scalable and cost-effective storage 

configurations than the pumped hydro system. Additionally, it will have a lower 

environmental impact than pumped hydro technology. 

 
 

2.5. Heat pipe 
Following many years of intensive exploration into modern thermal management systems, 

heat pipes (HPs) are used as a passive capillary-driven heat transfer device capable of 

transporting significant amounts of energy with minimal loss [65]. Due to the higher 

effective thermal conductivities of heat pipe, they can transfer heat loads of several 

degrees; having a thermal conductivity exceeding that of any known metal. Gaugler [66], 

of General Motors Corporation in 1944 was the first to patent a lightweight "heat transfer 

device" which is basically the present-day heat pipe. The heat pipe concept was then 

forgotten for two decades until it was rediscovered in 1962 [67] by Trefethen and then by 

Wyatt in 1963 in form of a patent application in connection with the space programme. 

At the Los Alamos Scientific Laboratory in 1963, independent work of Grover et al. [68] 

inverted the concept and built prototypes. Ever since, the impetus was provided for heat 

pipes, which has caused the steady growth and popularity throughout the world for a 

variety of applications, spanning nearly the entire temperature range encountered in heat 

transfer processes. The heat pipe technology is used for thermal management in a variety 

of applications, including thermal control, spacecrafts (aerospace engineering), as well 

as cooling electronic components. Heat pipes were the first capillary two-phase flow 

devices, inspiring subsequent inventions, and innovative designs such as loop heat pipes 

(LHPs) and capillary pumped loops (CPLs). Heat pipe recovery systems presents a 

market which is continuously growing. The demand for alternative energy sources has 

led to innovations in the application of the heat pipe technology in solar storage systems. 

As shown in Figure 2.15, a conventional heat pipe is a hermetically sealed tube that 

typically contains a wick structure and a working fluid in both the liquid and vapour phases, 

with the liquid saturating the wick structure. In general, the heat pipe is divided into the 

following sections: the evaporator region, the adiabatic region (or transport), and the 

condenser region. 
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When the tube's evaporator region is heated, the liquid evaporates, absorbing the latent 

heat of vaporisation in the process. As a result of the pressure gradient created in the 

vapour channel, the vapour flows through the adiabatic region of the tube to the cooler 

end (condenser region), where it condenses and rejects the absorbed latent heat. 
 
 
 

 
Figure 2.15: Typical operation of steady-state heat pipe 

 
 

The difference in capillary radii between the evaporator and condenser ends rce and rcc of 

the wick structure, as illustrated in Figure 2.16, results in a net pressure difference in the 

liquid-saturated wick. This pressure differential propels the liquid from the condenser to 

the evaporator section via the wick structure. The process is repeated if sufficient capillary 

pressure exists to allow the liquid to return to the evaporator [69]. 
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Figure 2.16: Liquid-Vapour radii curvature in the (a) evaporator and (b) condenser 
sections 

 
 

As a result of the high latent heat of vaporisation, heat pipes are highly efficient devices 

for transporting large amounts of energy over moderately short distances with a small 

temperature difference at their surface [70]. 

Two-phase flow characteristics of the working fluid made it possible for heat pipes to have 

additional features including: 

1. Providing variable heat fluxes at near-isothermal temperatures without the use of 

external pumping power. 

2. Making a structure that is subject to isothermal temperature fluctuations. 
 

3. Changing the rate of heat transfer between a hot and cold source located on very 

different surfaces. 

Additionally, heat pipes can be classified according to the working fluids they contain, 

their geometry, and their intended applications [65]. APPENDIX A contains further 

literature on geometry designs, wick structures, the general design characteristics and 

steady-state performance of a room temperature heat pipe, operating temperature range, 

working fluids and heat transport limitations of a typical heat pipe. 
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Numerous steady-state and transient models have been developed in response to 

widespread interest in heat pipes. The latter part of Section 2.6 will present a review of 

the literature on transient heat pipe testing and modelling efforts, with a particular 

emphasis on low temperature heat pipes. This review summarises experimental and 

theoretical work on transient low temperature heat pipes and serves as a foundation for 

future research. 

 
 

2.6. Review of related works 
Numerous studies have been published on the integration of PTC and ORC, but there 

are few on the integration of LFR with all RC ORC to generate power. This section 

discusses various research projects that have been conducted to investigate and improve 

the performance of solar concentrators, ORCs, and various working fluids. These solar 

collector systems and ORC for multiple applications are then reviewed and briefly 

discussed. 

In a numerical simulation study of the linear Fresnel reflector system used to generate 

steam for a power plant, Ghodbane et al. (2019) obtained optical and thermal efficiencies 

of 53.7 percent and 37.5 percent, respectively [71]. The authors reported that the steam 

power plant could generate more than 2000 MWh of electricity annually, encouraging 

investment in desert areas with abundant solar energy. Ghodbane et al., [72] examined 

the use of distilled water, system stability, and thermophysical analysis to improve the 

LFR system's performance. They discovered that as the volume fractions of the 

nanofluids are increased, their thermal conductivity increased as well. Additionally, they 

recorded a system efficiency of 33.81 percent when using nanofluid. Said et al., [73] 

demonstrated a direct correlation between the concentration of reflective mirrors and 

optical performance by experimentally examining the LFR. They reported that optical 

efficiency increases relative to the total number of reflective mirrors and that the collector 

performed optimally at 42.65 percent with 11 mirrors in their case. Additionally, a study 

reported by Barbón et al., (2019) on the effect of longitudinal tilt angles on LFR 

performance established that the energy absorbed by the LFR system, and the 

associated primary cost are significant and positively related to the longitudinal tilt angle 
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increase [74]. Bayón-Cueli et al.,(2020) [75] demonstrated that their 5-step method for 

determining the optimal geometrical distribution and parameters for a small-scale LFR on 

flat roofs for urban buildings could extract the most energy output from the LFR system. 

Another study by Bellos and Tzivanidis (2018) [76] presented an analytical expression for 

an LFR's incident angle modifiers. They concluded that a geometric analysis-based 

equation produced reliable data with mean deviations of up to 5%. 

Additionally, their analytical model could be used to quickly calculate the LFR's optical 

performance. Bellos et al., (2018) [77] optimised the secondary concentrator using Bezier 

polynomial parametrization and reported an increase in the optical and thermal 

performance by 20% and 30%, respectively, for the LFR system. Combined heating and 

power and combined cooling, heating and power systems are other way solar applications 

are used. A CHP system coupled with PTC is proposed by Marefati et al.,(2019) [78] for 

Tehran weather conditions. Their hybrid system, with the PTC producing a fraction of the 

thermal load, had electrical and overall exergy efficiencies of 37.68 percent and 71.29 

percent, respectively. 

Zamzamian et al. (2014) highlighted in their experimental study [79] that the major 

challenges for commercialising solar thermal systems are simplicity, productivity and cost. 

To overcome these challenges, Bijarniya et al. (2016), in a CSP technology review [80], 

pointed out that solar thermal systems can be combined with other thermal cycles. The 

advantages of the ORC include low implementation and maintenance costs [81], the 

ability to use various working fluids, the availability of a plethora of inlet temperatures and 

the usage of ORC as distributed generation systems have recently attracted the attention 

of researchers [82, 83]. The working fluid and temperature range selected for an ORC 

system are critical to the system's overall performance [84]. Thus far, there have been 

efforts to improve and optimise the efficiency of the solar thermal based ORC system, 

which plays a part in reducing greenhouse gas emissions. Solar parabolic trough 

collectors (PTCs) coupled with an Organic Rankine Cycle (ORC) was studied by Bellos 

et al. [85]. Al2O3, CuO, TiO2 and Cu were the four nanoparticles examined in the base 

fluid (Syltherm 800), and the pure thermal oil was assessed as a working fluid. It is 

noteworthy to highlight that the ORC system examined was a regenerative cycle, and the 
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four organic fluids were also tested (toluene, MDM, cyclohexane, and n-pentane). This 

combination led to electricity production of 167.05 kW and systems efficiency of 20.11%. 

The design and simulation of a small scale solar plant coupled with an ORC have been 

discussed in [83]. The innovation consists of solar thermal collectors with an aperture 

area of 73.5 m2 and a small ORC that produces electric and low-temperature heat 

simultaneously. Using diathermic oil as the base fluid, they found out that the ORC had 

an average efficiency of 10%. However, they obtained an efficiency of over 50% for the 

solar collector in summer and down to 20% in winter. After performing a thermo-economic 

analysis of the system, they concluded that the system was economically feasible for 

most Mediterranean areas and unsatisfactory for sites in Central-Europe. Although this 

study evaluated for different climatic conditions, the energy and economic performance 

of the solar CHP system, it did not consider the environmental implications of such an 

integrated system. Another study by [86] investigated the implementation and 

performance of a combined system. This combined system consists of PTC, ORC, and 

ejector refrigeration. In such combined systems, the cooling and power produced depend 

on the intensity of the solar radiation, ejector geometrical aspects and turbine extraction 

ratio. It was found that the power generated, the COP, and the entrainment ratio 

depended on the used refrigerant. Out of all the refrigerants used, R601a had the highest 

values of entrainment ratio and COP. Entrainment ratio defined as the ratio of the 

secondary mass flow rate fluid (low pressure steam) to the mass flow rate of the primary 

fluid (high pressure steam). The higher entrainment ratio leads to enhanced carrying 

capacity of high-pressure steam and improved pumping performance. Table 2.2 below 

shows the thermophysical properties and environmental performance of refrigerants for 

an organic Rankine Cycle application [87, 88]. 
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Table 2.2: Thermophysical properties and environmental performance of some 
refrigerants for an organic Rankine Cycle application 

 
Tcrit (°C) Pcrit (MPa) NBP (°C) ODP GWP100 

R245fa 154.1 3.651 14.9 0 1030 
R600a 134.7 3.629 -11.7 0 3 
R601a 187.2 3.378 27.83 0 ~20 

R1233zd(E) 166.5 3.623 19 0 4.7-7 
R1234ze(Z) 150.1 3.53 9.8 ~ 0 6 

 
 

They concluded that the entrainment ratio increased by 13% as the ejector area ratio was 

decreased by 12%. The authors in [89] investigated a small scale ORC and presented 

the influence of key factors on system performance. These factors are the product cost 

rate and systems exergy efficiency performance. The effective parameters included the 

temperature and pressure of the turbine inlet. The results obtained such that the system 

reached an efficiency of 22.7%, with a cost rate of about 2.66 million dollars per year. A 

PRC with a linear V-Shape cavity receiver coupled with an ORC was studied by [90]. 

They found that with an increase in solar radiation and temperature and a decrease in the 

flow rate of the solar working fluid, the exergy gains and efficiency of the solar system 

generally improved. They reported that the lowest levelized cost of electricity and payback 

period of the system was € 0.0716 per kWh and 8.79 years, respectively. In an 

environmental and energy assessment in [91] for a small-scale ORC trigeneration system 

coupled with compound Parabolic collectors, the authors investigated the performance of 

the system while varying three class of parameters. They concluded that the life cycle 

assessment parameter plays a key role in selecting the system components 

specifications and operating conditions. They further highlighted a decrease in the 

environmental impact when the area of the solar field is increased. In another study in 

[92], the author investigated the performance of a small scale LRC-ORC hybrid system 

with an integrated PCM storage system. The plant is intended for residential applications 

and was to be built and tested. They found that the modelled ORC unit operated for more 

than 3100 h a year while achieving suitable power performance by producing about 5100 

kWhe per year. However, the plant demonstrated a levelized cost of electricity at 4.6 
€/kWh, which, when compared to other technologies, is extremely high. The performance 

of a small-scale LFR system was investigated in Morocco by [93]. Nine working fluids 
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were tested to assess the performance of the ORC system. Results showed that the 

optical efficiency of the LFR changes during the year, reaching 47.51% and achieving an 

annual power production of 7.12 kW. They also reported that the system best performed 

using neopentane as the working fluid. However, their study did not include an economic 

assessment or systems implementation costings. A review of ORC system application for 

solar energy is present by Mahlia et al., [94]. This paper performed a methodical search 

and analysis of patent landscape on ORC systems coupled with different solar thermal 

collectors. They concluded that the ORC system has the potential to advance in 

renewables while easing reliance on fossil fuel. Their study, however, did not provide data 

on the performance of the system. In another study Cau and Cocco [95], the performance 

of medium-sized PRC and LFR based ORC systems are compared. Thermal oil is the 

heat transfer fluid used by these plants. They found that the LFR system led to higher 

electrical energy production per unit area of occupied land. In terms of the unit area of 

solar collector, the PTC gives a better energy production value owing to their better optical 

efficiency. This study does not perform a techno-economic or life cycle analysis for the 

technologies, neither does it provide any information on the modelling of the ORC system. 

In a techno-economic analysis study in [96], the author evaluates the performance of a 

55 MWe combined-cycle CSP coupled with a thermal storage system in Spain. The study 

used EES, SAM, TRNSYS and MATLAB to design and simulate technological 

implementation, capital, and operational cost. For a case design of one year, the goal 

was to determine the plants trade-off among conflicting factors. As the key indicators to 

measure the performance of the system are levelized cost of electricity (LCoE), efficiency 

factor and capital expenditure; the proposed combine-cycle technology had an efficiency 

of 0.49 and an LCoE of 196 $/MWe. The study was concluded by introducing two 

improved CSP plant schemes because of a sensitivity analysis study performed. In 

another study [97], a techno-economic assessment of a CSP plant driven by an ORC was 

evaluated. The purpose of the study was to identify the factors that contribute to the 

reduction of the cost per kWhe. These factors include the selection of the appropriate of 

solar multiple, storage hours and working fluid. They concluded that using sensitivity 

analysis, they were able to test the effect of the solar multiple and storage hours on the 

plant. Furthermore, they opted for 8 hours of storage time and a solar multiple of 1.85 
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with a levelized cost of 23.95 ¢/kWh. Seven different LFR system configuration were 

evaluated in a comparative design‐environmental and economic study in [98]. The study 

used the system advisor model (SAM) software to perform sensitivity analysis to optimize 

the thermal energy storage capacity, solar multiple of the solar field and fossil fuel backup 

system. Results showed that inexact system optimisation and wrong selection of plant’s 

components led to an increase in the cost of electricity generated. Another paper on the 

techno-economic assessment of LFR plant has been published [99]. The study attempts 

to compare in selected locations, various solar radiation data sources which include 

diffuse irradiation, global horizontal irradiation, the monthly average daily direct normal 

irradiation and other meteorological parameters to visualise the feasibility of the CSP 

system. Using two different software PVsyst and SAM, a 50 MW LFR based CSP systems 

performance was investigated in terms of LCoE and total electricity generation. It was 

concluded that for the same 50 MW LFR system, total electricity and LCoE varied for both 

software: with SAM producing higher values for total electricity generation and lower 

LCoE. 

The contributions of these existing studies are useful to understand solar thermal based 

ORC systems. However, from the review, most of the research did not consider the 

environmental and techno-economic implications for a LFR-ORC system. In this study, 

the concepts of life cycle assessment (LCA) and techno-economic analysis (TEA) are 

combined in a methodology (see Chapter 3) and applied to compare the environmental 

impacts and economic implications (i.e., NPV, LCoE, Payback time) for the LFR-ORC. 

This methodology is used to comparatively assess various renewable energy 

technologies with the objective to develop a decision-making framework to help identify 

the influence of different critical indicators on performance. The result from this study is 

expected to add value to the existing body of knowledge. 

 
 

The literature search was also conducted in the field of heat pipes. There are three 

fundamental modes of heat pipe start-up identified in [100]. Figure 2.17 is an illustration 

of the temperature profile or the different fundamental modes, where the abscissa 
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represents the length of the heat pipe from the evaporator (x = 0) to the condenser (x = 

L). 
 
 
 
 

 
Figure 2.17: Heat pipe transient start-up profiles (a) Uniform (b) Frontal, and (c) Non- 

condensable gas with Frontal [100] 
 
 

The temperature is represented by the ordinate axis, while the time elapsed from the 

start-up is indicated by the numbers labelled on the curves. These various modes of the 

start-up are associated with low initial vapour density at ambient temperature (Figure 

2.17a) or high initial vapour density at ambient temperature (Figure 2.17b), as well as the 

presence of non-condensable gas (Figure 2.17c). Generally, low-temperature heat pipes 

exhibit uniform start-up under normal transient conditions when the vapour is in 

continuum flow, and the wick is saturated with liquid. Uniform start-ups can be 

accomplished rapidly and without failure [69]. 

While the working fluids such as water and ammonia would not freeze during the normal 

start-up, for space applications, most studies have focused on the frozen start-up 

temperatures between 122 - 550 K [101] 

There are very few experiments on the "fully thawed" start-up of low temperature heat 

pipes. Two distinct approaches to the transient response of heat pipes are applied in the 

conclusive experiments. The first approach focused on temperature and pressure, with 

are thermodynamic variables, whereas the second approach focused on the transient 
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liquid flow characteristics into the wick structure. Without knowledge of the liquid flow 

dynamics, the heat transported, and subsequent dry-out conditions could be predicted 

using experimental data on internal heat pipe thermodynamic variables. For an 80 cm 

long Freon (R11) stainless-steel heat pipe, a series of tests under normal and supercritical 

start-up conditions were conducted in [102]. Screen layers were used to construct the 

capillary structure (100 and 40 mesh). The authors measured the transient vapour and 

wick temperature profiles, and model predictions were made for a normal start-up from 

an initial low temperature below the working fluid's critical temperature. The author’s 

conclusions are as follows [102]: 

• Under higher thermal loads, the wick structure was partially dried out and rewetted in 
the evaporator section. Temperatures in the wetted region were nearly uniform, and 

vapour pressure values smoothly achieved constant values in the steady-state 

regime. 

• Heat pipes made of screened wick exhibited a quasi-steady behaviour. They rapidly 
adjusted to operation without experiencing dry-out for thermal loads up to the 
maximum capillary heat transport capacity. 

• High overall resistance and dry-out of the entire liquid in the evaporator section were 
observed at extremely high thermal loadings, as well as with large pressure and 
temperature gradients. 

• For low thermal loads, the heat pipe "adapts smoothly" to changes in heat input, 
cooling rates and reaches the steady-state operation. 

Ambrose et al. [103] addressed the problems with the operating characteristics through 

pulsed start-up tests using a copper water heat pipe that is screen-wicked. When heat 

loads exceed the maximum capillary transport, it was observed that (i) full dry-out in the 

evaporator region would be experienced for heat pipes lacking thermal energy storage 

and (ii) heat pipes equipped with thermal energy storage will behave as described in [102]. 

The transient response of a typical 600 mm-long horizontal copper water heat pipe was 

investigated by [104]. A double-layered, 150 mesh copper screen was used to create the 

wick structure. The vapour temperature was determined along the heat pipe's centreline 

using a special probe comprised of a thin-walled brass tube instrumented with eleven 
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evenly spaced thermocouples. Additionally, the eleven evenly space thermocouples were 

affixed to the wall surface of the heat pipe. Uniform heat was applied to the heat pipe 

electrically and cooled convectively via a cooling water jacket. As a result of the axial 

conduction near the evaporator end region and condenser entrance region, uniform 

vapour temperatures as a function of time were observed, while wall temperatures at each 

heat pipe region were nearly identical. The time constants for effective power transport 

and water-vapour temperature during the evaporation and condensation processes were 

determined by the heat load input and the cooling jacket's water flow rate. In 1990, Jang 

[105] investigated the axial variations of a 1-m long axially grooved copper water heat 

pipe’s wall temperature subjected to varying heat loads from the ambient to steady-state 

operational conditions. When the heat pipe operated at higher temperatures within its 

range of operation and with the same power-step increase, greater amounts of energy 

were transported. Evaporator dry-out was observed when there is a rapid temperature 

increase in at the end cap of the evaporator while the temperatures in the adiabatic and 

condenser sections remained constant. 

The most efficient method of rewetting the evaporator was to angle the condenser section 

upward. Without gravitational effects, even with the power turned off, rewetting was 

difficult unless the heat pipe was kept at isothermal temperatures for an extended period. 

The effect of inclination angle on the transient response of a gravity-assisted heat pipe 

was investigated in [106]. The investigations were conducted as the heat input had 

varying cooling rates. The results indicate that the angle at with the heat pipe is inclined 

has a negligible effect on the transient response when the condenser is elevated. The 

difference between the electrical heat input (575 W) and the power transported (443W) 

at the steady-state condition was approximately equal to the heat loss from the evaporator 

to the ambient via natural convection. The effective power transported, the vapour 

temperature and the wall temperatures all agreed well with the predictions of the heat 

pipe transient analysis model. 

A general method for determining the transient behaviour of a heat pipe during a heat-up 

by combining wall temperature measurements with simulations of internal vapour 

temperatures was developed in [107]. They installed a water heat pipe between two 
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source tanks and monitored each temperature change. One tank was initially filled with 

hot water, while the cold source–tank was initially filled with cold water. A thermographic 

camera was also used to take temperature readings at the evaporator and condenser 

ends. Apart from the experiment, authors in [107] created a three-dimensional model of 

a heat pipe using the ANSYS® software. They omitted the heat and fluid effects within 

the wick for the mass effects of liquid evaporation and condensation for the Hertz- 

Knudsen model. After adjusting the evaporation coefficients, they obtained a good 

agreement of temperature profiles between the simulated results and the experimental 

data. The simulations were then used to determine the transient effective thermal 

conductivity. 

The effect of heat source size on the heat transfer characteristics of flat heat pipe using 

experimental and numerical analysis was investigated in [108] and [109] and used a 

thermal resistance model to investigate the thermal performance of flat heat pipes. The 

evaporator and condenser resistances were the most significant determinants of the 

cooling system's total resistance. A computational fluid dynamics (CFD) multiphase 

technique was used in [110] to investigate the two-phase flow and simultaneous 

condensation and evaporation processes inside a thermosyphon. The authors reported 

a high degree of agreement when CFD predicted results were compared to experimental 

data. 
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2.7. Chapter summary 
This Chapter demonstrated that in the first quarter of 2020, the share of renewable energy 

production jumped to 28% from 26% in the first quarter of 2019. Furthermore, the chapter 

provided a brief background on types of solar thermal concentrators, organic Rankine 

cycle, the thermal energy storage system, and heat pipes. Further information on 

geometry designs, wick structures, the general design characteristics and steady-state 

performance of a room temperature heat pipe, operating temperature range, working 

fluids and heat transport limitations of a typical heat pipe is provided in APPENDIX A. 

This chapter also reviewed some existing related research. Analysis shows that most of 

the published research did not consider the environmental and techno-economic 

implications in designing and implementing innovative LFR-ORC systems, which is critical 

for developing viable energy systems for remote communities. The literature search also 

indicates a significant gap in providing information on principles and details of CFD 

modelling of heat pipes operation. 
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Chapter 3 Methodology 
 

This Chapter presents the framework for the comparison between mainstream and 

emerging solar-thermal renewable energy technologies (RETs) using an integrated 

environmental and techno-economic assessment methodology. Their overall 

sustainability potential is quantified in terms of a novel environmental and techno- 

economic index (ETEI), combining the Levelised Life Cycle Impact (LLCI) with the 

Levelised Cost of Energy (LCOE). A summary concludes the Chapter. 

 
 

3.1. Integrated performance assessment framework 
The evaluation of existing as well as new energy technologies creates the necessity for 

a framework with the inclusion of assessment levels for the different stages of 

technological maturity. In comparative studies, where the aim is to analyse different 

technologies on the same criterion, the choice of design parameters can have a 

substantial impact on the conclusions, which could lead to technology bias under certain 

conditions. The LCA, according to the ISO 14040 [111] and ISO 14044 [112], is divided 

in four steps: i) definition of goal and scope; ii) inventory analysis; iii) impact assessment 

and; iv) interpretation. Applying the environmental LCC as a first step, an environmental 

and techno-economic assessment (ETEA) framework is devised, combining life cycle 

analysis (LCA) with conventional techno-economic models to conduct an integrated 

sustainability performance evaluation of RETs (Figure 3.1). Additionally, an impact 

assessment is included in the LCC analysis to identify cost stressors. In contrast to 

previous studies [9, 113-116], integrating these models as one methodology allows for 

direct evaluation of the relationship and trade-offs between the identified processes of the 

RETs, assessing their overall sustainability (ETEI, formulated in Section 3.7). Electrical 

output and plant cost are key system design features that could be used to compare 

different RETs. For consistency in the estimation of ETEI, a TRL level of five (i.e. with 

proven feasibility in industrially relevant environment) is assumed for each RET, 

corresponding to a demonstration of technological feasibility with limited data availability 

[31]. 
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Figure 3.1 shows the three-step sequential progression of the integrated ETEA framework 

– Step 1 deals with the environmental impacts of production, operation, and end-of-life 

decommissioning of these RETs (e.g., mass flow, emissions, energy consumption). Step 

2 focuses on the techno-economic assessment of the RETs (i.e., energy output, Levelised 

Cost of Energy-LCOE, Net Present Value-NPV. Step 3 is the trade-off and assessment 

optimisation phase, which evaluates the benefits of such integration for plausible 

scenarios for technological improvement. Quantitation of the relevant parameters to 

achieve the integrated assessment are described in the following sections. 
 

 
Figure 3.1: Schematic of the proposed integrated assessment framework 
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3.2. Life cycle assessment (LCA) 
LCA is defined as an assessment tool to evaluate the inputs, outputs and potential 

environmental impacts of any processes or products through their complete life cycles. 

3.2.1. Goal and scope definition 
The goal and scope of the LCA study are critical. This step is critical for the interpretation 

of results and the study's overall outcomes [117]. Additionally, they must be formally 

specified as a required component of the LCA procedure in the ISO standard methods 

[118]. This section establishes the purpose of the simulated LCA model, as well as the 

boundaries of the products or process systems and the functional unit. It is important to 

define the same functional unit for the processes or products under consideration, to 

establish a reliable basis for comparing alternative options [117]. 

This study set out to evaluate and compare the environmental and economic performance 

of six renewable energy technologies. The scope of the assessment included the 

performance evaluation of the RETs. A common functional unit of 2 MWh was used in the 

study for evaluation of different RETs, ensuring the assessments to be comparable [30]. 

3.2.2. Inventory analysis 
This is also referred to as a life cycle inventory (LCI). At this phase, all inputs and outputs 

of energy and material are collected and considered. The collected inputs and outputs 

are generally within the boundaries and systems previously defined [119]. The ways of 

gathering this data could be directly from the plant or from simulations based on a reliable 

process model. Additionally, this step should consider all critical factors in each process 

(i.e., the composition of the feedstock), the details of the technologies used in each 

scenario, and residue management [117]. 

3.2.3. Impact assessment 
In this step, all the data collected in the preceding step is used to calculate the 

environmental impact categories. There are currently numerous impact assessment 

methods available, including ReCiPe Endpoint, ILCD 2011 Midpoint+, and IMPACT 

2002+. Each of these methods generates a unique set of impact categories, though some 

categories, such as global warming potential (GWP) and greenhouse gas (GHG) 
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emissions, are identical. This step is also referred to as life cycle impact assessment 

(LCIA) [120]. 

3.2.4. Interpretation 
The final step is to interpret the results of the inventory analysis and impact assessment 

to identify the most critical issues. Additionally, an uncertainty and sensitivity analysis are 

performed to determine the model's robustness [117]. Finally, the LCA model's output is 

summarised with some recommendations, depending on the type of LCA application, for 

example, policy formulation or product development [121]. 

Figure 3.2 shows the basic LCA process flows and the system boundaries for the scoped 

RETs. The life cycle considered in the study consists of the extraction of raw materials, 

manufacture as well as transportation for the construction and use phase. The models 

assume impacts from plant operation to be negligible. 
 
 
 

Figure 3.2: Life cycle boundary of the scoped RETs 
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For the environmental impact assessment, a process based LCA was used. The Umberto 

software developed by ifu Hamburg [122], Germany, and the Eco invent® database [123] 

was used to perform the LCA analysis. One of the predicted outcomes from LCA studies 

of energy technologies is that the main impacts originate from the production 

(manufacturing and assembly) and transportation of the technological components [16]. 

This study also adopts the eco-efficiency analysis, which is aimed at reducing the 

environmental impact while improving the economic value of a technological system or 

enterprise, by measuring the environmental impact attributed to each monetary unit 

earned [124]. Eco-efficiency can be expressed mathematically, as shown in equation 

(3.1). 
 

𝐸𝐸𝐸𝐸𝐸𝐸 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

   (3.1) 
 

 
 

Eco-efficiency characterises reducing ecological damage to a minimum while at the same 

time maximizing efficiency. 

In Equation (3.1) the environmental impact can be pollution emissions, resource-used 

(water or energy used) and the cost associated with an environmental burden, while 

financial performance can be value added of benefit, unit of product or service and cost 

associated with an environmental burden (traffic congestion costs). 

The eco-efficiency is composed of a set of indicators rather than being a single index of 

economic performance. Therefore, a good eco efficiency quantity would be one that 

enhances the quality on a product or service while reduction environmental impacts. 

 
 

3.2.5. Impact assessment (Environmental) 
The characterization of results based on the impact category, normalisation and weighting 

of processes are part of the phases in the environmental impact assessment in an LCA 

[125]. The evaluation of novel and emerging technologies indicates the need for a broader 

environmental perspective; hence, a deliberate assessment of all relevant impact 

categories is included in the study. The impact assessment method used in the study is 
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the comprehensive International Reference Life Cycle Data System (ILCD). Table 3.1 
shows the impact category in the ILCD method. According to ISO 14040/14044, 

normalization and weighting are not obligatory in ranking the impacts of a system [111, 

112]. 

Kicherer et al. [126] discuss the necessity to be able to compare the different 

environmental impact categories because of the difference in each unit and how under 

eco-efficiency consideration, decision-making becomes easier when the impacts are 

normalized. As next steps, the normalised values are combined via a weighting scheme. 

In a comparative analysis intended to be disclosed to the public, such as in this study, the 

ISO 14045 [127] regulates that weighting shall not be used. Nevertheless, this study tried 

to weight the environmental indicators in a relatively objective and transparent way to 

present a solution to the uncertainly and sensitivity analysis of the results. 

 
 

Table 3.1: ILCD impact assessment method 
 

Impact category indicators Units 

Acidification mole H+ eq. 

Climate change kg CO2 eq. 

Freshwater ecotoxicity CTUe 

Freshwater eutrophication kg P eq. 

Human toxicity, carcinogenics CTUh 

Human toxicity, non-carcinogenics CTUh 

Ionizing radiation, ecosystem CTUe 

Ionizing radiation, human health kg U-235 
eq. 

Land use kg SOC 
Marine eutrophication kg N eq. 
Ozone depletion kg CFC-11 

eq. 
Particulate matter kg PM2.5 eq. 
Photochemical ozone formation kg C2H4 eq. 
Resource depletion – mineral, fossil & 
renewable kg Sb eq. 

Resource depletion – water m3 

Terrestrial eutrophication mole N eq. 
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The weighting method aggregates all impact category indicators into an environmental 

score index, making it possible to calculate the ratio of the impacts. Although there is a 

lack of scientific basis for weighting results from LCA analysis [111], to render results 

generally compatible and applicable for the European Union member states, this study 

applies a recommended equal weight of 0.066 by the Joint Research Centre of the 

European Commission (EC-JRC) [128]. 

In this study, the LCA results are expressed in terms of CO2-eq. emissions for assessing 

greenhouse gas (GHG) emissions of RET systems. This means that CO2 and other 

GHGs, such as N2O and CH4, have been included in the assessment; GHG emissions 

(kg CO2-eq./kWh) are estimated based on the amount of energy generated or stored (in 

the case of storage tanks or batteries) by each RET. Although other GHGs have different 

effects on the climate and atmospheric life span, each GHG is converted to an equivalent 

of CO2 and is added to the assessment inventory to consider these differences. For 

example, relative to a gram of CO2, a gram of CH4 and N2O has a global warming potential 

of 21 and 310, respectively, over a 100-year period [129]. 

 
 

3.3. Life cycle costing (LCC) 

The LCC analysis is applied for economic impact assessment, which uses the same 

system boundaries as that of the life cycle assessment. To better align the economic 

information with the environmental impact data, two categories will be considered to 

answer how the cost will be structured in an LCC analysis and how the time factor and 

final cost will be presented. 

 
 

Cost definition for LCC – ISO 2017 [130] defines LCC as “a technique which enables 

comparative cost assessments to be made over a specified period of time, taking into 

account all relevant economic factors both in terms of initial costs and future operating 

costs”. Given the diversity of LCC methods, there exist guides and standards for 

conducting LCC for different contexts [130, 131]. However, this costing generally covers 

and estimate stage by stage costs and risk/sensitivity analysis. According to Miah et al. 
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[132], the interpreted LCC results are largely dependent on the selection of the LCC 

equation. 

The investor and supply-chain actor perspectives are two distinct approaches to LCC 

decision making. Investors take a conventional LCC approach, whereas supply chain 

actors take an environmental LCC approach. In general, the LCC analysis provides 

critical economic information that enables decision-makers to comprehend the short- to 

long-term costs and benefits. The conventional LCC includes the following cost 

categories: operation and maintenance, capital expenditures, disposal, and external 

costs; each of these cost categories contributes to the total cost category [132]. The 

environmental LCC method includes the revenue and cost for each life cycle stage (with 

the exclusion of external cost) across the life cycle. It is important to highlight that after 

cost categories have been identified, the estimation costs can be calculated. The total 

conventional LCC and environmental LCC costs are shown in Equation (3.2) and (3.3). 

 
𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =  ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 +   ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 +   ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 +   ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝐷𝐷 +  ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝐸𝐸      

            (3.2) 

 

𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 =  ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 +   ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 +   ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝑈𝑈𝑈𝑈𝑈𝑈 +   ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝐷𝐷 +  ∑ 𝑐𝑐𝑛𝑛𝑥𝑥𝑛𝑛𝐸𝐸     

             (3.3) 

 
where, c is the cost factor, x is the cost element of 𝑛𝑛. 𝐷𝐷 is the disposal, 𝐸𝐸 is the external cost 

factor in the life cycle stage. 

The final cost for the LCC analysis can be expressed in various ways (See Table 3.2 for 

5 approaches). Other approaches such as “Global cost” was mentioned by Moschetti et 

al. [133], “Net LCC” by Menikpura et al. [134], “Resale Value” by Minne and Crittenden 
[135] and others are mentioned by Miah et al. [132]. 
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Table 3.2: Life Cycle cost approaches 

Value 
LCC impact 
categories LCC formula Long time span cost Source 

I Net Present-Value 
𝑁𝑁𝑁𝑁𝑁𝑁 =  �

𝐶𝐶𝑡𝑡
(1 + 𝑟𝑟)𝑡𝑡

𝑛𝑛

𝑡𝑡=0

 
Yes 

 
[136] 

II 

Savings Investment 

Ratio 
𝑆𝑆𝑆𝑆𝑆𝑆 =  

∑ 𝑆𝑆𝑡𝑡
(1 + 𝑟𝑟)𝑡𝑡

𝑛𝑛
𝑡𝑡−0

∑ 𝐼𝐼𝑡𝑡 (1 + 𝑟𝑟)𝑡𝑡⁄𝑛𝑛
𝑡𝑡=0

 
Yes 

 
[136] 

III Payback Period 
𝑃𝑃𝑃𝑃𝑃𝑃 =  

∆𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

 
Yes 

[137] 

IV Static State Cost – No 
[138] 

V Normalised Cost – It depends 
[139] 

 
In addition, to evaluate how costs changes in the future and across different cost 

categories, a sensitivity analysis could be performed. 

 
 

3.4. Techno-economic analysis 
There are some studies [9, 113-116] developed on the techno-economic assessment of 

PV, solar-thermal, bioenergy, wind, and hybrid systems. Typical techno-economic 

analysis (TEA) relevant to the energy industry includes the following parameters affecting 

a technology’s feasibility: Annual Energy Generation (AEG), Levelised Cost of Electricity 

(LCOE), Net Present Value (NPV) and Internal Rate of Return (IRR). To date, LCOE has 

been the most widely applied metrics for assessments of the techno-economic 

performance of RETs [140-142] since it allows for comparison of RET costs at different 

scales of plant operation and investment time horizons [143]. 

 
 

For the latter, the NPV, IRR and payback periods are some of the common indicators 

used in [144-146]. The LCOE, IRR and NPV are more appropriate indicators signifying 

the current value of an investment at any given time [147]. The LCOE is essential as it 

determines how much money is made per unit of electricity to recover the systems lifetime 

cost. These costs include the initial capital investment, operation and maintenance costs, 

any fuel cost for the system and the discount rate [148]. The IRR allows for comparison 
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across regions and technologies such that it considers all cost and benefits over a given 

project period. On the other hand, the NPV analysis allows for an intuitive assessment of 

the value of specific projects, as well as a comparison of different projects [149]. 

In this study, the LCOE (in $/kWh) for all power generating systems have been calculated 

via the IRR and NPV cash-flow model as follows [150]: 
 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 =  
�∑

𝐼𝐼𝑡𝑡+ 𝑀𝑀𝑡𝑡+ 𝐹𝐹𝑡𝑡
(1+𝑟𝑟)𝑡𝑡

𝑛𝑛
𝑡𝑡=0 �

�∑ 𝐸𝐸𝑡𝑡 (1−𝑑𝑑)𝑡𝑡

(1+𝑟𝑟)𝑡𝑡
𝑛𝑛
𝑡𝑡=1 �

        (3.4)

 
 

where, 𝑡𝑡: time horizon, 𝐼𝐼𝑡𝑡: is the cost of investment, 𝑀𝑀𝑡𝑡: cost for operations and 

maintenance; 𝐹𝐹𝑡𝑡: fuel cost; 𝑟𝑟: discount rate, 𝑑𝑑: degradation factor, 𝑛𝑛: system’s total lifespan, 

𝐸𝐸𝑡𝑡: electricity discounted value. 

Although LCOE alone might be an insufficient measure in an assessment when returns 

are essential, the combination of IRR and NPV would enable investors to make well- 

informed decisions founded upon the feasibility of the project potentials. 

3.5. Integrated performance index 
The overall performance sustainability of each RET is estimated in terms of its integrated 

environmental and techno-economic index (ETEI), weighing the environmental impacts, 

alongside the techno-economics by the contribution analysis for identifying dominating 

factors. Sensitivity and uncertainly analysis were conducted to investigate the robustness 

of the eco-efficiency performance and ETEI indicator. The eco-efficiency performance 

can be calculated using the following equation: 

 

𝐸𝐸𝐸𝐸 =  𝐿𝐿𝐿𝐿𝐿𝐿
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

         (3.5) 

 
 

The eco-efficiency performance of the RETs considered was interpreted through a two- 

dimensional graph. The relative LCC index in saving cost is presented in Equation (3.6) 

as the Y-axis of the graph, while the relative LCA index is expressed in Equation (3.7) as 

the X-axis of the graph. 
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In Figure 3.3, Zone 1 represents a region of lower environmental impact and cost (fully 

eco-efficient); Zone 2 represents higher environmental impact and low cost; Zone 3 

represents lower environmental impact, higher cost; and Zone 4 depicts a region of higher 

environmental impact and cost (non-eco-efficient). The environmental and economic 

index score can be calculated using the following equations: 

 
 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  �𝐿𝐿𝐿𝐿𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎− 𝐿𝐿𝐿𝐿𝐿𝐿𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑙𝑙�
𝐿𝐿𝐿𝐿𝐿𝐿𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

× 100%    (3.6) 

 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  �𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎− 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜�
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

× 100%     (3.7) 

 

Figure 3.3: Eco-efficiency performance indicator graph 
 
 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿      (3.8) 

 
 
 

where, 𝐿𝐿𝐶𝐶𝐶𝐶𝐸𝐸 is the Levelised cost of energy ($/kWh) for the different RETs, acquired 

using the methods described earlier. It is noteworthy that the lower ETEI scores represent 

greater performance sustainability. 
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3.6. Heat pipe deployment justification 
The Innova MicroSolar (Innovative Micro Solar Heat and Power System for Domestic and 

Small Business Residential Buildings) is a European Commission-funded research and 

innovation project supported by the HORIZON 2020 Framework Programme. The Innova 

MicroSolar project's objective is to expand the use of solar thermal energy for power and 

heat generation in the residential and small business sectors. The coordinator for this 

project is Professor Khamid Mahkamov in the Department of Mechanical and 

Construction Engineering at Northumbria University. 

The overall goal of the Innova MicroSolar project proposal is to develop an innovative, 

high-performance, and cost-effective 2-kWel/18-kWth solar heat and power system for 

use in individual dwellings and small business residential buildings for on-site electricity 

and heat generation using solar thermal energy at temperatures between 250 and 280 

°C. The proposed technology is based on a novel flat Fresnel mirror solar concentrator 

and a micro–Organic Rankine Cycle (ORC) plant, as well as advanced Phase Change 

Material (PCM) thermal storage with reversible heat pipes for rapid charging and 

discharging. The heat pipes are an essential component of the thermal storage system. 

The task was to develop a detailed CFD model to be used in the designing process. 

Amongst those mentioned, this study focuses on determining the environmental and 

techno-economic impacts associated with the deployment of various types of renewable 

energy systems, for which a life cycle and economic assessment of the renewable energy 

products. Furthermore, the reversible heat pipes for rapid charging and discharging for 

thermal storage application was also included in this study. 
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3.7. Chapter summary 
In this Chapter, the framework for the comparison between mainstream and emerging 

solar-thermal renewable energy technologies (RETs) using an integrated environmental 

and techno-economic assessment methodology has been presented. The methodologies 

for calculating the life cycle cost (LCC), life cycle impact (LCI), and the Levelised Cost of 

Energy (LCOE), which are used to estimate the proposed system's economic and 

environmental performance, have also been discussed. This chapter also briefly gives 

reasons for the numerical modelling of heat pipes for application in solar thermal plants. 

In the next Chapter, the software and analytical tools used for the modelling process as 

well as the assumptions made for the life cycle assessment and techno-economic 

assessment are discussed. 
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Chapter 4 Software and analytical tools 
 

This Chapter briefly describes the software and analytical tool used for the modelling 

process as well as the assumptions made for the life cycle assessment and techno- 

economic assessment. Furthermore, brief information on the locations for the different 

RETs, such as their geographical characteristics, is presented. A summary is presented 

at the end to conclude the Chapter. 

 
 

4.1 Umberto Software 
Umberto is an eco-efficiency software for material flow analysis and life cycle 

assessment, and is developed by ifu Hamburg [151], Germany, and utilises the Eco 

invent® database [123]. The Umberto product family consist of two tools, namely, 

Umberto Efficiency+ and Umberto LCA+. The Umberto Efficiency+ is used to analyse 

material flows to improve energy and material efficiency, perform cost accounting to 

determine potential production cost savings, calculate the true cost of material losses, 

and track CO2 balances to meet set climate targets. On the other hand, the Umberto 

LCA+ performs all of the functions of the Umberto Efficiency+ but also calculates the life 

cycle of all environmental impacts throughout the product's life cycle, combining life cycle 

costing with an integrated ecological evaluation to enable eco-efficient decision-making. 

[122]. In this study, the Umberto LCA+ is used for the environmental, cost accounting and 

climate impacts for the different renewable energy technologies. 

 
 

4.2 System Advisor Model (SAM) 
The System Advisor Model (SAM) is a renewable energy systems modelling software 

developed by the US National Renewable Energy Laboratory (NREL) [152]. The SAM’s 

database allows appropriate technology selection and system configuration, providing 

both financial models and annual energy production for economic analysis. The input 

parameters needed by the SAM software are the energy resource data, technological 

configuration and performance data, financing data, and system cost. In this study, SAM 
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is used to assess the energy outputs, levelized cost of energy, net present value and the 

simple payback time of the different renewable energy technologies. The energy outputs 

for the scoped RETs are estimated using established formulations from the literature; all 

the RETs have been normalised to a nominal capacity of 2 MW and Technological 

Readiness Level of five, avoiding any bias in the comparison. The combination of an 

Organic Rankine Cycle for the two solar-thermal RETs is meant to enhance their techno- 

economic performance through additional energy recovery, enabling their suitability for 

low-to-medium temperature applications. The energy analysis accounts for electricity 

generation from all the RETs and the additional thermal outputs from the solar-thermal 

systems. 

4.3 ANSYS 
ANSYS is a software package for modelling real-world problems digitally. It solves 

physics problems numerically using computer-based techniques. [153]. ANSYS solves 

problems across the entire spectrum of physics, accurately simulating the structural, 

stress, fluid flow, heat transfer, and electromagnetic properties of any product or process. 

In this study, the ANSYS software is used for modelling three different heat pipe 

orientations to evaluate the most efficient heat transfer heat model based on their 

orientation, geometry, and thermal properties. 

 
 

4.4 Matrix Laboratory (MATLAB) 
MATLAB is a high-level language for scientific and engineering computing. It integrates 

visualization, computation, and programming, making it easy to use and express 

problems and solutions in a familiar mathematical notation [154]. In this study, MATLAB 

is used for data analysis to evaluate the cost calculations, the life cycle impacts of the 

RETs, the techno-economic performance of the RETs and analysis of the mass flow rate 

and the heat transfer rate in the different heat pipe orientations and generating plots to 

show corresponding results. 
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4.5 Life cycle assessment assumptions 
The overall goal of this study is to evaluate the environmental performance of 

manufacturing different renewable energy technologies in view of future developments, 

comparing some of the mature mainstream RETs with emerging solar-thermal systems. 

Figure 3.2 (in Chapter 3) shows the basic LCA process flows and the system boundaries 

for the scoped RETs, including extraction of raw materials, manufacture as well as 

transportation for construction and use phase. The models assume impacts from plant 

operation to be negligible. 

The ReCiPe method, which combines Eco-indicator 99 and CML indicators [41], is used 

to analyse the impact of the RETs on the environment. The nominal capacities for the 

scoped RETs are obtained from various literature [7, 9, 10], which have been scaled to a 

2 MW plant capacity to harmonise the analysis. All the technology-specific primary data 

for the RETs have been sourced from the relevant literature (wind power, biomass, PV 

[15], linear Fresnel and parabolic trough [16], dish Stirling [10]). Generic secondary data 

(materials, energy supply chain and transport processes) and cost databases are sourced 

from Umberto [151], which utilises the Eco invent® database [123]. This enabled the 

creation of different cost and environmental scenarios with regards to the market, 

technological, price, legal and demand trends. Recycling of any material components is 

not considered within the scope of assessment. For each RET, the electricity generation 

functional unit is kept at 2 MWh; all the components are assumed to be transported from 

the factory to the installation site within a maximum distance of 2000 km. 

4.6 Techno-economic assessment assumptions 
The following common financing input parameters have been applied to all the benchmark 

RETs - real discount: 5.5%; inflation rate: 2.5%; tax investor IRR target: 10%; IRR target 

years: 11; and analysis period: 25 years. The default data of the renewable technologies 

provided in SAM is used, except for the capital and O&M costs for the considered 

technologies (obtained from the Annual Technology Baseline [155]). The cost input data 

from SAM (i.e., capital, fixed and variable cost) are then compared with values from the 

transparent cost database of the Open Energy Information (OpenEI) [156]. The default 

input parameters value for costings of the different RETs in SAM is obtained from the 
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literature [157, 158]. The CSP technology-specific design parameters are shown in Table 
4.1. The irradiation design point is set to 950 W/m2 for all three CSP technologies. 

 
 

Table 4.1: CSP technology-specific design parameters 
 

 UNITS PT-ORC LFR-ORC 

Cycle efficiency (2MW) % 18 18 

Boiler Pressure Bar 20 20 

Outlet temperature °C 490 490 

 
 

4.6.1. Wind turbine system 
The wind turbine modelled is a direct-wind drive turbine rated at 2 MW with the following 

specifications: rotor diameter 96 m, hub height 80 m, shear coefficient 0.14. The power 

generated from the wind turbine is estimated following [159], as below: 

𝑃𝑃𝑊𝑊𝑊𝑊 =  1
2
𝜌𝜌𝐴𝐴𝐴𝐴3        (4.1) 

 

where, 𝑉𝑉 is wind speed in m/s, 𝜌𝜌 is the air density in kg/m3 and 𝐴𝐴 is the rotor area to the 

direction of flow in m2. 

Wake effect losses are not considered in this calculation. The wind profile is modelled 

using the Weibull probability distribution, as follows: 

𝑓𝑓(𝑉𝑉) = 𝑘𝑘
𝜆𝜆𝑘𝑘

× (𝑉𝑉)𝑘𝑘−1 × 𝑒𝑒−�
𝑉𝑉
𝜆𝜆� �

𝑘𝑘

     (4.2)

 
 

where, 𝑓𝑓(𝑉𝑉) is the Weibull probability wind speed distribution function, 𝑘𝑘 is the 

dimensionless shape parameter, the scale parameter in m/s is represented by 𝜆𝜆, and 𝑉𝑉 is 

the wind speed in m/s. 

SAM automatically estimates the balance of system costs directly from the NREL 

financial model database after the input properties have been inserted [160]. Table 4.2 
presents cost data for land-based utility-scale turbine (capacity: 1 MW or greater). 
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Table 4.2: Wind Turbine system cost 
 

VARIABLE VALUE 

Turbine cost 1,209 $/kW 

Balance of system cost 330 $/kW 

Operation & Maintenance 51 $/kW-yr 

 
 

4.6.2. Photovoltaic system 
The PV system configuration modelled comprises a field of non-tracking SunPower SPR- 

E19-310-COM mono-crystalline silicon modules, an inverter unit, and a Lithium-Ion2 

battery storage unit. The power produced by PV modules calculated as below: 
 

Ppv = 𝐼𝐼𝐴𝐴𝑃𝑃𝑉𝑉𝜂𝜂𝑃𝑃𝑃𝑃       (4.3) 

 
here, 𝐼𝐼 represents the solar irradiance, 𝐴𝐴𝑃𝑃𝑉𝑉 represents the PV module area, 𝜂𝜂𝑃𝑃𝑃𝑃  is the overall 

efficiency of the PV unit. The inverter unit acts as an interface between the AC load, 

solar modules, and the battery storage. In this system configuration, the batteries store 

the electrical energy supplied by the solar modules in electrochemical form. The charge 

controller distributes the power to the battery for charging, or the load, depending on the 

quantity of the DC power generated by the solar modules. Tables 4.3, 4.4, and 
4.5 respectively show the battery specifications properties, the system configuration, and 

the economic parameters used for the PV system analysis in this study [12]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2 The Lithium Ion: Lithium Iron Phosphate (LFP) is a battery storage used in this study. 
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Table 4.3: Power-wall Specifications for PV system [12] 
 

VARIABLE VALUE 

Price $3000 

Capacity 7 kWh 

Power 2.0 kW continuous, 3.3 kW peak 

Efficiency 92% 

Voltage 350 – 450 V 

Current 5.8 A nominal, 8.6 A peak 

Weight 100 kg 

Dimensions 1300 mm x 860 mm x 180 mm 

 
Table 4.4: PV system configuration 

 

PARAMETER VALUE 
 

PV system size 2 MW DC 

Inverter size 1.54 MW 

Storage power capacity   1 MW AC 

Storage energy capacity 4 hours (4 MWh AC) 

Storage efficiency  85 % (AC-AC) 
 

 
 

Table 4.5: PV system costs [12] 
 

VARIABLE VALUE 
 

Module cost 0.64 $/Wdc 

Inverter cost 0.10 $/Wdc 

Battery cost 300 $/kWh Lithium Ion 

Balance of system equipment  0.24 $/Wdc 

Installation labour 0.15 $/Wdc 

Installer margin & overhead 0.16 $/Wdc 

Permitting 0.06 $/Wdc 

Operation & Maintenance 20 $/kW-yr 
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4.6.3. Biomass system 
Generally, two methods exist for converting biomass into useful energy - biochemical and 

thermo-chemical processes. This study modelled the direct combustion process, which is 

the simplest way of biomass conversion using a combustion device, such as industrial 

boilers or furnaces [161]. The biomass system consists of a grate stoker furnace 

combustion system with boiler parameters having a temperature of 510 deg. C and a 

steam pressure of 83 bar. This biomass system appears to a steam Rankine cycle with a 

nameplate capacity of 2 MW. The cost parameters used in the model are shown in Table 
4.6. 

Table 4.6: Biomass system costs [162] 
 

VARIABLE VALUE 

Boiler cost 750 $/kW 

Turbine and generator capacity 510 $/kW 

Fuel Handing equipment 330 $/kW 

Dryer capacity 140 $/kW 

Other equipment cost 270 $/kW 

Balance of plant 480 $/kW 

Fixed cost 184 $/kW-yr 

Variable cost 201.8 $/MWh 

 
 

4.6.4. Concentrated Solar Power (CSP) system 
All the CSP systems modelled have a nameplate capacity of 2 MW and includes thermal 

energy recovery. The CSP system concentrates the direct normal insolation onto a 

receiver to raise the heat transfer fluid temperature between 150 to 1200 degrees 

Celsius, which produces electricity by driving steam turbines and generators [163]. 

The Dish Stirling system consists of the field layout of 5 collectors surfacing North-South 

and 20 collectors facing East-West. The LFR and the PT systems both consist of solar 

reflectors/collectors which are then coupled to an ORC power block and thermal energy 

storage. The solar field for the PT-ORC has a solar multiple field of 2. The solar field 

collects thermal energy with the use of Therminol 59 as the heat transfer fluid. The 
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Solargenix SGX-1 solar collector and the 2008 Schott PTR70 Vacuum receiver at a HTF 

temperature of 275°C [164] are used in this study. The thermal energy storage system 

comprises of a two-tank configuration, which has a full load equivalent of 4 hours. 

The cost parameters for the CSPs modelled are shown in Table 4.7. It is noteworthy that 

there is a lack of linear Fresnel solar field cost details in the SAM modelling software and 

the broader published literature. Thus, the Fresnel solar field cost was set to be equal to 

the solar field cost of the parabolic trough. For mature linear Fresnel system design, this 

is assumed to be an upper limit because the linear Fresnel systems, when compared with 

the parabolic troughs, generally have a lower capital cost [158]. 

 
 

Table 4.7: System costs for the modelled CSPs [155, 156, 158] 
 

VARIABLE PT-ST PT-ORC LFR-ORC 

Site improvement 25 $/m2 25 $/m2 25 $/m2 

Solar field 150 $/m2 150 $/m2 150 $/m2 

HTF system 60 $/m2 60 $/m2 60 $/m2 

Storage 65 $/kWht 65 $/kWht 65 $/kWht 

Power plant 1200 $/kWe 1250 $/kWe 1150 $/kWe 

Balance of plant 120 $/kWe 120 $/kWe 120 $/kWe 

Fixed cost 75 $/kW-yr 66 $/kW-yr 66 $/kW-yr 

Variable cost 4 $/MWh 4 $/MWh 4 $/MWh 

 
 

4.7. Location 
Seville (37.3891° N, 5.9845° W), the capital of southern Spain’s Andalusia region, was 

chosen for the deployment of solar-based RETs, as it has global solar radiation of 4.86 

kWh/m2day [165]; Malaga (36.7213° N, 4.4213° W), the coastal city in Southern Spain, is 

selected as a suitable site for deployment of wind turbines due to higher wind speeds in 

that region. Different locations for solar and wind resource were selected to assess each 

renewable energy technologies for optimal energy production. The location specific hourly 

values for wind speed and solar radiation were procured from typical meteorological year 
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Concentrating solar power (CSP) systems, like most renewable energy applications, must 

around a nominal set of operating conditions ‒ the so-called design point ‒ but the goal 

of every CSP system is to produce the maximum amount of electricity or process heat 

under varying conditions over an entire year of operation. The systems are hence 

designed to accommodate their locations’ geographical and meteorological properties 

without compromising the manufacturability of CSP system components. The design 

For the collector field of a CSP plant, the direct normal irradiance (DNI) and the sun’s 

incidence angle at the system aperture are the most relevant operating conditions, as 

In this study, the irradiation design point for the concentration solar plants is assumed to 

(TMY3) data obtained from the EnergyPlus weather datasets [166] and the European 

Commission website [167]. 
 

cope with variable and unpredictable operating conditions. Each CSP plant is designed 
 

 

 

 

 

point generally consists of a set of operating conditions and the resulting system output. 
 

 

they determine the amount of solar power incident on the CSP system [168]. 
 

be 950 W/m2 to reflect Seville’s global solar radiation of 4.86 kWh/m2day. 
 

 
Figure 4.1: Map of Spain 
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4.8. Chapter summary 
This Chapter has presented a brief description of the software tools used in this study 

and stated the assumptions made for performing the environmental and techno-economic 

assessment of the RETs. Also, a brief geographical characteristic based on the available 

energy resources in Spain was presented. In the next chapter, the results and analysis 

are discussed. In addition, two other location scenarios are added to perform the 

comparison of the different technologies. 
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Chapter 5 ETEA Results and Discussions 
The Chapter presents the results and analyses of the RETs case study scenarios. It 

begins by evaluating the capacities of the RETs, considering the design parameters and 

the environmental and techno-economic assumptions discussed in Chapter 4. The results 

of three different scenarios are presented. The first scenario serves as a baseline; with a 

focus on the climatic condition in Spain. While scenario 2 focuses on the climatic condition 

in the United States. 

Each scenario is examined in five stages. The first stage presents results and analysis 

for the annual heat and electric outputs of the RETs. The second stage deals with the 

interpretation of the LCA result for the RETs. The third stage deals with the results for the 

capacity factors, LCOE, NPV, simple payback time and while part four presents the 

results for the integrated environmental and techno-economic impact assessment. The 

fifth stage presents the eco-efficiency index. A summary concludes the Chapter. 

 
 

5.1. Case study 
A hypothetical 2-MW power plant is modelled and demonstrated for all renewable 

technologies, namely Photovoltaic (PV), Wind Turbine (WT) and Bioenergy (direct 

combustion), with several emerging solar-thermal RETs, including Parabolic Trough 

(using steam turbines), Parabolic Trough- and Linear Fresnel Reflectors with Organic 

Rankine Cycle turbine (PT-ORC and LFR-ORC, respectively) using SAM. This case study 

would be presented in two scenarios which are location depended. Scenario 1 serves as 

a baseline as highlighted in section 4.7 is Spain while scenario 2 focuses on the climatic 

condition in the United States. Figures 5.1 and 5.2 below show the different wind speeds, 

temperatures, and solar potential in Spain while Figures 5.3 and 5.4 show the different 

wind speeds, temperatures, and solar potential in the United States. The electric demand 

used in this study (for both scenarios) is shown in Figure 5.5. Literature suggests that a 

day-based period in the dry season is usually used to determine the effectiveness of solar 

technologies (PV and CSP) [129]. However, to assess the reliability and make informed 

decision on the performance of the energy technologies, a detailed analysis that 

considers all seasons during a year should be evaluated. 
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Figure 5.1: Global and beam irradiance for Spain 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.2: A plot showing the resource for wind speed, wet and dry temperatures in 
Spain 
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Figure 5.3: Global and beam irradiance for the United States 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.4: A plot showing the resource for wind speed, wet and dry temperatures in 
the United States 
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Figure 5.5: User demand profile used for the simulation of RETs 
 
 
 

5.1.1. Scenario 1 (Spain) 
The annual energy output from the 2 MW capacity plants for the different RETs evaluation 

for Spain are plotted and compared in Figure 5.6. Spain was selected for the baseline 

case study because, in 2017, the total renewable energy capacity was 47,989 MW [169]. 

This implies that the country is feasible for the deployment of RETs. In addition, Spain 

has the third highest renewable energy generating capacity in Europe after Italy and 

Germany [169]. 

The Biomass system shows the highest annual electricity generation potential, followed 

by the Wind turbine system and the steam-driven Parabolic trough (PT-ST) system, 

respectively, approximately 13200 MWhe, 4800 MWhe and 4400 MWhe. On the other 

hand, the electricity output from the PT-ORC, LFR-ORC and PV respectively yielding 

approximately 4100 MWhe, 3500 MWhe and 3400 MWhe. It is noteworthy, the electricity 

outputs from both the LFR-ORC and PT-ORC are competitive to the PV system, which 

can be mainly attributed to better use of the primary energy via the waste heat recovery 

potential of the ORC and its subsequent conversion into electricity. 

However, incorporating the additional thermal energy output from the PT-ST, PT-ORC 

and LFR-ORC systems, respectively estimated as approximately 17000 MWh, 32700 
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MWh and 21300 MWh, make their annual total energy outputs significantly higher than 

the mainstream RETs (shown on the right y-axis). This shows the added energy recovery 

potential of the solar thermal RETs combining an ORC and stream driven turbine (for the 

case of the PT-ST) system; the relatively higher thermal energy output from the PT-ORC 

can be attributed mainly to the maturity of this technology. 
 
 

 
Figure 5.6: Annual energy output from different RETs (Note: left y-axis - Electrical energy 
only; right y-axis – Total energy, i.e. electrical and thermal combined, respectively shown 
as + and O) in Spain 

 
 

Environmental impact for each RET is evaluated in terms of individual impact categories 

and the normalised LLCI values (lower values implying more favourable). The individual 

environmental impacts for the hypothetical 2 MW power plant, based on the literature 

data for the corresponding RETs, are shown in Table 5.1. The impact categories differ by 

size and type of technology; the impacts are presented as kg per kWh for different RETs. 
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However, from the results obtained, no RET emerges as the most preferred option in 

terms of life cycle impact. The climate change indicator for the various RETs was 

normalised using the total electricity output to obtain the Levelised life cycle impact (LLCI, 

shown in Figure 5.6 on a logarithmic scale). 

Interestingly, the LLCI of the conventional RETs is found to be higher, with LFR-ORC 

having the lowest score (Figure 5.7, left y-axis). The high LLCI in terms of kg/kWh of 

electricity is the WT system and can be attributed to the use of gearless synchronous 

generators, requiring permanent magnets incorporating neodymium and dysprosium, 

which are rare earth metals and hence contributing to higher environmental impacts [170]. 
 
 

 
Figure 5.7: Levelised life cycle impact of the RETs (Note: left y-axis – accounting for 
Electrical energy only; right y-axis – accounting for Total energy, i.e., electrical, and 
thermal combined, respectively shown as O and +) in Spain 

Further, PT-ORC exhibited the highest LLCI score after WT when the thermal output is 

considered, which can be attributed to the use of steel in component manufacturing and 

the use of synthetic oil as heat transfer fluid [16]. 
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Table 5.1: Life cycle impacts of the scoped renewable energy technologies (kg/kWh) 
 

Impact Category Reference 
unit Photovoltaic Wind 

turbine Biomass PT-ST PT-ORC LFR-ORC 

Terrestrial acidification kg SO2. Eq 1470.9 15319.68 24,007.70 2,372.17 29185.11 27.29 

Photochemical oxidant 
formation 

 
kg NMVOC 

 
0.98 

 
339.02 

 
188.53 

 
3.43 

 
3084.32 

 
0.02 

Freshwater eutrophication kg P. Eq 2.31E-03 7.96 4.2 0.05 56.66 4.29E-05 

Climate change kg CO2. Eq 4770 132690.14 141,650.56 93045.38 309,393.15 10,656.86 

 
Particulate matter formation 

KG PM10. 
Eq 

 
192.28 

 
2341.34 

 
3,315.18 

 
311.99 

 
6014.61 

 
3.35 

Fossil depletion kg oil. Eq 7.47E+03 33250.45 21,584.70 603.19 213049.28 15.1 

 

Table 5.2: Comparison of actual/simulated published data and simulated data from this research 
 

Description Unit Actual/Simulated Published data Simulated data from this work 

  
PV WT 

BIOMAS 
S DC 

PT-ST PT-ORC LFR-ORC PV WT 
BIOMAS 

S DC 
PT-ST PT-ORC LFR-ORC 

Location  Aizawl 
India 

Southeastern 
Colorado 

    Spain Spain Spain Spain Spain Spain 

Plant size MW 2 2     2 2 2 2 2 2 
Annual energy MWh 

e 
3928 326,218     3360 4831 13244 4439 4128 4831 

Capacity factor % 20.1 37.2     19.2 27.6 86.6 25.4 23.6 18.9 
LCOE $/kW 

h 
0.049 0.073     0.014 0.030 0.109 0.054 0.064 0.055 

Payback time years 8.6 -     2.4 5.0 6.5 8.0 7.0 8.0 
NPV $ 8.66 36,632,000     7,340,318 2,959,251 445,864 738,526 1,622,910 420,482 
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However, accounting for the thermal energy makes the LLCI of the PT-ORC comparable 

to WT and Biomass systems (Figure 5.6, right y-axis). Overall, the LFR-ORC 

outperformed the mainstream RETs studied, attributed to their lower environmental 

impacts (approximately 100% lower LLCI on average). For every 1 kW of electricity 

generation, the PV system respectively has the lowest and the highest GHG emissions 

(contribution to global warming potential – climate change, Table 5.1). The higher 

emissions from PT-ORC is attributed to the utilisation of synthetic oil as the heat transfer 

fluid (HTF). Moreover, possible leakages and the periodic replacement of thermal oil 

during plant operation and maintenance activities can be associated with additional 

ecological impact. 

All the mainstream RETs show relatively lower LCOE, typically ranging between 0.01 and 

0.10 $/kWh (attributed mainly to their higher electricity outputs and low operation and 

maintenance costs); all the solar-thermal technologies show relatively higher LCOE, 

typically ranging between 0.05 and 0.06 $/kWh. While PV shows the lowest LCOE of 

0.014 $/kWh, Biomass and PT-ORC systems are found to have the highest LCOE among 

all the 2 MW RETs, approximately corresponding to 0.11 and 0.06 $/kWh, respectively 

(Figure 5.8). Thus, comparing solely on the techno-economic basis, the mainstream 

RETs are found to be more favourable than their solar-thermal counterparts, with up to 

200% lower LCOE on average. It should be noted, however, this study considered only 

the cost of energy generated, with no adjustments for the time of delivery or power 

dispatch. A previous study comparing solar-based ORC with PV [171] concluded that the 

addition of energy storage favours the ORC system to the PV system in terms of Capacity 

Utilization Factor and LCOE for a decentralised plant capacity level of 50 kWe. The energy 

cost seems to be justified when the electrical and thermal power outputs are both utilised 

from the solar-thermal system. 

Nevertheless, for the LFR-ORC system to be competitive with other solar RETs (mainly 

PV system), it needs radical technological optimisation for its better performance and 

cheaper LCOE. 
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Figure 5.8: Levelised cost of energy for the scoped 2 MW RETs in Spain 
 
 

Table 5.3 presents results for carbon saving potential (tCO2/MWh) from electricity 

generation, net capital cost, NPV (in US$), capacity factor, and simple payback time of 

the different renewable energy technologies. The greenhouse gases emitted for the 

production or usage of a certain amount of electricity is defined by the emission factor. 

Thus, the annual carbon savings 𝑆𝑆𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑡𝑡𝑡𝑡𝑡𝑡2𝑦𝑦𝑦𝑦−1) is calculated by multiplying the annual 

electricity output, 𝑒𝑒𝑜𝑜𝑜𝑜𝑜𝑜(𝑀𝑀𝑀𝑀ℎ 𝑦𝑦𝑦𝑦−1) by the emission factor, 𝐸𝐸𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑡𝑡𝑡𝑡𝑡𝑡2𝑀𝑀𝑀𝑀ℎ−1) [172]. It 

can be observed that PV has the highest NPV cost upon project completion. The LFR-

ORC system has compatible carbon saving as the PT-ORC and PV system, whereas 

those for the Biomass system is the most dominant, followed by the WT system, 

indicating their levels of carbon savings over the 25-year operational life. Additional, the 

Biomass and WT systems show higher capacity factor. It can be observed that PV has a 
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payback time 
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of 2.4 years which is the lowest of all the RETs. Since the NPV takes into account the 

time factor of money, this is a useful indicator of project feasibility from an investment 

perspective. The LFR-ORC appear to have the lowest NPV, while the PT-ORC has the 

highest net capital cost of about 13.5 million US dollars. 

 
 

Table 5.3: Economic indicators of renewable energy technologies in Spain 
 

 
Renewable Energy 

Technology 

Capacity 
Factor 

(%) 

Simple 
payback 

time 
(years) 

 
tCO2/MWh 

Savings 

 
NPV ($) 

 
Net Capital cost ($) 

PV 19.2 2.4 1545.672 7,340,318 4,139,802 
WT 27.6 5 2222.313 2,959,251 3,078,000 

Biomass DC 86.6 6.5 6092.338 445,864 8,228,155 
PT-ST 25.4 8 2041.935 738,526 11,283,964 

PT-ORC 23.6 7 1898.859 1,622,910 13,537,489 
LFR-ORC 18.9 8 1588.787 420,482 11,482,173 

 
 

Based on Eq. (3.2) and (3.3), the life cycle cost and life cycle environmental impact are 

translated into the relative life cycle cost and relative life cycle environmental impact, 

respectively. The individual environmental impacts indicator for the hypothetical 2 MW 

power plant, based on the literature data for the corresponding RETs, are shown in Table 

5.1. The 6 impact categories differ by type of technology. However, from the results 

obtained, no RET emerges as the most preferred option in terms of life cycle impact. 

Figure 5.7 shows the relative life cycle environmental score for all renewable energy 

systems. From an eco-efficiency perspective, RETs system located in Zone 1 is 

considered economically feasible and environmental friendly; in this case, all the RETs 

were located in Zone 1. The closest to centre of the graph technology (PV) turns out to 

be the cheapest and the most environmentally friendly technology. Although the LRF- 

ORC system is environmental friendly, it is costly in term of its net capital cost (see table 

5.2); the PT-ORC system is the most environmentally unfriendly in comparison to the 

other RETs followed by the WT system. The scores of the LCA and LCC for the PT-ORC 

could be attributed to the utilisation of synthetic oil as the heat transfer fluid (HTF). 
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Moreover, possible leakages and the periodic replacement of thermal oil during plant 

operation and maintenance activities can be associated with additional ecological impact. 

For every 1 kWh of electricity generation, the PV and LFR-ORC technologies have the 

lowest environmental and economic burdens. 

 

 

Figure 5.9: Eco-efficiency index scores 
 
 

The lower score for the LFR-ORC system can be attributed to the following factors: 1) the 

use of fixed receiver not connected to any moving parts – which means that fewer material 

resources are used in the manufacturing process; 2) use of environmentally sustainable 

heat transfer fluid; 3) use of flat mirrors, which allows the reduction in cost, and the 

alignment of the reflectors in one plane, with the advantage of reduced wind loads (hence, 

lower replacement costs); 4) use of simple absorber tubes, skipping the need for 

expensive vacuum technology and metal-glass sealing (hence, lower ecological impacts). 
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The result indicates that different RET innovations have the potential to improve eco- 

efficiency. Innovations are essential for reducing the recycling cost while improving 

product quality. The use of a variety of tools provides the decision-maker with flexibility. 

For instance, the decision-maker may prefer to optimise economic and environmental 

outputs using weighting criteria rather than employing mathematical optimization 

techniques. 

5.1.2. Scenario 2 (United States) 
For the second scenario, Daggett within the state of California in the US with coordinates 

of 34° 51’48 N, 116°53’17W is selected for the deployment of the solar based RETs. It 

has a global resource of 5.86 kWh/m2/day, and Amarillo in Texas, having an average 

wind speed of 5.9 m/s, was selected as a suitable location for the deployment of wind 

turbines. 

Figure 5.10 shows the annual energy output for the different RETs. The US site shows 

the highest power outputs for the majority of the RETs, except for power outputs from 

biomass energy, which are higher in Spain. PV had the lowest annual electrical power 

output followed by LFR-ORC corresponding approximately to 3800 MWhe and 4600 

MWhe, respectively. The Biomass power plant and PT-ORC had the highest electrical 

output, corresponding to approximately 13200 MWhe and 5400 MWhe, respectively. In 

general, the annual electricity and thermal energy output for the RETs in the US is higher 

than the energy output in Spain. Furthermore, the differences in the amounts of energy 

produced are because of the disparities in the resource potential and the intermittent 

nature of the energy source. The performance analysis results for the RETs shows that 

the system can support users demand while allowing the excess energy output to be 

stored. It is worth mentioning that in this study, the WT is the only technology that does 

not include any form of stored energy and yet has the third-highest annual electrical 

energy output. 

Despite identical technological configurations, these RETs shows a strong dependence 

on the availability of the local resource (i.e., wind speed, feedstock, temperature, and 

irradiance). For example, Figure 5.11 shows the lower LCOE in the US site across the 

RETs (apart from the Biomass power plant – which remained the same in both locations), 
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mainly attributed to the bountiful availability of resources and low project installation costs. 

While the scope of these power plants’ individual cost of electricity extends across various 

price points, the graph illustrates the competitiveness of the various RETs. The LCOE for 

the US sites typically range from 0.01 $/kWh to 0.11 $/kWh. 
 
 

 
Figure 5.10: Annual energy output from different RETs (Note: left y-axis - Electrical 
energy only; right y-axis – Total energy, i.e., electrical, and thermal combined, 
respectively shown as + and O) in the U.S 

 
 

In the utilization of the LFR-ORC plant, although the LCOE in this study was suggested 

to be amongst the highest when compared to PV and WT power plants, the energy cost 

seemed to be justified when the electrical and thermal power outputs are both utilized. 
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It should be noted that while solar energy is competitive when compared with other 

renewable sources (i.e., wind energy), the LFR and PT coupled with the organic Rankine 

cycle still need more technological optimization for better performance and cheaper 

LCOE. 
 
 
 
 

 
Figure 5.11: Levelised cost of energy for the scoped 2 MW RETs in the U.S 

 
 

The table below shows the results obtained for other indicator metrics for the RETs, which 

includes the simple payback time, capacity factor, carbon savings, NPV and the net 

capital cost. 
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Table 5.4: Economic indicators of renewable energy technologies in the U.S. 
 

 
RENEWABLE 

ENERGY 
TECHNOLOGY 

 
CAPACITY 
FACTOR 

(%) 

SIMPLE 
PAYBACK 

TIME 
(YEARS) 

 
TCO2/MWH 
SAVINGS 

 
NPV ($) NET CAPITAL 

COST ($) 

PV 21.8 1.7 2335.179 13,803,676 4,139,802 
WT 28.8 4.8 3073.032 3,213,570 3,078,000 

BIOMASS DC 86.5 6 8073.415 445,867 8,228,134 
PT-ST 29.1 6.9 3102.484 510,430 11,283,964 

PT-ORC 30.8 6.5 3288.072 1,027,819 13,537,489 
LFR-ORC 25.1 7 2802.899 151,304 11,482,173 

 
 

The LFR-ORC system has the highest payback time of 7 years, the lowest NPV of about 

$151,304, and the second-highest net capital cost after PT-ORC, which could discourage 

investors. For the LFR-ORC to be competitive and be an alternative to other renewable 

energy technologies, there would have to be a technological optimization. 

 
 

5.1.3. Validation 
The simulation results obtained in this research work for the reference RETs plants are 

compared and validated with both actual and simulated data published by [173, 174]. 

Table 5.2 shows a comparison of results obtained from this work as well as other 

published work. Results suggest acceptable variations and confirm that the SAM software 

is reliable in yielding realistic outputs for the various renewable energy technologies. The 

SAM model results are likely to be rather conservative, this might be because of the 

uncertainties with the SAM model inputs. 
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5.2. Chapter summary 
This Chapter has presented the location dependence scenario, results, and analyses of 

the RETs with user demand. In addition, analysis for the RETs energy output, LCOE, 

NPV, simple payback time and capacity factor was performed. An environmental 

perspective on the performance of the RETs was also presented, along with their potential 

carbon saving per kWh of energy produced. The chapter demonstrated that the choice of 

RETs site deployment is vital to the performance of the technologies. Overall, the result 

clearly showed that the RETs deployed in the US had a better techno-economic 

performance than in Spain. Eco-efficiency assessment provides useful resources for 

guiding decision towards the consideration of the economic and environmental aspects 

of a system at the same time. It is noteworthy that this study only considered the 

conventional ORC system for thermal energy recovery, which warrants further research 

on more efficient material resource provision and optimisation of the component 

manufacturing process for thermal energy recovery and storage. New research is also 

needed to explore innovative measures for end-of-life recovery and reuse of the 

component materials, which would further improve the environmental performance of the 

RETs in future. 
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Chapter 6 Computational fluid dynamics 
 

This Chapter describes principles of computational fluid dynamics (CFD) techniques and 

the theories applied in the analysis of the heat pipe developed for the application in the 

solar thermal plant. This chapter contains the governing partial differential equations of 

conservation of mass, momentum, and energy for the heat pipe. ANSYS Fluent software 

is used to perform numerical simulations of the operation of the heat pipe. Information on 

the geometry, meshing and boundary conditions applied are presented in this chapter. 

Results of the numerical simulation in terms of variations in the liquid and vapour fraction, 

average temperature, power and mass flow rate of the evaporator and condenser zone 

of the heat pipe are described. A summary concludes this Chapter. 

 
 

6.1. Introduction 
Computational fluid dynamics (CFD) is the field of science dedicated to the development 

of numerical solution techniques for a broad range of fluid dynamic problems. CFD also 

qualitatively and quantitatively predicts the flow of fluid by means of a mathematical 

model, numerical methods, and software tools [175]. The fluid (liquid and/or gas) flow 

phenomena can be described by partial differential equations (PDE) representing the law 

of conservation for mass, momentum, and energy [176]. It provides efficient ways of 

simulating real fluid flows by replacing PDE systems with a set of algebraic equations, 

which can be solved using a digital computer, as illustrated in Figure 6.1. The prediction 

obtained through CFD usually occurs under certain conditions defining the physical 

properties of the fluid, the geometry, and the boundary and initial conditions of the flow 

field. In general, the predictions for CFD as a set of values for the flow variable include 

temperature, pressure, or velocity at any chosen location in the domain. Although CFD is 

used in a wide range of scientific and engineering applications in various fields of study, 

it is often used alongside analytical or experimental results [175]. Numerical methods 

developed to simulate fluid flow include finite element, finite volume, finite difference, and 

spectral methods [176]. Even though there are significant enhancements in the predictive 

accuracy and computational time of CFD simulations, common errors such as inaccurate 
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input data, improper modelling and incorrect boundary condition definition does not allow 

for exact predictions. In performing meaningful CFD simulations, it is essential to 

understand the applicability and limitations of the CFD tools as well as the need for 

assumptions and approximations. 
 
 
 

 
Figure 6.1: The disciplines within CFD 

 
 

CFD as a research tool is often used for numerical validation of physical processes and 

in technology designing. The advantages of CFD performing investigations include the 

following: 

• It can permit changes to the input parameters, which otherwise usually lead to 
time-consuming and expensive physical experimental investigations [177]. 

• With enough training, the results can be produced inexpensively. However, it is 
necessary to have some experience interpreting the results. 

The accuracy of results obtained by CFD investigations can be limited by numerical 

errors inherent to digital computations such as truncation error and round-off error. See 
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[178-180] for more information about CFD. In this study, three different heat pipe 

orientations are modelled with ANSYS Fluent and validated using scientifically published 

data. 

6.2. Numerical Model description 
ANSYS Fluent 2019 R1 software with the built-in volume of fluid (VOF) method has been 

applied to model the heat pipes with three orientations, namely vertical, horizontal and 

one inclined at the angle of 45 degrees. The Euler-Lagrange and the Euler-Euler are the 

two main approaches for numerically calculating multiphase flows. The Euler-Lagrange 

approach treats the fluid phase, which is the first phase as a continuum and the dispersed 

phase, such as droplets or bubbles, as the second phase, in which 10% of the volume 

fraction is not exceeded [181]. Figure 6.2 below describes the process for performing 

simulation on ANSYS Fluent. 
 

Figure 6.2: Fluent process for performing simulations 
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6.2.1. Governing equations 
The fundamental governing equations of fluid flow are mathematical expressions of 

physics' conservation laws [182]: 

• The fluid mass is conserved. 

• Newton's second law states that the rate of change of momentum equals the 
sum of the forces acting on a fluid particle. 

• The first law of thermodynamics states that the rate at which energy changes 
is equal to the sum of the rate at which heat is added and the rate at which 
work is done on a fluid particle. 

 
 

The above conservation laws are applied to the fluid element depicted in Figure 6.3. The 

six faces are top, bottom, north, south, east, and west, which are denoted by T, B, N, S, 

E, and W, respectively. The element's centre is located at the position ( , , )x y z . The fluid 

flow equations are derived from the variations in the mass, momentum, and energy of the 

fluid element caused by fluid flow across its boundaries. Because all fluid properties are 

functions of space and time, densities, pressures, temperatures, and velocity vectors 

must be written as, ( , , , )x y z tρ , ( , , , )T x y z t , and ( , , , )u x y z t  [182]. 

 
 

 
Figure 6.3: The fluid element for demonstration of conservation laws [182] 
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6.2.1.1. Continuity or mass conservation equation 
 

The law of mass conservation states that the mass of fluid in a controlled volume will be 

determined by operating conditions and the mass of fluid entering and leaving the volume. 

The controlled system is capable of morphing but not of being destroyed. Continuity 

partial differential equation in its general form can be written as follows: 
 
 

( ) mv Sρ ρ
ρ
∂

+∇ =
∂


       ( 6.1) 

 

where: 

 

x y z

∂ ∂ ∂
∇ = + +

∂ ∂ ∂
       (6.2) 

 
 
 

In equation 6.1, 𝑆𝑆𝑚𝑚 is the source and it denotes the mass added to the continuous 

phases by the water-liquid phases and any other sources defined by the user (via User 

Defined Functions UDFs). 

 
 

6.2.1.2. Momentum conservation equation 
 

Newton's second law states that the rate at which a fluid particle's momentum changes 

equals the sum of the forces acting on it. There are two types of forces that act on fluid 

particles, in this case: body forces (gravitational, centrifugal, and electromagnetic) and 

surface forces (pressure, viscous, shear and normal). The rate of increase of a fluid 

particle's ( , , )x y z  momentum per unit volume is given by: 

 

, ,Du Dv Dw
Dt Dt Dt

ρ ρ ρ   
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The overall effect of the body forces is determined by the source terms MxS , MyS , and 

MzS  of the momentum equation's , ,x y  and z − components. The momentum 

conservation equation can be written as follows based on this principle [182]. 

By setting the rate of change of x-momentum of the fluid particle equal to the total force 

in the x-direction on the element, the x-component can be found due to surface stress. 

Equation 6.3 is the formulation for the rate of increase of x-momentum. 

yxxx zx
Mx

Du p S
Dt x x y z

ττ τρ
∂∂ ∂∂

= − + + + +
∂ ∂ ∂ ∂

     (6.3) 

 
The formulation of the momentum equation for the y-component is given in equation 6.4. 

 
 
 

xy yy zy
My

Dv p S
Dt y x y z

τ τ τ
ρ

∂ ∂ ∂∂
= − + + + +

∂ ∂ ∂ ∂
     (6.4)

 
 
 

Similarly, the z-component of the momentum equation is given in equation 6.5. 
 
 
 

yzxz zz
Mz

Dw p S
Dt z x y z

ττ τρ
∂∂ ∂∂

= − + + + +
∂ ∂ ∂ ∂

     (6.5) 

 
 
 

6.2.1.3. Energy equation 
 

The energy equation is derived from Newton's first law, which states that the rate at which 

energy changes inside a fluid element is equal to the rate at which heat is added to it and 

the work done on it [183]. The energy equation is as follows: 

( ) ( ) ( )eff j j j eff hE v E p k T h J v S
t
ρ ρ τ∂  + + = ∇ ∇ −Σ + × +    ∂

 
  (6.6) 
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Here effk  represents the effective conductivity, hS represents the volumetric heat sources and 

the heat chemical reaction the are defined by the user and jJ


 represents the diffused heat flux 

of species j . 

2

2
p vE h
ρ

= − +        (6.7) 

 

The sensible enthalpy ℎ for an ideal gas is defined by 
 

j j jh Y h= Σ         (6.8) 

For incompressible gas flow as: 
 

j j j
ph Y h
ρ

= Σ +        (6.9) 

 

6.2.2. Multiphase model 
In multiphase flows, a phase can be defined as a distinct class of material that exhibits a 

distinct inertial response to and interaction with the flow and potential field in which it 

exists. Multiphase liquid-vapour flows are frequently described as a bubbly, slug, 

stratified, annular, or stratified wavy [183]. Figure 6.4 illustrates the flow regimes. 
 
 

 
Figure 6.4: Illustration of flow regimes [184] 
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For multiphase flows, numerical solutions based on the finite volume modelling approach 

are more complex than single-phase flows. The complexity of multiphase flow arises from 

the fact that the interfaces between phases are not constant, and physical properties such 

as viscosity and density change at the interfaces between the vapour and liquid phases, 

necessitating extensive computation. Since the volume of a phase cannot be occupied 

by other phases, the concept of phasic volume was introduced. It was assumed that 

phasic volumes were continuous functions of space and time with a sum of one. The three 

methods available in the Euler-Euler model are the Volume of Fluid (VOF), the Mixture 

method, and the Eulerian method. The Eulerian multiphase model was omitted due to 

problematic convergence behaviour limiting the complexity of a solution. 

 
 

6.2.3. Volume of Fluid (VOF) model 
The volume of fluid (VOF) method is used to compute possible solutions to this problem 

by evaluating the motion of all the phases and indirectly determining the motion of the 

interfaces from the results. The VOF technique is used to model two immiscible fluids 

with a clearly defined interface between the phases. It is also used to perform surface 

tracking on a fixed mesh. The VOF model solves a single set of Navier–Stokes’s 

equations across the computational domain and uses the volume fraction of each phase 

to track the motion of the different phases [185]. The VOF model is based on the fact 

that each cell in the domain is occupied by either one or both phases. In other words, if 

Vα  is a vapour volume fraction and Lα  is a liquid volume fraction, the following three 

conditions are possible: 

 
 

• 0 :Lα = Vapour fully occupies the cell 

• 1:Lα =  Liquid fully occupies the cell 

• 0 1:Lα< <  The cell interface is between the vapour and liquid phases 

6.2.4.  Mass and heat transfer during the evaporation and condensation 
processes 

 
The mass transfer mechanism for phase interaction between vapour and liquid species 
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processes. The intensity of the phase change is proportional to the temperature difference 
between the saturation temperature (Tsat) and temperature inside the domain. The model 

and 𝜌𝜌 are the volume fraction phase and density, 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is a coefficient that needs to be 

fine-tuned and can be interpreted as a relaxation time and 𝑇𝑇𝑚𝑚ix and 𝑇𝑇𝑠𝑠a𝑡𝑡 are mixture and 

Equations 6.14 and 6.15 are basic Lee model equations, but it takes into account the 

change in the intensity of the phase transition and prevents the dryout phenomenon by 

was investigated using the evaporation-condensation mechanism based on fluid 

saturation properties as well as a user-defined function (UDF). The evaporation- 

condensation model is a systematic model [186] with a physical foundation that solves 

mass transfer problems using the temperature regimes. 

 
 

 

assumes that the volumetric mass transfer is expressed by the following patterns [188]. 
 
 
 
Lee model during evaporation

𝐼𝐼𝐼𝐼 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 >  𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 𝑚̇𝑚𝑒𝑒→𝑣𝑣 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 × 𝛼𝛼𝑙𝑙𝜌𝜌𝑙𝑙 + �𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚−𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠

�    (6.14) 

 

Lee model during condensation
 

mix sat
mix e v v vsat

sat

T TIf T T m coeff
T

α ρ→

 −
< = × +  

 
    (6.15) 

 
 

 
 

 

saturation temperatures, respectively. 
 

 

correcting the relaxation coefficient 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 
 

The UDF is primarily used to “calculate mass and heat transfer between the water-liquid 

and water-vapour phases during the evaporation and condensation processes, as 

determined by the source terms in the governing equations”, most notably the continuity 

and energy equations. Furthermore, temperature Tmix introduced in Equations 6.14 and 

The rate of mass transfer from liquid to vapour phase is represented by 𝑚𝑚𝑚 𝑒𝑒→v, where 𝛼𝛼 

The Lee model [187] is a simplified saturation model for condensation and evaporation 
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6.15 is the mixture temperature rather than a water-liquid or water-vapour temperature. 

As previously stated, the VOF model associates certain variables such as temperature 

and velocity with the mixture phase rather than with a particular phase. 
 

6.2.5. Turbulence model 
The standard 𝑘𝑘−𝜖𝜖 transport model [189] was used to define the turbulence kinetic energy 

and flow dissipation rate within the model [190]. The standard 𝑘𝑘−𝜖𝜖 transport model has 

been used previously on cylindrical pipe flows [191, 192], as has the approach of 

integrating Eulerian-Eulerian multiphase simulations alongside [193]. The kinetic energy 

energy k  of turbulence, and its rate of dissipation, 𝜖𝜖𝜖𝜖, are calculated using the following 

transport equations, formulated in equations 6.16 and 6.17. 
 
 

( ) ( ) t
i k b M k

i j k j

kk ku G G Y S
t x x x

µρ ρ µ ρ
σ

  ∂ ∂ ∂ ∂
+ = + + + − ∈− +  ∂ ∂ ∂ ∂   

  (6.16) 

 

( ) ( ) ( ) 2

1 3 2
t e e

i e k e b ek k
i j e j

ee eu C G C G C S
t x x x

µρ ρ µ ρ
σ ∈

  ∂ ∂ ∂ ∂
+ = + + + − +  ∂ ∂ ∂ ∂   

 (6.17) 

 
 
 
where kG is the turbulence kinetic energy generation as a result of mean velocity gradients, the 

turbulence kinetic energy generation due to buoyancy is given by bG . eσ  and kσ are turbulent Prandtl 

numbers for e  and k . 1eC , 2C ∈  and 3eC  are constants. The user defined source terms are eS and kS . 

 
 

6.3. The example of the Computation Domain creation 
The custom-designed heat pipe geometry was created to enable both numerical 

simulations and experimental validation. Figure 6.5 below shows its geometric 

parameters. 
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Figure 6.5: Heat pipe geometry (a) Average temperature recorder sections (b) diameter 
of different parts (c) length of evaporator and condenser section 

 
 
 

To simulate the two-phase flow and heat transfer phenomena in the heat pipe, a three- 

dimensional model was developed. The closed tube copper heat pipe geometry has a 

total length of 472 mm with an outer diameter (wall) of 12 mm, the porous wick diameter 

is 11.2 mm, and the vapour space diameter is 9.7 mm, as illustrated in Figure 6.5 (b) and 

(c). The heat pipe is divided into the evaporator and condenser sections with lengths of 

94.4 mm and 377.6 mm, respectively. The average temperature distribution along the 

heat pipe's outer wall was monitored at four locations, as shown in Figure 6.5 (a). Te1 and 

Te2 are used to measure the average temperature distribution in the evaporator section, 

(a) (b) 

(c) 
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and Tc1 and Tc2 are used to measure the average temperature distribution in the 

condenser section. 

6.4. Mesh generation 
Mesh generation is a critical process during CFD simulation. The mesh quality has a 

significant impact on the accuracy and stability of the solution. A mesh or grid is a 

representation of an object's continuous physical surface and volume using discrete x, y, 

and z coordinates. Each cell constitutes a control volume, and a group of all cells make 

up the physical/computational domain. A cell's boundary is referred to as a face, whereas 

a face's boundary is referred to as an edge. Figure 6.6 illustrates common terminologies 

associated with two- and three-dimensional computational domains. 
 
 
 

 
Figure 6.6: 2D and 3D computational domain general terminologies 

Unstructured meshes are not required to have an equal number of adjacent elements at 

each interior vertex and thus allow any number of elements to meet at a single vertex. 

The mesh was generated on the basis of the geometry in Figure 6.5. All dimensions 

were kept as in reality as developed by Thermacore. The mesh was created using 

ANSYS [153]. As a result of time constraints, independent studies on the different heat 

pipe orientations were not performed. Thus, a mesh having an aspect ratio of 1 was 

used. The generated mesh (Figures 6.7 and 6.8) comprises of 403,627 nodes and 

388,620 hexahedral elements. 



94  

 
 

Figure 6.7: Mesh generation for the 45 degrees heat pipe showing the evaporator and 
condenser sections 
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Figure 6.8: Mesh generation on the geometry surface 
 
 

6.5. Boundary conditions applied in modelling heat pipes 
To simulate heating and evaporation, a constant temperature is defined at the evaporator 

and condenser section wall boundaries. The condenser section is cooled to dissipate the 

heat generated by vapour condensation. According to the experimental apparatus, it is 

assumed that the condenser is cooled by water. As a result, the convection heat transfer 

coefficient is defined as the boundary condition on the condenser's wall. The following 

formula was used to calculate the corresponding heat transfer coefficients: 

( ),2
c

c
c c av

Qh
rL T Tπ ∞

=
−

     (6.18 
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Here ch represents the heat transfer coefficient in the condenser, the rate of heat transfer from 

the condenser is represented by cQ . cL represents the condenser height, T∞  and ,c avT  are the 

average temperature of the condenser and average temperature in the cooling water, 

respectively. Water was used as the working fluid in this model, with a fill ratio of 15%. The 

boundary conditions parameters, solution settings, general, operational, and material conditions 

for the heat pipes are given on APPENDIX B. 

 
 

6.6. Convergence criterion 
A transient simulation with a time step of 0.0005 s is used to model the two-phase flow 

dynamic behaviour. The time step was chosen based on the Courant number, which is 

the ratio of the time step to the time required for fluid to pass through a cell. The maximum 

Courant number permitted near the interface for VOF models is 250. The Courant number 

is less than three for a time step of 0.0005. After approximately 12 minutes, the simulation 

reaches a steady state. This model incorporates a SIMPLE algorithm for pressure– 

velocity coupling and a first-order upwind scheme for momentum and energy 

determination. Geo-Reconstruct and PRESTO discretization are also used in the 

simulation for the volume fraction and pressure interpolation schemes, respectively. 

The primary phase is defined as water-vapour, while the secondary phase is defined as 

water-liquid. The boiling point temperature of 373 K is used to calculate mass and heat 

transfer during the evaporation and condensation processes, and the latent heat of 

vapourisation used in the UDF code is given in Equation 6.19. The simulation begins by 

heating the liquid pool in the evaporator. Evaporation begins, and phase change occurs 

when the saturation temperature (373 K) is reached. The saturated vapour is then 

elevated to the condenser, where it condenses along the cold walls, forming a thin liquid 

film. 

 
 

2 20.0614342 1.58927 2364.18 2500790hvL T T T T= − × × + × − × +   (6.19) 
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6.7. Chapter summary 
This Chapter discussed the numerical methodology used in this study for CFD modelling 

of the heat pipe. Following the presentation of the governing equations, the computational 

model and heat transfer equations used in the investigation were discussed. The 

numerical model used in this study and the governing equation was described in detail, 

as was the geometry used to simulate the flow with coupled heat and mass transfer 

analysis. Additionally, the boundary conditions that were used to conduct all the analysis 

on the computational domain were defined. In summary, this chapter described the 

methodology used to generate the physical domain for the heat pipe geometry and to 

apply boundary conditions to numerical simulations to predict the performance of heat 

pipes within the computational domain. 
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Chapter 7 CFD Modelling Results and 
Discussion 

 
This Chapter presents results obtained from the CFD simulation performed for the 

different heat pipe tilt angles. Experimental results from the literature are compared with 

the results obtained from the CFD modelling to validate the present model. A summary 

concludes the Chapter. 

 
 

7.1. Simulations method for different tilt angles of the heat pipe 
In this section, the results for the three different heat pipe orientations were considered, 

namely 90° (vertical), 45° and 0° (horizontal) tilt angles, as illustrated in Figure 7.1, are 

presented. 
 

 
Figure 7.1: Three heat pipe orientations 

In determining changes in the saturated liquid temperature ( )lT t , a transient temperature 

profile is achieved using a lumped capacitance model3 applied to the entire heat pipe, as 
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described in [103]. Thus, when considered uniform, the saturated liquid temperature in 

the transport section was equal to both the vapour and operating temperatures of the heat 

pipe. The heat pipe begins at ambient temperature by imposing a constant heat flux 𝑞𝑞" 

(in this study, the constant temperature) on the evaporator section and cooling the 

condenser section exclusively via convection. The overall heat pipe's lumped capacitance 

model is expressed as:  

( ) ( )"( ) ,l
tot e c c l

dT t
cV q A h A T t T

dt
ρ ∞= − −        (7.1) 

The overall heat capacity of the heat pipe is represented by ( )totcVρ , which accounts for 

the thermal energy storage terms of the wick, wall and working fluid. The outer surface of 

the evaporator and condenser is represented by 𝐴𝐴𝑒𝑒 and 𝐴𝐴𝑐𝑐, respectively. As a starting 

point, the saturated liquid temperature is set to 

 
 

( )0lT T∞=   (7.2) 

 
 

Using a mass balance of a liquid layer on a non-material control volume the velocity of 

the liquid front can 𝑑𝑑𝜀𝜀 𝑑𝑑𝑑𝑑�   be expressed as a function of the difference between the average 

velocity Uo at the evaporator section entrance and the liquid layer vaporization rate from 

horizontal and vertical surfaces such that 

 
 

  (7.3) 

in the case, h is the depth and w is the width of a rectangular groove. 
 
 
 
 

3 The lumped capacitance model is an analysis that reduces thermal systems to several discrete lumps with an 
assumption that inside each lump, temperature difference is negligible. 
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3 

The liquid in the wet region will evaporate when heat flux is applied to the evaporator wall 

evaporate. Volumes in the dry and wet region are controlled and defined as moving non- 

material control volumes. 

There are three assumptions considered in the dry region, i) there is no heat loss from 

the wall to the vapour, ii) one-dimensional heat conduction in 𝑥𝑥 is considered, and iii) the 

integral energy balance on the control volume in the dry region and the constant wall 

properties (ρw, cw, and kw) is given by 

 
     
    (7.4) 

 

 

where the grove wall thickness is δ and 𝑞𝑞′′   is the net heat flux conducted through the 

wall. By Fourier’s Law the dry to the wet region at the location x = ε(t) is expressed as 

 
 

(7.5) 
 
 
 

Combining Equations (7.4) and (7.5) and rearranging yields 
 

  (7.6) 

Equation 7.6 is valid for the length of any dry wall, 
 

At t > 0 and for ε(t) < x < Le, 
 
 
 
 
 

(7.7) 
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The boundary conditions are given as: 
 

At x = Le, 
 
 
 

(7.8) 

At x = ε(t), 
 
 
 

Tw (ε, t) = Tl (t) , (7.9) 

 
 

where Equation (7.8) ensures that the heat pipe’s far end is insulated, and Equation 

(7.9) specifies that the liquid front temperature is equal to the saturated liquid temperature 

and the initialisation condition is set such that 

 
 

Tw (x,0) =Tl (0) (7.10) 
 
 

The assumptions in the wet region are as follows, i) the temperature along the wall 

groove is constant and equal to the saturated liquid temperature Tl, and ii) compared to 

the wall thickness δ, the liquid thickness h is small. 

 
 

                             (7.11) 

 
where the effective heat capacity, which is a liquid-wall combination in the evaporator’s 

wet region is represented as (𝜌𝜌𝑐𝑐)eff . 

For groove wicks,                                                     . Equation (7.11) rearranges, 
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At t > 0 and for 0 < x ≤ ε(t), 
 
 
 
 
 
 

(7.12) 
 
 
 

integrating between x = 0 and x = ε(t) and establishing that in the wall of the adiabatic section, 

heat is conducted, it follows that 

 
 

(7.13) 
 
 
 
 
 

Equation (7.13) shows that in the liquid front interface, the heat is delivered by the wall is 

equal to the latent heat absorbed by the vaporizing liquid. 

 
 

  as shown in Equation (7.14) for effective heat flux is the difference between the 
heat flux input and stored thermal energy in the evaporator wet region 

 
  (7.14) 

and combining Equation (7.13) with Equations (7.3) and (7.14), the liquid front location 

is determined by. 

 
 
 
 

(7.15) 
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By assuming a saturated liquid, the initial condition is set in the groove such 

that 

At t = 0, 
 

ε (0) = Le. (7.16) 
 

A numerical solution is required for the transient heat conduction problem associated with 

the time-varying boundary condition (Equation 7.5) and initial conditions (Equations 7.9 

and 7.10). 

The evaporator length was divided into N small elements using a fully implicit finite 

difference scheme with a fixed mesh grid. Due to the presence of the sharp liquid front 

condition (Equation. 7.5), the liquid front's position was determined using an implicit 

backward Euler method (1st-order in time and 2nd-order in space). 

 
 

7.2. Examples of CFD results with visualisation of processes in the heat 
pipes 

The water-vapour fraction moves from the heating section to the cooling section due to 

the density difference, whereas the cooling section is used for condensing the vapour and 

returning the liquid to the heating section due to gravity and/or the force of capillary action 

in the wick structure. Due to the gravitational effect, changing the orientation of the heat 

pipe from 0° to 90° significantly increases the flow of liquid to the evaporator section. This 

also results in a decrease in heat transfer in the outward direction and an increase in the 

heat pipe's thermal resistance. 

The example in the variation of the water-liquid volume of fraction in the evaporator and 

condenser region for the vertical heat pipe for a constant heat input temperature of 

333.15 K are shown in Figure 7.2 for the first 12 seconds of operation. 
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 t=0.0 s t=0.05 s t=1.5 s t=2.29 s t=3.5 s t=12.0 s 
 

Figure 7.2: Boiling process in the wicked heat pipe for temperature heat input of 333.15 K 
 
 
 

The presence of only liquid (water-liquid volume fraction = 1) is shown by a red colour, 

while the presence of only vapour (water-vapour volume fraction = 0) is depicted by blue 

colour. At the start of the process (when t = 0.0 s) the water-liquid pool in the evaporator 

initially occupies 15% of the total heat pipes’ volume. When the liquid reaches the 

boiling point, it begins to evaporate, and phase change occurs. The continuous liquid 

evaporation results in a decrease in the volume fraction of liquid and an increase in the 

volume fraction of the vapour. The saturated vapour is then transported upwards to the 

condenser zone. When the vapour reaches the condenser's wall, where a boundary 

condition for the heat rejection is specified, the vapour condenses along the condenser 

walls. This liquid then returns by the aid of capillary action through the wick to the 

evaporator section and replenishes the liquid pool to maintain the evaporator- 

condensation process. 

Figure 7.3 below shows an example of variation in the liquid volume of fraction for the 

horizontally mounted heat pipe, in which the 300-W heat input rate is specified on the 

outer wall of the evaporator. It can be observed that with a constant heat flux input of 300 
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W, the water-liquid fraction (blue colour) at the bottom of the heat pipe rapidly dries out 

after about 150 seconds. 
 

 
 
 

t = 2 s 

  t = 15 s 

  t = 45 s 

 
 
 

t = 60 s 

  t = 90 s 

 t = 120 s 

  t = 150 s 

t = 180 s 

Figure 7.3: Vapour volume fraction of horizontal heat pipe with 300 W constant heat 
input 
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7.3. CFD results for the Thermacore heat pipe (for application in a solar 
thermal plant) 

CFD simulations of the heat pipe operation, described in Figure 6.5, were conducted, and 

results on the variations of fluid and vapour fractions and temperatures inside the heat 

pipe as functions of time are presented in Figures in Appendices B2 and B3, respectively. 

After approximately twenty minutes elapsed in numerical simulations, the evaporation and 

condensation processes in the heat pipe reach a quasi-steady state4. 

The total simulation time of the heat pipe was 60 mins. The input temperature was varied 

from 303.15 K to 393.15 K at the evaporator section and set to 293.15 K at the condenser 

section. Figures 7.4 – 7.6 show the plots for the input temperature at 303.15 K of the heat 

input and output rates (evaporator and condenser sections) and volume fractions of liquid 

and vapour for three tilt angles of the heat pipe. As it can be seen in Figures 7.4 and 7.5 

the energy conversion principle is observed in the solution of governing equations 

describing the operation of the heat pipe: the amount of heat absorbed in the evaporation 

zone is rejected in the condensing zone. For the above-specified boundary conditions, 

the heat transfer rate is the highest for the vertically mounted heat pipe (57 W), followed 

by the heat pipe with 45o tilt angle (45 W). The horizontal heat pipe demonstrates the 

lowest heat transfer rate at 34.5 W. 

In Figure 7.5, the red coloured line illustrates the presence of the water-vapour fraction, 

and the blue coloured line indicates the water-liquid fraction of the volume. At initialisation, 

15% of the total internal volume of the heat pipe is filled with liquid (as shown in 

APPENDIX B1). With a constant heat input rate, the simulation reached a steady regime 

of operation in approximately 20 minutes. From the 20th minute to the 60th minute, it can 

be observed that the water-liquid and water-vapour volume fraction formed opposite 

sinusoidal waves indicating evolution in the evaporation and condensation processes. 

Figures 7.7 and 7.8 show the corresponding results for the heat input and output rates on 

the evaporator and condenser sections of the heat pipe for the case in which the 

temperature level at the evaporator is increased to 333.15 K, and the condenser 

 
 

4 Quasi-steady state refers to a situation that does not change rapidly enough that it can be deemed constant. 
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temperature is left unchanged at 293.15 K. It can be seen that the heat transfer rates 

increased to about 85, 79 and 74 W for the vertical, tilted and horizontal heat pipe, 

respectively. 
 

 
Figure 7.4: Heat input rate in the evaporator for the temperature of the evaporator at 

303.15 K 
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Figure 7.5: Heat rejection rate in the condenser for the temperature of the evaporator at 
303.15 K 

 
 
 

 
Figure 7.6: Variation of the liquid and vapour volume of fraction as a function of time 

(without dry-out) 
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Figure 7.7: Heat input rate in the evaporator for the temperature of the evaporator at 
333.15 K 

 

 
Figure 7.8: Heat rejection rate in the condenser for the temperature of the evaporator at 

333.15 K 
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Table 7.1 shows the comparison between the obtained CFD results and the experimental 

temperature distribution on the horizontal heat pipe’s outer wall for the heat pipe with the 

heating rate of 172.87 W [194]. Such comparison was conducted for qualitative estimation 

of the accuracy of the developed model since the heat pipe modelled and experimentally 

tested have a similar configuration but different dimensions. 

In the CFD study, the temperature boundary condition is used for the heat input. Thus, a 

temperature boundary condition of 393.15 K on the evaporator section was specified, 

which corresponds to the heating rate of 150.50 – 138.28 W for the heat pipe with different 

tilt angles. As it can be seen in Table 7.1, the CFD model adequately describes the 

process taking place inside of the horizontal heat pipe. 

 
 

Tables 7.2-7.4 show the heat transfer rates in quasi-steady state for different orientations 

of the heat pipe at different time intervals simulated for heat input temperatures at the 

evaporator section equal to 353.15 K, 373.15 K, and 393.15 K while having a constant 

temperature of 293.15 K at the condenser for all cases. 
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Table 7.1: Comparison between horizontal heat pipe experimental data input rate of 172.87 W [188] and CFD simulated 
heat pipe with 145 W heat input rate 

 
 

Section 
 
Position 

Tcfd (K) Texp (K) 
HHP 

Tcfd_av (K) Texp_av 
(K), 
HHP VHP HHP 45DHP VHP HHP 45DHP 

Evaporator 
Te1 373.15 372.9 373 345.75 

367.05 356.69 364.29 341.6 
Te2 360.95 340.48 355.58 337.45 

Condenser Tc1 316.52 304.12 308.21 317.05 
304.835 298.56 300.63 316.5 Tc2 293.15 293 293.05 315.95 

 
 

Table 7.2: Heat transfer rates in the heat pipe as the function of time and tilt angle for the temperature of the condenser at 
353.15 K 

 
The temperature of the evaporator, equal to 353.15 K 

 
Time 

Heat input rate at the evaporator (W) Heat rejection rate at the condenser (W) 

VHP HHP 45DHP VHP HHP 45DHP 

0 0 0 0 0 0 0 

10 92.7425 80.47 87.685 -92.6225 -80.35 -87.565 

20 90.2025 77.93 85.145 -90.0825 -77.81 -85.025 

30 90.18525 77.91275 85.12775 -90.0653 -77.79275 -85.00775 

40 90.18525 77.91275 85.12775 -90.0653 -77.79275 -85.00775 

50 90.18525 77.91275 85.12775 -90.0653 -77.79275 -85.00775 

60 90.18525 77.91275 85.12775 -90.0653 -77.79275 -85.00775 



5 Dry-out means the wick structure cannot return sufficient working fluid from the condenser region to the 
evaporator region. 
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From the results, it can be observed that the vertical heat pipe provides the highest heat 

transfer rate while varying the temperature input, followed by the heat pipe with the 45- 

degree tilt angle. The horizontal heat pipe demonstrates the lowest heat transfer rate and 

could not be tested up to the power limit because the dry-out5 phenomenon occurs. 

 
 

Table 7.3: Heat transfer rates in the heat pipe as the function of time and tilt angle for 
the temperature of the condenser at 373.15 K 

 
The temperature of the evaporator, equal to 373.15 K 

 
Time, min 

Heat input rate at the evaporator (W) Heat rejection rate at the 
condenser (W) 

VHP HHP 45DHP VHP HHP 45DHP 

0 0 0 0 0 0 0 

10 122.8225 110.55 117.765 -122.699 -110.426 -117.641 

20 120.2825 108.01 115.225 -120.159 -107.886 -115.101 

30 120.2653 107.99275 115.20775 -120.141 -107.869 -115.084 

40 120.2653 107.99275 115.20775 -120.141 -107.869 -115.084 

50 120.2653 107.99275 115.20775 -120.141 -107.869 -115.084 

60 120.2653 107.99275 115.20775 -120.141 -107.869 -115.084 



6 Dry-out means the wick structure cannot return sufficient working fluid from the condenser region to the 
evaporator region. 
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Table 7.4: Heat transfer rates in the heat pipe as the function of time and tilt angle for 
the temperature of the condenser at 393.15 K 

 
The temperature of the evaporator, equal to 393.15 K 

 
Time, min 

Heat input rate at the evaporator (W) Heat rejection rate at the condenser (W) 

VHP HHP 45DHP VHP HHP 45DHP 

0 0 0 0 0 0 0 

10 153.0575 140.785 148 -152.945 -140.673 -147.888 

20 150.5175 138.245 145.46 -150.405 -138.133 -145.348 

30 150.5003 138.2278 145.4428 -150.388 -138.115 -145.33 

40 150.5003 138.2278 145.4428 -150.388 -138.115 -145.33 

50 150.5003 138.2278 145.4428 -150.388 -138.115 -145.33 

60 150.5003 138.2278 145.4428 -150.388 -138.115 -145.33 

 
 
 

From the results, it can be observed that the vertical heat pipe provides the highest heat 

transfer rate while varying the temperature input, followed by the heat pipe with the 45- 

degree tilt angle. The horizontal heat pipe demonstrates the lowest heat transfer rate and 

could not be tested up to the power limit because the dry-out6 phenomenon occurs. 

 
 

Figure 7.9 shows the plot of the heat transfer rate in the heat pipe against the 

temperature specified on the outer surface of the evaporator for three positions of the 

heat pipe. It could be seen that as the temperature increase results in an almost linear 

heat transfer rate rise. 
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Figure 7.9: Heat transfer rate in the heat pipe as a function of the evaporator 
temperature for different tilt angles 

 
 

7.4. Validation of CFD modelling method by thermal studies 
During CFD simulations of the Thermacore heat pipe, the average temperature of the 

evaporator and condenser sections (Te1, Te2, Tc1, and Tc2) has been monitored at four 

different positions (as illustrated in Figure 6.5a). The monitoring points for measuring 

temperatures Te1, Te2, Tc1, and Tc2 were set in the body of the evaporator and condenser 

walls. These temperature distributions in the walls of the heat pipe filled with the water- 

liquid, occupying 15% of the total volume, are shown in Figure 7.10(a-c) for various tilt 

angles (𝜃𝜃 = 0°, 45°, 90°) and the specified temperatures on the outer surface of the 

evaporator. The temperature values influence the performance and capacity of the heat 

pipe, which can be enhanced through careful selection of the working fluid, design, and 

tilt angle. Due to the effect of gravity on the working fluid, the temperature of the Te2 is 

lower than Te1 for the vertical position heat pipe, and the temperature rises along the 

length of the evaporator in the horizontal heat pipe. For the tilted heat pipe, there is no 

difference between Te2 and Te1. These results are in agreement with results published in 

[195]. 
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(a) 
 
 
 
 
 
 
 
 
 
 
 

 
(c) 

 

Figure 7.10: Average temperature distribution in the heat pipe as a function of constant 
temperature heat input boundary condition at different tilt angles (a) vertical (b) 45 

degrees and (c) horizontal 
 
 

Additional simulations were conducted for the same design of Thermacore heat pipe but 

using the constant heat input rate of 40 and 150 W as a boundary condition on the 

surface of the evaporator. Results are shown in Figure 7.11 (a-c) for the various tilt 

angles. 

(b) 
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(a) 
 
 
 
 
 
 
 
 
 
 
 

(c) 
 

Figure 7.11: Average temperature distribution in the heat pipe as a function of constant 
heat input rate boundary condition at different tilt angles (a) vertical (b) 45 degrees and 

(c) horizontal 
 
 

It can be observed in Figure 7.11 that the temperature continuously reduces along the 

length of the heat pipe for any orientation. These results also in full agreement with the 

results described in [189]. 

 
 

To validate the numerical solution, the CFD model was created using the geometry of the 

horizontal heat pipe in [196], see Figure 7.12, for which authors obtained the analytical 

solution for the specific case of rewetting a 0.5 m grooved evaporator with uniform 

heating. It is important to highlight that ethanol was used in the study by [196]. In this 

study, ethanol as well as water-vapour and water-liquid are used as the primary and 

secondary phases, respectively, in the created CFD model. 

(b) 
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a 
 
 

 
b 

Figure 7.12: Dimensions (a) and schematic details (b) of heat pipe by Yan and 
Ochterbeck 1996 [196] 

 
 

Table 7.5 presents the summary of heat pipe parameters. It is also worth mentioning that 

a constant heat flux was used instead of the temperature in this new CFD model. At the 

start, the liquid front is located at 𝑥𝑥 = 0 and then begins to flow at the heated region. 

Without considering the evaporation effects along the wetted region in the evaporator 

(Figure. 7.13a), the numerical predictions for the locations of the liquid fronts for the 

ethanol working fluid fit well with the analytical solution developed in [196]. The rewetting 

process, which is the liquid recovery or liquid rewetting, is the advancement of the 

capillary column with the liquid moving in the dried region [179]. It is faster at lower heat 

fluxes because less fluid is evaporated from the liquid front edge. When the effects of 
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evaporation along the wetted region are included in the current CFD model, the difference 

in the liquid front predictions significantly increases. 

Table 7.5: Summary of new heat pipe design parameters for the current study 
 

Copper/ water  

Parameter Design Current study 

Outer diameter (mm) 50 

Inner diameter (mm) 46.6 

Wick thickness (mm) 1.7 

Evaporator length (cm) 28.6 

Adiabatic length (cm) 51.4 

Condenser length (cm) 20 

Initial temperature (K) 333 and 353 

Ambient temperature (K) 313 

Heat load input (W) 40, 150 & 175 

Inclination Angle 0 

 
 
 

As illustrated in Figure 7.13b, at the 5000 W/m2 heat flux, complete rewetting of the 

internal evaporator surface occurs more slowly than the model predicted in [196]. This is 

owing to the fact the applied heat load along wet region in the evaporator’s wall 

evaporates some of the liquid flowing as the film, thereby decreasing the liquid rewetting 

velocity. The current model indicates that at higher heat fluxes (15000 W/m2), the flowing 

film would not completely rewet the heating zone. 

The liquid front advances after a while until it reaches about 0.10 m from the evaporator’s 

beginning (𝑥𝑥 = 0) and then starts to recede. Dry-out occurs when the heat flux applied 

across the plate exceeds the liquid layer's maximum rewetting heat capacity. As a result, 

errors in the estimation of the maximum rewetting heat flux exist. For the sample test, the 

current model preformed in this study provides value of 1400 W/m2 for the maximum 

rewetting heat flux while a value of 1800 W/m2 was predicted by Yan and Ochterbeck 
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(a) 

(b) 

[196]. Overall, the maximum heat flux remains reasonably consistent and provides a 

complete picture of the heat load effects along the wet region. 
 

 
 

 
Figure 7.13: Validation and comparison of the current model with [196] without (a) and 

with (b) evaporation along the wetting region in the evaporator 
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7.5. Further validation of the CFD modelling method for a heat pipe 
 

To further validate the CFD model, the axial distribution and the liquid front position of the wall 

temperature were determined using the developed CFD modelling method, using the design of 

the heat pipe studied experimentally in [103] with water as the working fluid, and the CFD results 

were compared to data from the experimental investigations. These experiments include the 

following: measurement of a) the capillary limiting heat flux b) measurements of the abrupt 

temperature rise indicative of wick dry-out; and c) the evaporator section's wall and vapour 

temperature profiles following a power step increase. The design configuration of the heat pipe is 

the same, shown in Figure 7.12, but it has different values of dimensions. The heat pipe is the 

copper-water one with a wick made of two layers of copper screen. The design parameters of this 

heat pipe are shown in Table 7.6. 
 

Table 7.6: Heat pipe design parameters by [103] 
 

 
Parameter Design 

Ambrose et al., 
(1987)[103] 

Outer diameter (mm) 25.5 

Inner diameter (mm) 22.2 

Wick thickness (mm) 1.11 

Evaporator length (cm) 10.16 

Adiabatic length (cm) 25.4 

Condenser length (cm) 10.16 

Number of layers 2 

Mesh number (in1) 100 

Wire diameter (m) 1.143×10-4 

Permeability (m2) 1.93×10-10 

Initial temperature (K) 293 

Ambient temperature (K) 293 

Convective heat transfer coeff. (W.m-2K1) 200 - 500 

Heat load input (W) 150 - 300 

Overall heat capacity (J.K-1) 455 

Inclination Angle 0° 
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The heat pipe was mounted horizontally and considered initially to be either operating at 

a power level below the capillary limit or being completely saturated with static liquid and 

then restarted at room (low) temperature. The temperature data collected during the 

experiments in study [103] was analysed and compared to the predictions made by the 

current transient model. 

 
 

7.5.1. Comparison with data for a copper wrapped screen wick 
The CFD model results compared to experimental results described in [103]. Experiments 

were conducted to determine a copper-water heat pipe's transient response to step 

changes in power input at the constant cooling rate. Adequate start-up CFD data was 

generated to validate the model. The transient behaviour of the heat pipe temperatures 

and liquid front locations were determined as a function of the evaporator's power input, 

the condenser's cooling conditions, and the wick's initial void fractions. 

 
 

7.5.1.1. Effect of the heat input rate 
 

In the study by Ambrose et al. (1987) [103], better predictions were obtained when the 

mean liquid velocity was estimated using Darcy's flow model, which considered the 

effects of radial hydrostatic gravity pressure drop. It should be noted that the axial groove 

provides a less tortuous liquid flow than the screened wick structure provides due to its 

geometry. As a result, the groove's liquid pressure drop is smaller than that of any other 

porous media. Darcy's flow model was used to correct the liquid mean velocity for the 

screened wick using a measured permeability, 10 2  1.93 10  K m−= × , and given by 

 

0
2 12 l v

l eff a c

KU gr
r L L
σ ρ

µ
 

= −   + 
      (7.17)

 

The temperature predictions for the wall are compared to the experimental results of [103] 

in Figure 7.14. In this case, the model-predicted operating temperature values, with a 

close match the experimental values of 175 W. For high heat fluxes, the numerical peak 
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temperature of the heat pipe is reached more rapidly. This is due to a combination of two 

factors: a steeper temperature gradient due to axial conduction and an increase in the 

wick's dried region. Figure 7.15 shows that the position of the liquid front is dependent on 

the applied heat load. The current quantitative findings match the investigations in [103] 

into the evaporator's partial dry-out followed by liquid rewetting. For the liquid front 

predictions, the agreement between the current study model and Ambrose calculations is 

reasonably comparable. The extent of the dried region, as predicted by the model 

increases as the heat input increases. Additionally, it is worth mentioning that the 

uncertainty in these curves is primary as a result of the disparity of wick structures and 

pore size variations. 
 
 
 

 
Figure 7.14: Comparison of Transient Heat Pipe Temperature Profiles with 

Experimental Data in [103] 
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Figure 7.15: Comparison of liquid front position with experimental data in [103] 
 
 

In Figure 7.16 a full dryout is predicted for the heat input rate of 300 W. Between 225 and 

300 W, a critical heat load exists such that the liquid front position remains stationary 

during the transient temperature increase. The amount of energy stored in the heat pipe 

is a critical factor in determining the rate of dryout of the liquid column. With increasing 

heat input, the time required to dry out decreases and the time required to rewet (if any) 

increases due to the longer dried region. When the liquid rewets the dried evaporator's 

hot surface, the energy stored in the heat pipe is increased due to the higher heat pipe 

temperatures, and the rewetting process takes longer. The heat transport capability 

gradually increases as the stored energy is removed. The evaporator recovery process 

following a partial dryout may become insufficient if the heat transport capacity is 

insufficient to remove the stored energy. 
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Figure 7.16: Liquid front position for 225 W (experimental and current) and 300 W 
(current study) predicting dryout 
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7.6. Chapter summary 
 

This Chapter investigated the thermal performance of heat pipes at various tilt angles, 

while varying the input temperatures or heat input rates. Overall, the best thermal 

performance was achieved with a tilt angle of 𝜃𝜃 = 90°, highlighting the importance of 

gravitational forces. Depending on the geometry of the heat pipe, the working fluid, the 

heat rate input, and the condenser cooling rate, liquid behaviour and the different transient 

temperature is consistent with the calculated capillary limit as observed. Dryout in heat 

pipes can occur when there is a sharp temperature gradient in the dried region caused 

by higher heat input rates at constant condenser cooling conditions. This produces the 

superheat steam, and the stored energy at the evaporator region accumulates the heat 

to such an extent that the size of the dried region increases. The differences between the 

theoretical model's results and the experimental results are due to two main factors: a) 

simplifying the model's boundary conditions and b) performing an uncertainty analysis on 

the experimental data. 
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Chapter 8 Conclusions and recommendations 
8.1. Conclusions 

 
This Chapter summarises the findings of the current study. The broad objective of this 

work was to advance knowledge for an innovative LFR-ORC power system for which 

environmental and techno-economic assessments were performed to examine how 

competitive the integration of LRC and ORC’s is to emerging renewable energy 

technologies such as photovoltaic and wind turbines. Furthermore, the heat transfer 

medium (heat pipe) for a thermal storage system was studied to develop the detailed CFD 

modelling method to better visualise and predict the performance of the different oriented 

heat pipes. The conclusions are presented in a logical order to enable a comparison to 

the research objectives (in Chapter 1, Section 1.2). 

1. This study identified the environmental aspects which could help in determining 

the relative significance in terms of risk to the environment of the different RETs. 

In the process of manufacturing a renewable energy product, the organisation 

should consider the harmful emissions, land contamination, waste arisings, 

effluent discharges, and the use of resources (i.e., fuel, water, materials etc.) as 

this aspect relates to those an organisation can control. Other aspects 

organisations can control or may have an influence over are: 

• The land use – which may enhance the wildlife habitats and biodiversity on- 
site, and 

• The product design – which could improve the environmental performance 
and may extend the life of products. 

For example, in the process of generating electricity using a wind turbine, an 

impact could be the reduction of climate change impacts and sustainable energy 

production, while another aspect could be zero-emissions during generation. In a 

situation where wind turbines are deployed on hills, that could be a visual impact 

on stakeholders in the region. 

2. This study compared mainstream renewable energy technologies (RETs) with 

emerging solar-thermal technologies using an integrated environmental and 

techno-economic feasibility assessment (ETEA) framework while adopting the 
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eco-efficiency to measure the functional and monetary value of the systems. Eco- 

efficiency assessment provides useful resources for guiding decision towards the 

consideration of the economic and environmental aspects of a system at the same 

time. The results showed marked alteration in the preference ranking of the scoped 

six RETs, which initially based solely on the techno-economic assessment of 

electricity output, which was skewed more to mainstream RETs (Photovoltaic - PV, 

and Wind Turbine – WT), outperforming the solar-thermal RETs, with lower LCOE 

on average. However, the inclusion of environmental assessment showed a shift 

in preference towards PT-ST, PT-ORC and LFR-ORC, the three solar-thermal 

RETs with favourable ETEI scores. This clearly demonstrates the merit of the 

proposed framework in conducting a holistic sustainability appraisal of RETs, 

explicitly taking into consideration the total energy output (electricity + thermal) 

attributed to the ORC system associated with the solar thermal RETs. 

Based solely on environmental performance, PT-ST and PT-ORC respectively 

showed the least and the highest impacts of all the six RETs, largely attributed to 

the gross carbon burden on a life-cycle basis from the manufacturing-to-use 

stages. The LFR-ORC system appear as competitive solar thermal RETs for future 

applications, outperforming the mainstream RETs studied, which is attributed to 

their lower environmental impacts (approximately 100% lower LLCI on average). 

Further, PT-ORC and LFR-ORC appear to be favourable based on their high NPV, 

beating the other mainstream RETs. However, PT-ORC emerges as the least 

sustainable of all the options, mainly attributed to the use of steel in component 

manufacturing and the use of synthetic oil as heat transfer fluid. 

It is noteworthy that this study only considered the conventional ORC for thermal 

energy recovery, which warrants further research on more efficient material 

resource provision and optimisation of the component manufacturing process for 

thermal energy recovery and storage. New research is also needed to explore 

innovative measures for end-of-life recovery and reuse of the component 

materials, which would further improve the environmental performance of the 

RETs. 
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3. The final objective of this study was to develop a detailed three-dimensional CFD 

modelling method that enables accurate simulations of the evaporation and 

condensation processes in a porous-wick heat pipe in different orientations as well 

as the transient operations of a variety of low-temperature heat pipes starting from 

room temperature. The simulation of these processes is one of the steps required 

to model the entire solar power plant system and requires using special UDFs 

integrated into the Volume of Fluid method to account for phase change and mass 

transfer of the material during boiling and condensation processes. The results 

from the CFD simulation demonstrate that ANSYS Fluent software, when 

combined with the VOF and UDFs, can accurately predict phenomena occurring 

inside the heat pipe with different orientations. The flow visualisation demonstrates 

that the CFD simulation accurately reproduced the multiphase flow characteristics 

associated with pool boiling in the evaporator section. The results also 

demonstrate the CFD model’s ability to visualise the pool boiling behaviour of 

water as the working fluid. 

The balance between the capillary pressure provided by the wick in a heat pipe or 

vapour chamber and the flow resistance to liquid resupply at the evaporator 

determines the maximum steady-state heat load that can be sustained. This 

maximum heat load is referred to as the capillary limit; operation at constant heat 

loads in excess of the capillary limit results in evaporator wick dry-out. For this 

reason, the effect of the maximum heat load input was also investigated. The 

results showed that the heat transfer rate of the heat pipe always increases as the 

heat input rate (on the evaporator end) increases. However, for the horizontal heat 

pipe studied in this work, dry out occurred when the heat input temperature was 

above 393.15 K. The liquid was not able to flow back quickly enough from the 

condenser to rewet the evaporator section as a result of the high heat input rate 

(for fixed condenser cooling conditions). These numerical results were compared 

to previous investigations in [103], and the CFD relevant features which are in 

relatively good agreement with experiments are: 

a. The distribution of the liquid within the wick structure, which influences the 

transport capacity and transient operation of room-temperature heat pipes. 
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b. Dryout process, which was predicted when the rates of the liquid 

evaporation in the wet region exceeded the supply rate by the capillary- 

induced flow. Dryout was always preceded by a rapid temperature increase 

in the dry region, whereas temperatures in the wet region may have 

remained uniformly distributed. 

 
Disparities between numerical and experimental results are primarily due to the wick 

structure being simplified and assumed to be uniformly isotropic and saturated. 

 
 

8.2. Recommendations for future work 
 

The numerical analysis presented in this study applies to standard heat pipe 

configurations with conventional wicks for solar thermal applications. The following 

recommendations could be made for future heat pipe CFD modelling: 
 

• Any physical phenomenon that has an effect on the liquid pressure drops in 
conventional heat pipes must be accounted for in the transient heat pipe model 
and should be investigated. 

• The effects of wick saturation on the working fluid during dryout and rewetting 
should be included in investigations 

• The numerical model should be extended to include more complex heat pipe 

configurations such as capillary pumped loops or loop heat pipes with estimation 

of the transient response of the capillary driven systems. Additional research 

should be conducted to determine the dryout performance of these advanced heat 

pipe concepts. 
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APPENDIX A 
This section provides further insight on geometry designs, wick structures, the general 

design characteristics and steady-state performance of a room temperature heat pipe, 

operating temperature range, working fluids and heat transport limitations of a typical heat 

pipe. 

 
 

Low-Temperature Heat Pipes: General Design Characteristics 
 

Theoretically, at any temperature a heat pipe can operate between the triple and 

supercritical states of the working fluid. However, depending on the application, heat pipe 

has different temperature operating range and the maximum heat transport capacity. As 

a result, caution must be exercised in selecting the working fluid based on the operating 

temperature and pressure condition, as well as chemical compatibility with the container 

and wick materials [197]. 

 
 

Temperature Range of Operation and Working Fluids 
 

Cryogenic heat pipes operate between 0 and 200 K, low heat pipes operate between 200 

and 550 K, medium heat pipes operate between 550 and 770 K, and high (liquid metal) 

heat pipes operate between 750 and 3000 K. At room temperature, the working fluids are 

typically polar molecules and halocarbons such as ammonia, and water etc.; at cryogenic 

temperatures, the working fluids are typically elemental or simple organic gases, or liquid 

metals. Figure A1-1 illustrates the approximate useful range of several low temperature 

working fluids. Heat pipe with low-temperature can transfer more heat axially than 

cryogenic heat pipes, but not as much as high-temperature heat pipes. The four 

temperature range boundaries should be regarded as approximations, as some fluids 

cross over into the next temperature range. 

The surface tension and thermal conductivity of several low-temperature working fluids 

are depicted in Figure A1-2. Whatever the geometry of the heat pipe, the best 

performance is obtained by using fluids with a high liquid-vapor surface tension σ, a high 
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latent heat fgH , a high liquid density 
lρ , and a low liquid dynamic viscosity 

lµ . These 

thermophysical properties are quantified by [197, 198] in terms of the figure of merit, 

which is defined as 

ˆ l fg

l

Hρ σ
η

µ
=      Equation A1 

 

Working fluids exhibiting higher thermal potentials are preferable utilized in heat pipes. 

For heat pipes that operate at room temperature, the most frequently used materials for 

wick structures and containers are aluminum or stainless steel for ammonia heat pipes 

and copper for water heat pipes. 
 
 

 
Figure A1- 1: Temperature Range of Operation and Working Fluids [65] 
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As illustrated in Figure A1-1 and A1-2, water possesses superior thermophysical 

properties such as heat of vapourisation and surface tension, while also being relatively 

safe and easy to handle. 
 
 

 
Figure A1- 2: Low-Temperature fluids for (a) surface tension and (b) liquid thermal 

conductivity 
 
 

Anhydrous ammonia is an excellent working fluid below the freezing point of water and 

above 200 K. It is widely used in spacecraft and instrument control applications operating 

in the 200-350 K temperature range. However, precautions should be taken with 

ammonia exposures in the liquid and vapour states. 

 
 

Heat pipe geometry designs and wick structures 
 

As with other types of heat pipes, low-temperature heat pipes have a variety of geometric 

designs depending on their intended use. The conventional or cylindrical heat pipe (HP) 

is the most widely used, whereas other geometries such as flat plate heat pipes (FPHP) 

and disk-shaped heat pipes (DSHP) are more commonly used in electronic and 
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microelectronic cooling. Additionally, FPHP and DSHP can be approximated using 

models of conventional heat pipes with wall and wick thicknesses less than the heat pipe 

diameter. 

Apart from the working fluid and external geometry, the primary distinction between heat 

pipes is the wick structure. The wick's primary function is to provide a path for condensate 

to return and to support the pressure gradients required for heat pipe operation. Improved 

wick structures have been developed because of efforts to push the operational limits of 

heat pipes. There are a variety of wick structures that are frequently used, including 

screen, grooves, felt, and sintered powder. Chi [197] provides an excellent overview of 

heat pipe wick designs. Each of these wicks shares a characteristic. The dimensions of 

the liquid flow passages are identical to those of the pressure support. 

They are constructed using structures with a large flow passage and a small connecting 

slot, such as arteries and/or monogroove heat pipes (Figure A1-3). An ideal capillary wick 

structure maximizes the radius of the flow paths while minimizing the radius of the pore 

surface. 
 

 

Figure A1- 3: Monogroove heat pipe cross sectional area 
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Typically, the heat pipe's capacity to transport energy decreases as the angle of operation 

against gravity increases. Due to the limited capillary force capability of grooved and 

screen meshed wicks, they typically cannot withstand significant gravitational forces and 

will dry out due to tilt angle. However, these wicks have been shown to perform well in 

zero-gravity applications and environments. 
 
 
 
 
 
 

 

Figure A1- 4: (a) Rectangular Axial extruded grooves and (b) two layers of wrapped 
screens Cross-sectional Areas of a conventional Heat Pipe 

 
 

These heat pipes feature a conventional geometry and wick structures comprised of 

either axially grooved or wrapped screens. Additionally, a configuration utilizing a single 

graded groove structure will be considered. A single graded groove structure has the 

purpose of enhancing capillary pumping without increasing flow resistance. The cross- 

sectional areas of Figures A1-3 and A1-4 illustrate the geometric characteristics of heat 

pipes. 
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Low-Temperature Heat Pipes Steady State Performance: Heat transport limitations 
 

The steady state performance of a heat pipe is constrained by a variety of factors, 

including the working fluid's properties, the geometry of the design, and the pore size of 

the wick structure. The viscous, sonic, condenser, entrainment, capillary, and boiling 

limits all apply to heat pipe operations. As [199] demonstrated, the high vapour pressure 

and density of low-temperature heat pipes result in a small vapour velocity and pressure 

drop. As a result, the viscous, sonic, and entrainment limits are frequently exceeded, 

allowing the vapour to flow to the condenser section. As a result, the capillary and boiling 

limits are the primary constraints on heat transport in room-temperature heat pipes. Both 

constraints result in heat pipe failure. 

 
 

Capillary limit 
 

Capillary forces are not sufficient for transferring enough liquid from the condenser to the 

evaporator when there is insufficient capillary force in the wick, the evaporator section 

may experience dry-out, and the heat pipe will cease to function. The capillary limit can 

therefore be defined as the power level at which capillary action ceases to supply 

sufficient fluid to completely wet the evaporator. Under normal steady-state conditions, a 

heat pipe's wick structure must generate enough capillary-driven pressure to overcome 

the total pressure drop. At any time, the following condition must be satisfied regarding 

capillary pressure 𝛥𝛥𝑃𝑃𝑐𝑐a𝑝𝑝: 

 
 

,cap totP P∆ ≥ ∆    Equation A2 

 
 

where totP∆  is the total pressure drop due to friction along the liquid path lP∆ , the vapour 

path vP∆ pressure drops in the liquid due to body forces (gravity, electromagnetic), and 

pressure drops due to phase change at the liquid-vapor interface. Pressure drops due to 

liquid-vapor phase change are generally negligible for room-temperature heat pipes due 
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to the low evaporation or condensation rates. Thus, the pressure drop balance may be 

reduced to: 

 
 

.tot l v gP P P P∆ = ∆ + ∆ + ∆   Equation A3 

 
 

The pressure balance in Equation A.3 is satisfied when a normal liquid-vapor meniscus 

is operating as described in Equation A.3. However, wick structure's effective pore size 

is constrained by its radius of curvature. Equation A4 represent the maximum capillary 

pumping reached by the wick developed at the wet and dry points 

 

,max
2 ,cap

eff

P
r
σ

∆ =       Equation A4 

The effective  radius  pore  is  represented  by effr . And ,max .cap totP P∆ = ∆ represents the 

occurrence of the maximum heat transport. 

 
 

Boling limit 
 

Boiling point may also pose a problem for low-temperature heat pipes. When the applied 

heat flux is increased, nucleate boiling may occur within the wick structure. A build-up of 

vapour bubbles in an evaporator wick can be detrimental, leading to hot spots, impeding 

liquid circulation, and causing dry-out. A low-temperature heat pipe will often experience 

such phenomena at the upper end of its operating temperature range due to large radial 

heat fluxes. The boiling point is determined using nucleate boiling theory. In a steady 

state operation, it involves bubble formation, growth, and collapse. For a wick structure 

to avoid boiling, the maximum heat transfer rate is expressed as follows: [197] 

,
,max

2 2 ,
1 ( / )

eff eff v sat
b cap

v fg i v n

L k T
Q P

H n r r r
π σ

ρ
 

= − ∆ 
 

    Equation A5 
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where effk denotes the effective thermal conductivity of the liquid-wick combination, effL

denotes the effective heat pipe length, ,v satT denotes the saturated vapour temperature, vr  and ir  

were defined in Figures. A3 and A4, and nr  denotes the critical nucleation site radius, which 
[200] define as 0.1 to 25.0 𝜇𝜇𝑚𝑚 for conventional metallic heat pipe case materials. 

 
 

Heat pipes start up: Transient Operations 
 

Heat pipes are typically not used in steady state conditions in a wide variety of thermal 

control applications. Since heat pipes were first used as energy converters capable of 

handling variable heat loads, transient operations have been involved [100]. Numerous 

heat pipes operate in transient conditions to address heat dissipation issues and 

temperature fluctuations associated with electronic components [201]. Thus, transient 

operations encompass not only startup and shutdown, but also power changes and 

reversed heat pipe operations caused by external condenser heating. One of the most 

severe cases of transient – which can result in a potential operating failure – occurs during 

the initial startup of a heat pipe that is thermally insulated from its environment. According 

to the thermal environment and the corresponding state of the working fluid, three types 

of startups exist: normal, supercritical, and frozen startups. 

A normal startup is characterized by a rapid increase in heat loads from zero to a specified 

value while the working fluid remains static in the saturated liquid-vapor state. Increases 

in the temperature of the heat pipe or the input of heat load can result in a significant 

transfer of working fluid from the evaporator to the condenser. This is due to a volume 

change at the liquid-vapor interface. A successful startup is highly dependent on the time 

response and distribution of the liquid within the wick. A supercritical startup occurs when 

the working fluid is initially in the gaseous state, whereas a frozen startup occurs when 

the working fluid is initially in the frozen state [193, 201]. Thus, when operating a heat 

pipe under supercritical conditions, the working fluid must condense at temperatures 

below the critical point, while a heat pipe under frozen conditions must have melted 

working fluid to operate. 
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APPENDIX B 
This section contains images for water-liquid for the 3-case heat pipes with a fill ratio of 

15%. Also, in this section the water-liquid and water-vapour volume of fraction and 

temperature distribution for the vertical heat pipe are shown. 

 
 

B1. 15% water-liquid filled ratio 
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B2. Water-vapour and Water-liquid volume of fraction 
 
 

Water-vapour Volume Fraction Water-liquid Volume Fraction 
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B3. Temperature profile 
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Time: 2s 
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Time: 6s 
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B4. Boundary Conditions 
 
 

Table B 1: Boundary conditions for 3D vertical and horizontal Heat Pipe 
 

 
Name 

 
Type of condition 

Set Parameters 
Velocity 

(m/s) 
Temperature (°k) Temperature 

flow 
(W/m2) 

Evaporator Wall 0 293.15 - 
Condenser Wall 0 303.15 - 

 

Table B 2: Operational conditions. 
 

Pressure 
(Pa) 

Boiling temperature 
(°C) 

Gravitation 
(m/s2) 

10000 46 9.81 

 
Table B 3: Material conditions. 

 

Material Density 
(kg/m3) 

Thermal capacity 
(J/kg.K) 

Thermal conductivity 
(W/m.K) 

Dynamic viscosity 
(kg/m.s) 

Liquid 998.2 4182 0.6 1.003 × 103 

Vapour Ideal- 
gas 

dependence 
* 

0.0261 1.34 × 10−5 

*cp (T) = 1563.077 + 1.603755T – 0.002332784T2 + 3.216101.10−6T3 – 1.156527.10−9T4 

 
Table B 4: Material conditions. 

 
Molar mass 
(kg/kmol) 

Enthalpy 
(J/kmol) 

Reference temperature 
(°C) 

18.0152 0 25 
18.01534 4.39952 × 107 25 

 
 
 

Table B 5: General conditions. 
 

Space dimension Precision Flow Setting of the model 
 
 

3D 

 
 

double 

non-stationary evaporation – condensation: 
Tvar = 46 °C, βl = 0.1, βv = 0.1 

non-compressible, 
laminar 

Multiphase model: mixture 
Liquid phase = water-liquid, Gaseous phase = water-vapor 
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Table B 6: Setting of the solution. 
 
 

Type 
 

Time 
 

Coupling 
 

Discretization 
 

Discretization of pressure 
 

Transient formulation 

 
Pressure based 

 
Transient 

 
Coupled 

 
Second-order 

upwind 

 
PRESTO! 

 
Bounded Second- 

Order Implicit 

 

Table B 7: Multiphase Model 
 

Multiphase Model 

Model Formulation Interface Modelling (Type) 

Volume of Fluid; k-epsilon; RNG Implicit Sharp/Dispersed 

 
Table B 8: Setting of the solution. 

 
Under-relaxation factors 

Density 1 
Body Forces 1 

Pressure 0.75 
Momentum 0.75 

Energy 1 
Volume Fraction 0.5 

Vaporization Mass 1 
 
 
 

Table B 9: Setting of the solution. 
 

 Time Stepping 
method 

Time step size Number of Time steps Max iterations/ time step Reporting interval 

3D vertical heat pipe Fixed 0.0005 1200 150 20 
3D horizontal heat 

pipe 
Fixed 0.0005 1200 150 20 

3D heat pipe (45 
degrees) 

Fixed 0.0005 1200 150 20 

 
Table B 10: Geometry dimensions 

 
Total hp 

length (mm) 
Evaporator 

length (mm) 
Condenser length 

(mm) 
Wall diameter 

(mm) 
Wick diameter 

(mm) 
Vapour space diameter 

(mm) 
472 94.4 377.6 12 11.2 9.7 
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APPENDIX C 
C1. UDF code for Heat Pipe 
#include "udf.h" 

 
#define VAPOUR_PHASE_ID 2 
#define LIQUID_PHASE_ID 3 

 
#define POROUS_COLD_CELL_ZONE_ID 2 
#define POROUS_HOT_CELL_ZONE_ID 44 
#define CONDENSER_CELL_ZONE_ID 3 
#define EVAPORATOR_CELL_ZONE_ID 4 

 
#define EVAP_CONST 0.000001 

 
#define C_EVAP_MASS_SOURCE(C,T) C_UDMI(C,T,0) 
#define C_EVAP_HEAT_SOURCE(C,T) C_UDMI(C,T,1) 
#define C_CAPILLARY_MOM_SOURCE_X(C,T) C_UDMI(C,T,2) 
#define C_CAPILLARY_MOM_SOURCE_Y(C,T) C_UDMI(C,T,3) 
#define C_CAPILLARY_MOM_SOURCE_Z(C,T) C_UDMI(C,T,4) 

 
#define CAPILLARY_PRESSURE 0.1 /* 2.gamma.cos(theta)/R */ 

 
/* Coefficients from http://en.wikipedia.org/wiki/Antoine_equation */ 
/* and are for SI units and natural log */ 
#define ANTOINE_A 23.7836 
#define ANTOINE_B 3782.89 
#define ANTOINE_C -42.85 

 
double vapour_pressure(double temp) 
{ 

/* get the absolute vapour pressure from temperature using the 
Antoine equation */ 

double log_p; 

log_p = ANTOINE_A - ANTOINE_B/(temp + ANTOINE_C); 

return exp(log_p); 
} 

 
double boiling_temperature(double pres_abs) 
{ 

/* Get the boiling temperature for the absolute pressure using the 
Antoine equation */ 

 
return (ANTOINE_B /(ANTOINE_A - log(pres_abs))) - ANTOINE_C; 

} 
 

double latent_heat_vapourisation(double temp) 
{ 

double temp_sq; 
 

temp -= 273.15; /* Equation for Celsius */ 

http://en.wikipedia.org/wiki/Antoine_equation
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temp_sq = temp*temp; 
 

return -0.0614342*temp_sq*temp + 1.58927*temp_sq - 2364.18*temp 
+2500790.0; /* J/kg */ 
} 

 
real area_factor(real volume, real vof) 
{ 

real factor; 
 

factor = pow(volume,2.0/3.0); 
factor *= 1.0 - 4.0*(vof-0.5)*(vof-0.5); /* = 1.0 at VOF=0.5, 0.0 at 

VOF = 0.0 or 1.0 */ 
 

return factor; 
} 

 
void set_evaporation_sources(Thread *lct, Thread *lct) 
{ 

real p_vapour; 
real mass_source; 
cell_t c; 
real vol; 

 
begin_c_loop(c,lct) 
{ 
p_vapour = vapour_pressure(C_T(c,lct)); 
vol = C_VOLUME(c,lct); 
/* Mass source positive if evaporating */ 
mass_source = EVAP_CONST * (p_vapour - (C_P(c,lct) + op_pres)) * 

area_factor(vol, C_VOF(c,lct)) / vol; /* Sources are volumetric */ 

C_EVAP_MASS_SOURCE(c,lct) = mass_source; 

if (mass_source > 0.0) 
C_EVAP_HEAT_SOURCE(c,lct) = mass_source * C_H(c,lct); 

else 
C_EVAP_HEAT_SOURCE(c,lct) = mass_source * C_H(c,vct); 

} 
end_c_loop(c,lct) 

} 
 

void set_capillary_pressure_sources(Thread *lct, real *direction) 
{ 

cell_t c; 
real vol; 
real capillary_force; 

 
begin_c_loop(c,lct) 
{ 
vol = C_VOLUME(c,lct); 
capillary_force = CAPILLARY_PRESSURE * area_factor(vol, 

C_VOF(c,lct)) / vol; 
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ND_VS(C_CAPILLARY_MOM_SOURCE_X(c,lct),C_CAPILLARY_MOM_SOURCE_Y(c,lct),C_CA 
PILLARY_MOM_SOURCE_Z(c,lct),=,direction,*,capillary_force); 

} 
end_c_loop(c,lct) 

} 
 

DEFINE_ADJUST(set_heat_pipe_sources, mixture_domain) 
{ 

Domain *liquid_domain; 
Domain *vapour_domain; 
Thread *lct; 
Thread *vct; 
real capillary_direction[ND_ND]; 

 
liquid_domain = Get_Domain(LIQUID_PHASE_ID); 
vapour_domain = Get_Domain(VAPOUR_PHASE_ID); 

 
Message("\nOperating Pressure %f (Pa)\n",op_pres); 
Message("Boiling temperature at this pressure is %f 

(K)\n",boiling_temperature(op_pres)); 
 

Message("Setting sources in the evaporator... "); 
 

lct = Lookup_Thread(liquid_domain, EVAPORATOR_CELL_ZONE_ID); 
vct = Lookup_Thread(vapour_domain, EVAPORATOR_CELL_ZONE_ID); 

 
set_evaporation_sources(lct, vct); 

 
NV_D(capillary_direction,=,1.0,1.0,0.0); 
set_capillary_pressure_sources(lct,capillary_direction); 

 
Message("Done.\n"); 

 
Message("Setting sources in the condenser... "); 

 
lct = Lookup_Thread(liquid_domain, CONDENSER_CELL_ZONE_ID); 
vct = Lookup_Thread(vapour_domain, CONDENSER_CELL_ZONE_ID); 

 
set_evaporation_sources(lct, vct); 

 
NV_D(capillary_direction,=,1.0,0.0,0.0); 
set_capillary_pressure_sources(lct,capillary_direction); 

 
Message("Done.\n"); 

 
Message("Setting sources in the adiabatic porous zones... "); 

 
lct = Lookup_Thread(liquid_domain, POROUS_COLD_CELL_ZONE_ID); 
vct = Lookup_Thread(vapour_domain, POROUS_COLD_CELL_ZONE_ID); 

/* set_evaporation_sources(lct, vct); */ 

NV_D(capillary_direction,=,1,-10.0,0.0); 
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set_capillary_pressure_sources(lct,capillary_direction); 
 

lct = Lookup_Thread(liquid_domain, POROUS_HOT_CELL_ZONE_ID); 
vct = Lookup_Thread(vapour_domain, POROUS_HOT_CELL_ZONE_ID); 
/* set_evaporation_sources(lct, vct); */ 

 
NV_D(capillary_direction,=,1,10.0,0.0); 
set_capillary_pressure_sources(lct,capillary_direction); 

 
Message("Done.\n"); 

 
} 

 

DEFINE_SOURCE(vapour_mass_source, c, ct, ds, eqn) 
{ 

return C_EVAP_MASS_SOURCE(c,ct); /* Mass source positive if 
evaporating */ 
} 

 
DEFINE_SOURCE(liquid_mass_source, c, ct, ds, eqn) 
{ 

return -C_EVAP_MASS_SOURCE(c,ct); /* Mass source positive if 
evaporating */ 
} 

 
DEFINE_SOURCE(vapour_heat_source, c, ct, ds, eqn) 
{ 

return C_EVAP_HEAT_SOURCE(c,ct); /* Heat source positive if 
evaporating */ 
} 

 
DEFINE_SOURCE(liquid_heat_source, c, ct, ds, eqn) 
{ 

return -C_EVAP_HEAT_SOURCE(c,ct); /* Heat source positive if 
evaporating */ 
} 

 
DEFINE_SOURCE(caplillary_mom_x_source, c, ct, ds, eqn) 
{ 

return C_CAPILLARY_MOM_SOURCE_X(c,ct); 
} 

 

DEFINE_SOURCE(caplillary_mom_y_source, c, ct, ds, eqn) 
{ 

return C_CAPILLARY_MOM_SOURCE_Y(c,ct); 
} 

 

DEFINE_SOURCE(caplillary_mom_z_source, c, ct, ds, eqn) 
{ 

return C_CAPILLARY_MOM_SOURCE_Z(c,ct); 
} 
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C2. UDF to reset the operating pressure 

#include "udf.h" 

DEFINE_ON_DEMAND(reset_operating_pressure) 
{ 
#if !RP_HOST 

Domain *domain; 
Thread *t; 

 
real p_min; 

 
domain = Get_Domain(ROOT_DOMAIN_ID); 

 
/* Find minimum pressure in domain */ 

p_min = REAL_MAX; 

thread_loop_c (t,domain) 
{ 
if (NNULLP(THREAD_STORAGE(t,SV_P))) 
{ 

cell_t c; 
 

begin_c_loop_int(c,t) 
{ 

if(C_P(c,t) < p_min) p_min = C_P(c,t); 
} 

end_c_loop_int(c,t) 
} 

} 
 

p_min = PRF_GRLOW1(p_min); 

thread_loop_c (t,domain) 
if (NNULLP(THREAD_STORAGE(t,SV_P))) 
{ 
cell_t c; 

 
begin_c_loop(c,t) 
{ 
C_P(c,t) -= p_min; 

} 
end_c_loop(c,t) 

} 
 

thread_loop_f(t,domain) 
{ 
Thread *t0 = t->t0; 
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if (FLUID_THREAD_P(t0)) 
switch (THREAD_TYPE(t)) 
{ 
case THREAD_F_SLIDING_BOUNDARY: 
break; 

 
case THREAD_F_PERIODIC: 
if (NNULLP(THREAD_STORAGE(t,SV_P))) 

{ 
face_t f; 

 
begin_f_loop (f,t) 
{ 

F_P(f,t) -= p_min; 
F_P(F_SHADOW(f,t),t) = F_P(f,t); 

} 
end_f_loop (f,t) 

} 
break; 

 
case THREAD_F_PINLET: 
case THREAD_F_POUTLET: 
Message0("\nWARNING: Pressure boundary conditions must be 

reset to match change in operating pressure (%f).",p_min); 
break; 

 
default: 
/* If it looks like a duck... */ 
if (NNULLP(THREAD_STORAGE(t,SV_P))) 

{ 
face_t f; 

 
begin_f_loop (f,t) 
{ 

F_P(f,t) -= p_min; 
} 

end_f_loop (f,t) 
} 

break; 
} 

} 
 

Message0("\nOperating pressure changed from %f to ",op_pres); 
op_pres += p_min; 
Message0("%f.\n",op_pres); 

#endif /* !RP_HOST */ 

node_to_host_real_1(op_pres); 

#if !RP_NODE 
RP_Set_Real("operating-pressure",op_pres); 

#endif /* !RP_NODE */ 
} 
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