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ABSTRACT 

Ground Penetrating Radar (GPR) systems with multi-concurrent sampling receivers can 

rapidly acquire dense multi-offset GPR data, which is not feasible using typical common offset 

(CO) GPR systems with a single, fixed offset transmitter-receiver pair. Multi-offset GPR data 

from these new multi-concurrent receiver systems have the potential to be used to create detailed 

subsurface velocity models and enhanced reflection sections. These are important features that 

can improve qualitative and quantitative interpretation of GPR data. In order to realize these 

benefits and to deal with the large amount of multi-offset data generated by these new systems, 

we have developed an automated and customized data processing workflow. There are three key 

algorithms that we have developed as part of our workflow, which are crucial for processing 

large volume, multi-offset GPR data so as: firstly, to efficiently correct and manage time 

misalignments from multi-concurrent receivers; secondly, to carry out trace balancing of 

common mid-point (CMP) data for semblance analysis; and thirdly, to automate the velocity 

analysis step. We showcase our processing workflow using two field datasets acquired using a 

multi-concurrent sampling receiver GPR system consisting of one transmitter and seven 

receivers. The field data were collected at two different locations: a site using a system with a 

500 MHz center frequency and another site using a system with a 1000 MHz center frequency. 

We demonstrated, with both datasets, that our processing workflow could produce automated 

stacking velocity fields and enhanced zero-offset reflection cross-sections. These benefits 

increase the information that can be used for interpretation (compared to conventional CO data) 

and can form the basis of further processing steps such as migration. As the cost of these multi-

concurrent sampling receiver systems decreases over time, we anticipate their use, and the 

acquisition of dense multi-offset GPR data, to become much more commonplace. 
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INTRODUCTION 

Ground Penetrating Radar (GPR) is an active, high frequency (2 MHz – 2 GHz) 

electromagnetic (EM) geophysical technique that exploits the wave character of EM fields and is 

used to detect dielectric discontinuities in the shallow subsurface (typically < 50 m) (Neal, 2004). 

GPR is non-destructive and can generally provide very fast, high-resolution data as well as on-

site feedback (Annan, 2005). For these reasons, it is used either as a standalone technique or in 

combination with other methods for a wide range of near-surface applications, such as 

archaeological (Angelis et al., 2018), geological (Rashed et al., 2003), environmental (Endres et 

al., 2000), engineering (Diamanti et al., 2017), and security (Diamanti and Annan, 2019). 

GPR data can be collected from the surface using a variety of different survey methods, 

as illustrated in Figure 1. The most frequently used acquisition mode is the single-fold (SF) 

common offset (CO), which operates with a single transmitter (Tx) and receiver (Rx) pair 

moving along the survey line while maintaining a constant separation distance (offset). The main 

advantage of this mode of operation is that it allows rapid and dense data acquisition and 

therefore, high-resolution, large-scale investigations to be carried out with relative ease and at a 

relatively low cost. There are also multi-fold (MF) acquisition modes such as the common mid-

point (CMP) and the wide-angle reflection-refraction (WARR). For CMP, both the Tx and Rx 

are moved simultaneously away from a fixed location, whilst in WARR mode the Tx or Rx 

remains at a fixed position whilst the other is moved along the survey line at regular intervals. 
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Figure 1. GPR data acquisition modes. 

 

MF GPR modes have many advantages over the SF CO mode, as they allow each 

subsurface point to be mapped through multiple Tx-Rx pairs, and thus, through multiple 

wavefronts (Forte and Pipan, 2017). The advantages of MF GPR modes have been described and 

demonstrated over the years by many researchers (Annan and Davis, 1976; Fisher et al., 1992; 

Macheret et al., 1993; Greaves et al., 1996; Pipan et al., 1999; Murray et al., 2000, 2007; 

Nakashima et al., 2001; Bangbing et al., 2006; Bradford, 2006; Berard and Maillol, 2007; 

Bradford et al., 2009; Booth et al., 2010; De Domenico et al., 2013; Forte and Pipan, 2017), with 

the most important being: 
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 the ability to provide detailed subsurface EM wave velocity models and thus, additional 

models of other subsurface properties using mixing equations (Topp et al., 1980; Endres et 

al., 2009);  

 the ability to provide enhanced reflection sections with a higher signal-to-noise ratio (SNR) 

and hence, improved exploration depth, reflection continuity as well as dip imaging; 

 the potential to process GPR data in a similar way to seismic reflection data due to the 

similarities of the two respective wave fields (Ursin, 1983; Carcione and Cavallini, 1995) and 

therefore, the possibility to exploit many of the advanced processing schemes of the latter, 

which are already developed and well-established. 

Despite the many advantages of MF GPR data acquisition modes, they have seen limited 

adoption in recent decades. This is because they are not suitable for all environments, e.g., high 

moisture settings without distinct reflectors, and most importantly, these acquisition modes have 

typically required significantly more survey time and consequently, increased costs compared 

with CO. However, recent advances in GPR hardware, particularly in timing and control 

technology, have enabled the development of multi-channel GPR systems with multiple 

concurrent data acquisition receivers such as the “WARR Machine”, shown in Figure 2 and 

manufactured by Sensors & Software Inc. (Annan and Jackson, 2017; Diamanti et al., 2018). 

These systems are able to carry out simultaneous sampling from all receivers rather than the 

multiplexed sampling that is typical in multi-channel array GPR systems that collect multiple CO 

data (Trinks et al., 2018). Multi-concurrent sampling receiver GPR systems have the potential to 

provide all the aforementioned benefits with considerably less effort and therefore, reduced 

survey cost, as they allow for the fast acquisition of multi-offset WARR soundings (e.g., the 
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“WARR Machine” allows for the simultaneous, multi-concurrent, acquisition of up to seven CO 

profiles which can be sorted into WARRs or CMPs) at the same speed as CO mode of operation. 

Nevertheless, such systems can generate thousands of WARR/CMP gathers per hour, all 

of which can potentially be analyzed and contribute to the purpose of a survey. Although the 

acquisition and processing of such large volumes of multi-offset data is typical in reflection 

seismics, it has not been commonly done for GPR surveys. Therefore, it becomes understandable 

that the development of a systematic processing procedure as well as automation in processing, 

are required. Moreover, despite similarities between GPR and seismic reflection data, there are 

also significant differences, for example with time-zero alignment, amplitude versus offset 

(AVO) attenuation, and velocity. Such differences require the adaption or development of new 

processing algorithms (Diamanti et al., 2018; Kaufmann et al., 2020). 

 

 

Figure 2. Sensors & Software Inc., “WARR Machine”. 
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In this paper, following the preliminary work conducted by Angelis et al. (2019), we 

develop a comprehensive processing workflow for dense, multi-offset GPR data acquired from 

multi-concurrent sampling receiver systems. The paper begins with a description of the field data 

used to demonstrate our processing workflow, which were acquired using a multi-concurrent 

sampling receiver GPR system with one transmitter and seven receivers. We then present our 

comprehensive processing workflow and describe in detail three new approaches that we have 

developed to address challenges with dense multi-offset GPR data, namely timing alignment, 

CMP balancing in the presence of strong AVO attenuation, and automation of velocity analysis. 

Finally, we use the complete data processing workflow to produce detailed stacking velocity 

cross-sections, as well as enhanced zero-offset reflection time sections. 
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DATA ACQUISITION 

The field data were collected using the Sensors & Software Inc. “WARR Machine” 

(Diamanti et al., 2018), which is a multi-concurrent receiver GPR system with one transmitter 

and seven receivers. The transducers were of 500 MHz center frequency, configured in a line, 

and were separated by 0.25 m (Figure 2). The field site contained a target of interest which was a 

linear pipe that crossed an asphalt-covered parking lot (white arrow in Figure 3a). The data were 

collected at a normal walking speed with 16 vertical stacks per trace per receiver and with a 

constant spatial step of 0.0625 m (i.e., Tx-Rx1 / 4) to allow direct CMP sorting without the need 

for resampling in distance. The time window and sampling interval were 40 ns and 0.2 ns, 

respectively. Using the above-reported survey parameters, a ~28 m long transect with seven 

different offset profiles (equivalent to a total of 461 WARR soundings) was acquired in under 2 

minutes. The quality of the collected data can be seen in Figure 3b to Figure 3d which illustrate 

the CO profile of the first, fourth, and seventh receiver, respectively. For visualization purposes 

(i.e., to highlight the different subsurface features), both dc-shift removal and an inverse 

amplitude decay (IAD) gain have been applied to the data. The color scale has also been adjusted 

accordingly. Clear time misalignments (e.g., the direct air-wave responses of Rx7 and Rx4 are 

earlier in time than Rx1, despite the increase of the offset – white dotted lines), as well as very 

strong AVO attenuation (see the amplitude values in the color scales), can be seen in the data. 
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Figure 3. a) Map of the field test site. b) CO profile of the first receiver, Tx-Rx1: 0.25 m. c) CO profile of the fourth 

receiver, Tx-Rx4: 1.0 m. d) CO profile of the seventh receiver, Tx-Rx7: 1.75 m. In (a) the white arrow indicates the 

investigated transect, and in (b) – (d) white arrows highlight the linear pipe response. In (b) – (d) the white dotted 

line highlights the direct air-wave response. At the top of each sub-figure the transducer configuration can be seen, 

with the Tx depicted in red, and the Rxs in yellow. 
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DATA PROCESSING 

Processing of GPR data is essential, as it can amplify recorded signals, reduce noise, and 

therefore, highlight subsurface information. Processing is also unavoidable in the case of MF 

data since special steps are required, some of which have been adopted and/or adapted from 

well-established seismic data processing methods, to extract detailed subsurface EM wave 

velocity models, as well as to further boost the SNR. For this work, all processing steps were 

performed in MATLAB using a software toolset with a graphical user interface (GUI) (Angelis 

et al., 2020) and are illustrated in Figure 4. The workflow consists of three different sections: 

 a section that incorporates common GPR processing steps, i.e., used for CO data (Annan, 

2003); 

 a section which includes standard seismic processing routines (Yilmaz, 2001; Reynolds, 

2011), which have been adapted for GPR; 

 a section that incorporates steps to enable the transition of data from the CO to the CMP 

domain (i.e., CMP gather sort, and if necessary, resampling in distance to correct the spatial 

trace step to then perform CMP gather sort), as well as other steps necessary to address the 

aforementioned challenges (i.e., time-zero alignment, CMP trace balancing) and to improve 

semblance analysis and horizontal stacking (i.e., resampling in time to increase the number of 

samples, and mute). 
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Figure 4. Processing workflow for multi-concurrent sampling receiver GPR data. 
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Time-zero alignment 

Developments in recent decades, in both the hardware (e.g., fiber-optic cables, improved 

shielding materials) as well as in the interior layout of GPR systems (e.g., cable alignment and 

positioning, static and stable cables) have allowed for a significant reduction of undesired noise 

and of drifting time delays (Babcock et al., 2016; Annan and Jackson, 2017). Yet, despite these 

advances, GPR signals are still affected by various factors such as temperature, supply voltage, 

cable length, component aging (Sensors & Software Inc., 2001), which can all cause an 

imperfect synchronization between transmitting and receiving antennas (i.e., a misalignment of 

the GPR signal in time). With a typical single-channel GPR system consisting of a single Tx-Rx 

pair, this issue is manageable and addressed with a single time-zero correction (Yelf, 2004). 

However, as the number of interconnected transducers increases in a system (as in the case of the 

multi-concurrent receiver system namely the “WARR Machine”), so does the number of 

corrections required. This is because each receiver requires a unique time correction that is not 

related to its offset (Figure 5), and is due to the aforementioned factors. In addition, these 

correction(s) become very challenging to consistently apply for far offset receivers/traces due to 

their almost indistinguishable direct air-wave responses (a result of pulse dispersion), SNR 

reduction, and strong AVO attenuation. 

The time-zero alignment is the process where each CO profile or each trace in a WARR 

gather of the corresponding receiver is adjusted so that its first break coincides with the 

theoretical travel time of the direct air-wave response ta (i.e., due to the respective Tx-Rx offset 

– green line in Figure 5) which is given by 
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 ta =  
x
c
 (1) 

 

where, x is the Tx-Rx offset, and c is the velocity of light in free space. 

The time-zero alignment is extremely important for NMO based velocity analysis and 

horizontal stacking, as not doing so will lead to misaligned reflected events in the WARR and 

CMP domains, and consequently, to false stacking velocity estimations and poor stacking results. 

Currently, three different methods have been proposed to perform the time-zero alignment 

process: Diamanti et al. (2018) used air-controlled data from which they estimated the first 

breaks using an amplitude threshold value on the traces of the respective receivers; Angelis et al. 

(2019) estimated the first breaks directly from survey data using an amplitude threshold value on 

enhanced stacked traces of the corresponding receivers; Kaufmann et al. (2020) estimated time 

misalignments relative to the first receiver by comparing the same dataset obtained for all seven 

receivers in all positions of the “WARR Machine” sled (i.e., seven WARR gathers, one for each 

Rx) at one specific location. After repeating this process several times and at different locations, 

they found that the time misalignments remained consistent. The methods proposed by Diamanti 

et al. (2018) and Angelis et al. (2019) are disadvantageous as the position of the first breaks from 

every receiver are difficult to reliably pick (especially in the case of the ground-coupled survey 

data). The method used by Kaufmann et al. (2020) is time-consuming (~40 minutes) and will 

likely have to be repeated relatively frequently as the time misalignments will change over the 

lifespan of the system for the reasons stated above e.g., cable stability, component replacement 

and/or aging, etc. 
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We propose a different method for dealing with the time misalignments in multi-

concurrent GPR receivers, which is illustrated in Figure 5. Our method is similar to Diamanti et 

al. (2018) as we also use air-controlled data (Figure 5a) because the direct air-waves by 

themselves are free from any interference from the direct ground wave. In addition, air-

controlled data have the advantage that they can be collected quickly and easily (i.e., turn the 

system upside-down and collect traces in the air). However, rather than realigning the signals 

based on estimated positions of first breaks, we use the first peaks or troughs (blue line in Figure 

5a), as they can be easily detected (either manually or automatically) and are very stable for the 

reason stated above. After the correction of relative time misalignments is completed, a 

common-to-all traces, positive static time shift based on the first break of the first receiver (red 

dot in Figure 5a) is applied. Although at first glance this process may seem relatively complex, 

one can easily realize that the total time shift/correction tshift(Rxn) required for each CO profile, 

or each trace in a WARR gather of the corresponding receiver can be calculated by 

 

 tshift(Rxn)  =  ta(Rxn) −  tfpeak(Rxn)  +  tfpeak(Rx1) −  tfbreak(Rx1) (2) 

 

where, ta(Rxn) is the theoretical travel time of the direct air-wave for receiver n that can be 

calculated by equation 1, tfpeak(Rxn) is the two way travel time of the first peak of receiver n, 

tfpeak(Rx1)  is the two way travel time of the first peak of the first receiver, and tfbreak(Rx1) is the 

two way travel time of the first break of the first receiver. The same time shifts/corrections which 

are determined from the air-controlled data can then be applied to the field data as shown in 

Figure 5b. 
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Figure 5. a) Air-controlled data WARR gather before and after time-zero alignment. The necessary time 

shift/correction for each trace has been calculated using equation 2. b) Field data WARR gather before and after 

time-zero alignment. The necessary time shift/correction for each trace has been calculated from the air-controlled 

data of (a). To aid visualization, the first 10 ns are also shown after trace balancing. In (a) the blue line highlights the 

first peaks, and the red dot the first break of the first receiver. In (a) and (b) green line highlights the theoretical 

direct air-wave response which is given by equation 1. At the top of each sub-figure the transducer configuration can 

be seen, with the Tx depicted in red, and the Rxs in yellow. 
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CMP trace balancing 

The most common method in GPR for determining stacking velocities, i.e., velocities that 

allow for optimal horizontal stacking (Mayne, 1962) and which can also under certain conditions 

(Yilmaz, 2001) be translated into true material velocities (Dix, 1955), is the CMP NMO based 

velocity analysis using spectra panels (Greaves et al., 1996; Pipan et al., 1999; Nakashima et al., 

2001; Berard and Maillol, 2007; Murray et al., 2007; Booth et al., 2010; van der Kruk et al., 

2010; De Domenico et al., 2013; Dal Bo et al., 2019; Church et al., 2020; Kaufmann et al., 

2020). The velocity spectrum is shown as a plane/panel of velocity versus two-way travel time in 

which the resultant stacked traces of an NMO corrected CMP gather for a range of constant 

velocities are plotted side by side (Taner and Koehler, 1969). The desired stacking velocities are 

obtained by picking the peaks/maxima of the spectra panel that correspond to hyperbolic events 

of the CMP gather. 

Velocity spectra can be calculated using a variety of coherency measures (Yilmaz, 2001). 

The most widely used in both GPR and seismic reflection methods, due to its simplicity, 

computation efficiency, as well as robustness against noise (Zhou, 2014), is the normalized 

output-to-input energy ratio (NE), commonly referred to in the literature as semblance (Neidell 

and Taner, 1971). Conventional semblance, however, despite its advantages has a major 

drawback – it does not handle strong AVO variations properly as it assumes constant amplitude 

models (Sarkar et al., 2001), and consequently, can perform poorly for CMP gather events that 

are characterized by such variations. Although there is a coherency measure known as AB 

semblance (Sarkar et al., 2002) which was developed specifically to handle AVO, it is more 
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computationally expensive, twice as sensitive to noise, and has half the resolution of its 

conventional counterpart (Fomel, 2009). 

As previously shown in Figure 3, MF GPR data can suffer from strong AVO attenuation. 

Therefore, apart from the standard time-variant amplitude scaling (i.e., the application of a time 

gain function), some additional scaling is required for the GPR CMP gather traces to compensate 

for the large, and in some cases extreme, AVO differences. Such balance is essential for an 

effective velocity/semblance analysis, as it can potentially improve the resolution of the 

semblance panel/plot, i.e., the sharpness as well as strength of the peaks corresponding to 

hyperbolic events, and thus, the velocity information obtained. Furthermore, the additional 

scaling could also be beneficial to horizontal stacking, since, with such strong attenuation as that 

illustrated in the example above, the contribution of the far offset traces to the stack can be 

minimal to nonexistent. 

For this purpose, a trace balancing scheme often referred to as trace equalization, could 

be used. Trace balancing, as described by Yilmaz (2001) is a time-invariant amplitude scaling of 

the traces to a common root mean square (RMS) level. More specifically, for each trace in a 

group/gather of traces, a single time-invariant balance/scaling factor is determined and applied. 

In the most simplistic form, the balance factor is defined as the ratio of the desired RMS, which 

can be that of the near offset trace, to the RMS amplitude of the trace to be balanced. However, 

since only a single factor is being used for each trace (i.e., the process is analogous to a single-

window AGC), this essentially means that potentially not all events in the CMP gather will be 

balanced properly, and especially when there are noise bursts in the traces. Consequently, not all 

corresponding semblance responses will be sharp and strong, which in turn can lead to poor 
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velocity estimates. Therefore, we propose a modified trace balancing with a sliding window, as 

this enables the determination of not one, but multiple balance factors for each trace. In addition, 

we add one more step in the process that allows for the use of smaller windows, and hence, for 

improved balancing. 

Figure 6 illustrates, from left to right, the steps of our proposed balancing approach using 

a field data CMP gather (CMP 45). As can be seen, at first the traces are shifted upwards in time 

(green arrows left-hand side) using equation 1 so that the first breaks, i.e., the direct air-wave 

responses (green line), are at the same position in time and appear horizontal. This step aims to 

reduce the time window in which a hyperbolic event appears in the gather, and hence, to allow 

the use of a smaller length sliding window for the balancing process that follows. Next, using a 

sliding tapered window, the length of which is user-defined (10 ns window in the example 

below), the desired RMS amplitudes are calculated from the first trace, which currently works as 

a reference trace (red rectangle, and red arrow). Similarly, the RMS amplitudes of the second 

trace are also calculated (blue rectangle, and blue arrow). The ratio of the aforementioned 

amplitudes gives the balance factors for the second trace (black rectangle). Then, the balance 

factors are applied to the second trace (black arrow), and the factors for the third trace are 

determined, this time using the second and already balanced trace as a reference. The process 

continues in the same way for the remaining traces in the gather. The use of tapering in the 

window allows for smoother balancing factors, whereas the moving reference trace scheme is 

being used to reduce horizontal overbalancing. Lastly, the traces are shifted forward in time 

(green arrows right-hand side), using equation 1, to their original position. 
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Figure 6. From left to right the stages of the proposed CMP trace balancing approach (field data CMP gather 45). 

The green line highlights the direct air-wave responses, whereas the green arrows indicate the time shift, to either 

negative or positive times, which is given by equation 1. The red and blue rectangles highlight the sliding window 

(10 ns windows) for the first and second trace, respectively, while the black rectangle and arrow indicate the 

computed balance factors and their application to the second trace. 
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To demonstrate the importance of CMP trace balancing in semblance analysis, as well as 

the advantages of our proposed sliding window balancing method over the single-window one, 

we applied our approach to the field data CMP gathers. We then compared the resultant 

semblance panels with the corresponding semblance and AB semblance panels computed from 

the unbalanced CMP gathers as well as from balanced gathers obtained using the typical single-

window trace balancing method. In addition, we also compared the semblance curves computed 

for each case from the time window centered on the pipe response/event. Figure 7a shows two of 

the unbalanced CMP gathers (CMP 100 and CMP 203) along with their computed semblance 

plots and semblance curves. As can be seen, the gathers suffer from very strong AVO attenuation 

and as a result, with the exception of the peak corresponding to the pipe response in the CMP 

gather 100 (semblance curve in Figure 7a), they produce weak semblance responses. 

Furthermore, due to the significant AVO differences, the contribution of the far offset traces to 

the semblance summation is minimal, which potentially means that the stacking velocities 

extracted from the semblance peaks may not be optimal. The same unbalanced CMP gathers are 

depicted along with their computed AB semblance plots and curves in Figure 7b. As expected, 

since the AB measure is designed to handle AVO variations, the AB semblance plots exhibit 

very strong peaks for most hyperbolic events of the gathers. However, when compared to the 

conventional semblance plots of Figure 7a, it can be clearly seen that there is a significant 

reduction in the sharpness of the peaks (i.e., a loss of velocity resolution) which could lead to 

inaccurate velocity estimates. This is also particularly evident in the corresponding curves. 

Notice how much stronger but at the same time how much broader the peaks in the AB 

semblance curves in Figure 7b are compared to the conventional in Figure 7a. 
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Finally, Figure 7c and Figure 7d show the balanced CMP gathers obtained using the 

single-window and proposed sliding window trace balancing method, respectively, with their 

corresponding semblance plots and curves. The first observation is that the resultant balanced 

gathers from both methods produce stronger semblance responses than those of the unbalanced 

gathers of Figure 7a and much sharper responses than in the AB semblance panels shown in 

Figure 7b. However, there is an exception in Figure 7c where the single-window trace balancing 

method actually further unbalanced the CMP gather 100. This is also reflected in the peak 

corresponding to the pipe event which is weaker compared to that of Figure 7a. The second and 

most important observation is that the CMP gathers produced by our proposed method (Figure 

7d) are significantly better balanced than those of the single-window method (Figure 7c). This 

alone can potentially improve the stacking results which is also reflected in the corresponding 

semblance panels and semblance curves that exhibit stronger and slightly sharper peaks. These 

results illustrate both the importance of CMP trace balancing in semblance analysis, as well as 

the performance of our proposed method. However, it should be also noted that with the 

application of any such trace balancing method the relative amplitude information is lost. 

Therefore, such balancing should only be performed for velocity analysis if the objective of the 

research/survey is the interpretation of the AVO changes. 
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Figure 7. a) Unbalanced CMP gathers and their respective semblance plots. b) Unbalanced CMP gathers and their 

respective AB semblance plots. c) Balanced CMP gathers using the typical single-window RMS balancing method 

and their respective semblance plots. d) Balanced CMP gathers using the proposed sliding window RMS balancing 

method (10 ns window) and their respective semblance plots. In all sub-figures, the semblance or AB semblance 

curves are from the time window centered on the pipe response/event. 
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Automatic velocity picking 

As previously stated, multi-concurrent sampling receiver GPR systems can generate 

thousands of WARR/CMP gathers in a timely manner, all of which can potentially be analyzed 

and contribute to the production of detailed velocity fields, and thus to enhanced subsurface 

information. Manual velocity picking with such data volumes is extremely time-consuming, 

therefore, some form of automation is required. While there are several automatic velocity 

picking algorithms, most of them are computationally intensive and have been primarily 

developed for handling seismic data semblance panels. These panels generally lack irregularities, 

as they are usually calculated by CMP gathers with very high stacking fold (sometimes even 

hundreds of traces), which is known to directly affect the velocity spectra/semblance resolution 

(Yilmaz, 2001). Consequently, these algorithms are not optimal for handling multi-concurrent 

sampling receiver GPR semblance data, as unlike seismic, they can be quite irregular and can 

often contain spurious peaks. This is mainly due to the much smaller stacking fold which in this 

case solely depends on the total number of Rxs in the GPR system (equal to seven for the 

“WARR Machine”), as well as due to the character of the GPR data in general which tend to 

have steep high angle dips and many localized diffraction events. Therefore, to effectively 

analyze the large volume of CMP data, we developed an algorithm based on work first presented 

by Fomel (2003), that overcomes these issues. Our algorithm is fully automated and performs in 

an iterative fashion, a reweighted regularization of velocity picks. In the following, we discuss 

our algorithm operation in detail using a field data CMP gather (CMP 50) (Figure 8a). 
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First, we scan the semblance panel at each two-way travel time and pick the velocity 

where the semblance is maximum (red line in Figure 8b). We then regularize the velocity picks 

using a small regularization parameter and a weight w which is given by 

 

 w =  ws ∗ wv (3) 

 

where, ws is a weight that is associated with the semblance values of the picks, and wv a weight 

that is associated with the velocity difference of the picks from the linear trend. The first weight 

ws is given by 

 

 �
ws =  s

ws < ths  =  0 (4) 

 

where, s is simply the corresponding semblance values of the chosen picks and ths a user-

defined threshold value (0.5 in the example below). This weight ensures that a high semblance 

velocity pick will not be regularized as much. In addition, it is also used to calculate the 

weighted linear fitted curve of the picks (blue line in Figure 8b). The second weight wv is 

defined as 
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�wv =  1 −  �

|vd|
thv

�

wv <  0 =  0
 (5) 

 

where, vd is the absolute velocity difference of the picks (red line in Figure 8b) and the fitted 

curve (blue line in Figure 8b), and thv is a user-defined value (0.05 in the example below) which 

is used to normalize the velocity difference. This weight ensures that even high semblance picks 

that are far from the trend and could potentially be spurious, will be regularized as much as 

possible (white arrows in Figure 8d). Finally, the resultant regularized velocity picks of the first 

iteration (white line in Figure 8b) are used as preset picks for the second iteration (red line in 

Figure 8c). The process continues in the same way for a number of user-defined iterations or 

until the RMS percentage difference of the current and regularized velocity function is very 

small (Figure 8d). 
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Figure 8. a) Field data CMP gather (CMP 50). b) Semblance plot of (a) the automatic velocity picks during the first 

iteration. The red line highlights the initial automatic velocity picks based on the semblance maxima at each two-

way travel time, the blue line indicates the weighted fit curve of the initial picks, and the white line shows the 

regularized velocity picks. c) Semblance plot of (a) the automatic velocity picks at the second iteration. The red line 

highlights the regularized velocity picks of the previous iteration (i.e., white line in (b)), the blue line indicates the 

new weighted fit curve of those picks, and the white line shows the new regularized velocity picks. d) Semblance 

plot of (a) the automatic velocity picks at the final iteration. The white line highlights the regularized velocity picks, 

and the white arrows show spurious peaks that were not picked by the algorithm. To aid visualization in (b) and (c) 

the transparency of the semblance plot has been adjusted. 
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VELOCITY FIELD AND STACKED SECTION 

In addition to addressing the main challenges of processing multi-concurrent receiver 

GPR data, the primary objective of this work is to establish and use a processing workflow 

(Figure 4) in order to automatically extract detailed stacking velocity fields that can subsequently 

be used to produce enhanced stacked reflection sections. To achieve this objective, we tested our 

automatic velocity picking algorithm on field data. Although according to the literature velocity 

analysis is usually performed on a selected number of CMP gathers, typically with high SNR, we 

chose to perform the analysis in all the field data gathers. We made this decision as we wanted to 

test our algorithm, and because the field data had a clear and slightly dipping event (response 

from a pipe) across the whole survey line, as can be observed in the CO profile of the first 

receiver (Figure 9a). 

Figure 9b shows the resultant stacking velocity cross-section obtained through the 

automated analysis. Since the analysis was performed on all gathers, no interpolation was 

necessary. To remove velocity outliers, and consequently create a more accurate and suitable 

velocity field for the stacking process, we took advantage of the high volume of data and applied 

to the field alpha-trimmed mean filtering every seventh 1D velocity function (i.e., every ~0.45 

m) and 2D Gaussian smoothing using a kernel with a standard deviation of 2 (i.e., ~0.5 % the 

size of the field). Although we could further filter/smooth the velocity field, we chose not to as 

we only wanted to eliminate the extreme outliers, while preserving at the same time as much as 

possible the general local velocity variations, as these could potentially be related to real local 

changes in material properties. The filtered velocity field is shown in Figure 9c.  
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Subsequently, we used this velocity section to stack the CMP gathers and create an NMO 

corrected, zero-offset, stacked section, which is illustrated in Figure 9d. By comparing the CO 

profile (Figure 9a) with the stacked section (Figure 9d), the first thing that is immediately 

observed is that there is a change in the frequency content, and in particular, a general shift to 

lower frequencies, as well as a slight decrease in the vertical resolution. These effects are 

expected and are a consequence of the horizontal stacking of NMO corrected and therefore, 

stretched CMP gathers, when the wavelets are not perfectly constant and horizontal (Forte and 

Pipan, 2017). The second thing that is observed is that there is a significant reduction of the high-

frequency noise, as well as a slight decrease of the ringing noise that is caused by the 

reverberation of the GPR wave in the pipe (e.g., the area indicated with a red arrow). Finally, it is 

observed that there is an improved reflector continuity in many areas (e.g., the reflector marked 

with a blue arrow) and that reflectors that previously were not clearly visible, have now been 

significantly enhanced (e.g., the reflector highlighted with a white arrow). These results not only 

validate the obtained velocity field but also our automated velocity picking algorithm. 
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Figure 9. A 500 MHz center frequency “WARR Machine” dataset. a) Processed CO profile of the first receiver. b) 

Stacking velocity field derived through automated velocity analysis. c) Filtered and smoothed stacking velocity field 

of (b). d) NMO corrected, zero-offset, stacked section, obtained using the velocity field of (c). In (a) and (d) the red 

arrow indicates an area with reduced ringing noise, the blue arrow marks a reflector with improved continuity, and 

the white arrow highlights an enhanced reflector. In each sub-figure, the low fold areas and the muted area of the 

direct air and direct ground wave are also highlighted. 
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DISCUSSION 

Our main aim was to investigate NMO based velocity analysis and horizontal stacking 

for multi-concurrent sampling receiver GPR data (i.e., essentially large volume, low fold GPR 

data with strong AVO attenuation and time misalignments), in order to obtain automated 

stacking velocity cross-sections as well as enhanced zero-offset reflection sections. We have 

shown that this is possible by using a workflow consisting of processing steps developed solely 

to address the key challenges associated with this type of data, along with other standard GPR 

and seismic reflection data processing steps. 

To further evaluate this workflow, we have applied it to a variety of datasets collected 

from different environments and by different GPR systems with multiple concurrent data 

acquisition receivers. One such additional dataset is shown in Figure 10 along with the 

corresponding results (i.e., unfiltered and filtered stacking velocity field and NMO corrected 

zero-offset stacked section). It should be noted that for this dataset, in contrast to the previous 

one, a combined linear moveout (LMO) NMO semblance analysis approach was used (Dal Bo et 

al., 2019; Kaufmann et al., 2020), as there was a very clear and coherent response of the direct 

ground wave. Field data were collected using the Sensors & Software Inc. “WARR Machine” 

with 1000 MHz center frequency transducers this time, separated by 0.165 m. The site was a 

shipping container storage yard that was recently paved with thick asphalt and identified as an 

ideal location for collecting data with the 1000 MHz center frequency system. The site had just 

been re-paved and several lifts of asphalt were used to create a very thick asphalt to 

accommodate heavily loaded trucks.  The result is a site with multiple shallow layers that are 

relatively flat-lying. By comparing the CO profile (Figure 10a) with the stacked section (Figure 
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10d) all the benefits seen in the previous example/dataset can also be seen here despite the 

differences in environment, system, center frequency, etc. 

The results from both datasets confirm the efficiency of our processing algorithms and 

workflow and demonstrate the true potential of the newly developed GPR systems with multi-

concurrent sampling receivers. However, there are numerous topics that can be explored further. 

For example, in this work, we have mainly focused on the production of automated stacking 

velocity cross-sections as well as enhanced zero-offset reflection time sections. The application 

of prestack time/depth migration techniques along with depth imaging is the next logical step in 

this workflow. Moreover, in this work, we took advantage of the high volume of data that can be 

generated by these systems to filter out velocity outliers and improve the resultant velocity fields. 

Other techniques that can exploit this high volume of data such as super CMP gathers and spatial 

semblance filtering could also be used to suppress spurious peaks in the semblance panels and 

improve velocity picking. Finally, different transducer configurations such as with two 

transmitters and/or with fewer receivers to reduce the cost of such a system could also be 

investigated. 
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Figure 10. A 1000 MHz center frequency “WARR Machine” dataset. a) Processed CO profile of the first receiver. b) 

Stacking velocity field derived through automated velocity analysis using a combined LMO NMO semblance 

analysis. c) Filtered and smoothed stacking velocity field of (b). d) NMO corrected zero-offset stacked section, 

obtained using the velocity field of (c). In (a) and (d) the red arrow indicates a layer with reduced ringing noise, the 

blue arrow marks a reflector with improved continuity, and the white arrow highlights an enhanced reflector. In each 

sub-figure, the low fold areas and the muted area of the direct air-wave are also highlighted. 
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CONCLUSION 

Novel GPR systems with multiple concurrent data acquisition receivers enable rapid 

acquisition of multi-offset data and offer many benefits including the ability to obtain velocity 

models and enhanced reflection sections in a timely manner that was not possible before. 

However, both the character and the large volume of the data generated by these systems 

necessitates both the development and automation of new processing workflows. We have 

developed processing algorithms for multi-concurrent sampling receiver GPR data to address 

three key issues: efficient correction of time misalignments from multiple receiver data, CMP 

trace balancing for semblance analysis, and generation of automated velocity analysis. Field data 

from two different environments and two different multi-concurrent sampling receiver GPR 

systems have been used to demonstrate our processing workflow and produce detailed stacking 

velocity fields and enhanced zero-offset reflection time sections. The increase in information 

possible with these systems compared to the conventional CO approach was demonstrated. With 

the development of new processing workflows for multi-offset GPR data, there are further 

opportunities to exploit the large volumes of data acquired and to add additional processing 

steps, such as migration, to the framework. 
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