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A Sampling Approach to Generating Closely
Interacting 3D Pose-pairs from 2D Annotations

Kangxue Yin, Hui Huang*, Member, IEEE, Edmond S. L. Ho,
Hao Wang, Taku Komura, Daniel Cohen-Or, Hao Zhang, Senior Member, IEEE

Abstract—We introduce a data-driven method to generate a large number of plausible, closely interacting 3D human pose-pairs, for a
given motion category, e.g., wrestling or salsa dance. With much difficulty in acquiring close interactions using 3D sensors, our
approach utilizes abundant existing video data which cover many human activities. Instead of treating the data generation problem as
one of reconstruction, either through 3D acquisition or direct 2D-to-3D data lifting from video annotations, we present a solution based
on Markov Chain Monte Carlo (MCMC) sampling. Given a motion category and a set of video frames depicting the motion with the 2D
pose-pair in each frame annotated, we start the sampling with one or few seed 3D pose-pairs which are manually created based on the
target motion category. The initial set is then augmented by MCMC sampling around the seeds, via the Metropolis-Hastings algorithm
and guided by a probability density function (PDF) that is defined by two terms to bias the sampling towards 3D pose-pairs that are
physically valid and plausible for the motion category. With a focus on efficient sampling over the space of close interactions, rather
than pose spaces, we develop a novel representation called interaction coordinates (IC) to encode both poses and their interactions in
an integrated manner. Plausibility of a 3D pose-pair is then defined based on the IC and with respect to the annotated 2D pose-pairs
from video. We show that our sampling-based approach is able to efficiently synthesize a large volume of plausible, closely interacting
3D pose-pairs which provide a good coverage of the input 2D pose-pairs.

Index Terms—Closely interacting 3D human poses, data generation and augmentation, MCMC sampling.

F

1 INTRODUCTION

S Tudies of human pose geometries and motions are ubiquitous
in geometry processing and analysis. The inherent biome-

chanical and neurophysiological complexities underlying human
movements and behaviors are not always easy to comprehend
through purely geometric analysis; this has motivated the develop-
ment of many data-driven solutions to model and analyze human
poses. Human pose or motion data in high volumes and large vari-
eties have offered much benefit to numerous applications including
motion synthesis [1], pose estimation [2], biped control [3], and
geometry-based analyses of object functionalities [4], [5], [6].

There has been great progress on acquisition of 3D pose ge-
ometries for single or isolated characters, e.g., the CMU motion
capture (MoCap) database, and some of the most successful
reconstruction methods have been data-driven [2], [7]. However,
the amount of data and related work which can capture close
interactions between 3D human poses has been conspicuously
small. With a greater degree of occlusion arising from close
interactions, the ability of optical markers or view-based sensors
(e.g., MS Kinect or video) to acquire quality data is severely
impaired. Typically, state-of-the-art methods can only handle light
interactions under slow motion. Inertial or magnetic MoCap may
be viable options to remedy the occlusion problem. However, non-
optical systems usually suffer from problems such as drifting,
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Figure 1. Closely interacting 3D wrestling poses automatically generated
by MCMC sampling from a single seed pose (center).

distortion and low precision. Moreover, as the sensors are usu-
ally placed on bulky body suits, the movement freedom of the
performers is indeed highly compromised.

In this paper, we introduce a method to generate a large volume
of plausible, closely interacting 3D human pose-pairs, for a given
motion category, e.g., classical wrestling; see Figure 1. With the
great difficulties in acquiring close interactions in the 3D setting,
one possible solution is to utilize abundant existing video which
cover many human activities. However, even with sufficient image
annotation over the video, lifting flat poses into 3D figures is
already quite involved for single or isolated characters [8], [9],
[10]. Most of these works rely on pose priors learned from a 3D
MoCap dataset. Applying similar lifting schemes for interacting
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pose-pairs is more difficult, since occlusions and other issues with
lifting and tracking are greatly amplified by close interactions. In
addition, the 3D MoCap dataset from which these methods learn
their pose priors may not even have certain poses that can only
exist for interacting people, e.g., wrestling poses. To solve such
an ill-posed problem, a large volume of 3D pose interaction data
as a prior would have been valuable, but such data, which we are
going after in this work, do not yet exist.

Instead of treating the data generation problem as one of re-
construction, either through 3D acquisition or direct 2D-to-3D
data lifting, we make the key observation that we can solve the
problem through a sampling process. If the generated sample 3D
pose-pairs can reproduce input 2D frames, when projected along
appropriate views, then we essentially achieve an indirect lifting
by sampling; see Figure 2. Our primary sampling criterion is to
ensure that the samples are plausible, as dictated by the input data
for the motion category. However, owing to the stochasticity of
the sampling process, we may obtain samples whose projections
deviate sufficiently from all the input frames, offering the potential
to generate novel interacting poses. Importantly, all of these can
be accomplished without resorting to 3D MoCap databases.

Given a motion category and a set of video frames depicting the
motion with the 2D skeletal pose-pair in each frame annotated,
we start the sampling with one or more manually designed seed
3D skeletal pose-pairs, each of which is encoded by a vector of
skeletal joint positions. The seed set is augmented via a Markov
Chain Monte Carlo (MCMC) sampling over the space of 3D
skeletal pose-pairs, around the seeds and guided by a probability
density function (PDF) with two terms:

• A physical prior biases the sampling towards producing
physically plausible individual poses in the 3D pose-pair.

• A data-driven plausibility or likelihood measure for a 3D
pose-pair with respect to the 2D pose-pair data from video.
Specifically, we encode the interaction between a pose-
pair in 2D using a series of vectors among skeletal joints
of the two poses, which we call interaction coordinates
or IC. Then the plausibility measure for a 3D pose-pair is
estimated, via the IC, by how close its various projections
are to the 2D pose-pair for the motion category considered.

Based on the PDF, the sampling follows the well-established
Metropolis-Hastings scheme. However, to improve sampling qual-
ity and further leverage the annotated video data, we introduce a
velocity bias to steer Metropolis-Hastings. The velocity bias is
applied to 3D pose-pairs, but it is based on velocity information
extracted from the motion of 2D pose-pairs in the video.

We show that with only a single seed 3D pose-pair, our data
augmentation scheme is able to synthesize a large volume of
plausible, closely interacting poses through MCMC sampling for
various motion categories. Importantly, we show that the sampling
produces 3D pose-pairs with a good coverage of the input 2D data
(via projection) efficiently. The coverage applies to both annotated
2D pose-pairs and un-annotated in-betweens.

Furthermore, with lifting by sampling, there is no need to directly
lift any flat pose-pair to 3D, we only need to assess the physical
validity and interaction plausibility of the (projected) 3D pose-
pairs resulting from MCMC sampling. While direct 2D-to-3D

Figure 2. Direct 2D-to-3D lifting (second and third rows) vs. our approach
(bottom) for the wrestling motion. Top row shows the annotated pose-
pairs in video, as input to direct 2D-to-3D lifting in second row [10] and
third row [11]. Results in the bottom row are retrieved samples generated
by our method, whose projections are close to the respective 2D pose-
pairs in the top row. Quality and plausibility of the close interactions can
be contrasted by focusing on the circled regions.

pose lifting methods require a large 3D MoCap dataset to train
their data-driven models, our method employs only 2D annotations
over video which is much easier to obtain than 3D MoCap or
annotated data in 3D. In Figure 2, we show a comparison of our
lifting-by-sampling scheme to state-of-the-art methods [10], [11]
for direct 2D-to-3D lifting of individual poses. To contrast the
quality and plausibility of the generated interactions, i.e., how the
hands and arms of the wrestlers are posed and making contacts
with each other, we highlighted some regions in circles.

To the best of our knowledge, our work is the first to synthesize
a large amount of 3D pose interaction data. We believe such data
can be beneficial to data-driven solutions for the modeling and
analysis of close human interactions. We demonstrate one such
example in occluded joints inference for pose completion.

2 RELATED WORK

Several topics relevant to our work, e.g., human motion capture,
2D-to-3D pose lifting, and character animation have been well-
studied in computer graphics and computer vision. In this section,
we focus on covering latest works that are most closely related.

2D-to-3D pose lifting. There have been many recent works on
recovering individual 3D human poses from 2D data. Ramakrishna
et al. [9] learn an over-complete set of basis poses from the CMU
MoCap database and estimate 3D poses from 2D annotated joints
as a sparse linear combination of the basis poses. Zhou et al. [11]
propose a convex relaxation approach to solve for the sparse
representation. Fan et al. [12] develop a pose locality constrained
representation for 2D-to-3D pose lifting, which was also learned
from the CMU MoCap database. Akhter and Black [10] learn a
joint angle limit model from their new MoCap dataset that includes
an extensive variety of stretching poses and use the learned model
to constraint 2D-to-3D lifting of single poses. The quality of
the lifted 3D poses can be enhanced by physics-based models.
e.g., [13], [14]. More recently, Bogo et al. [15] estimate 2D joints
automatically from single images and fit the 2D joints with a 3D
statistical human model [16] to obtain 3D poses and body shapes.
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Figure 3. Overview of our 3D pose-pair generation via lifting-by-sampling.

To the best of our knowledge, there is no existing work yet on 2D-
to-3D lifting, which is capable of recovering close interactions.

Sampling-based pose tracking. Sampling is also part of the
solution pipeline for several methods for human pose tracking,
where Bayesian distributions are also modeled from 2D obser-
vations. Deutscher et al. [17] propose annealed particle filtering
for stochastic human tracking in high dimensional configuration
spaces. Sminchisescu et al. [18] present a sample-and-refine
searching strategy guided by rescaled cost-function covariances
for 3D human body tracking from monocular video sequences.
In a follow-up, [19] uses a discriminative density propagation
model for human MoCap from 2D silhouettes. The fundamental
difference between these methods and our lifting by sampling lies
in whether the modeled distribution is local or global.

In particle filtering, the focus is to maintain a set of weighted
particles (samples) to simulate the propagation of posterior distri-
butions of a 3D human pose along the time dimension. At each
time step, the particles are re-sampled after taking a new visual
observation into account. As new observations come in, memory
of old observations fades out, conforming to the local nature of the
tracking problem. Generally, sampling-based human pose tracking
aims to temporally model local distributions of single pose which
respect the 2D observations and preserve temporal coherence. On
the contrary, in our “lifting by sampling”, we model one global
posterior distribution given a type of close interacting 3D human
pose-pairs. The goal of the sampling is to convert the dataset as a
whole from 2D to 3D, i.e. lifting, instead of generating candidates
that fit to an individual 2D observation.

Human interaction capture. Occlusions caused by close inter-
actions have been a major challenge for human MoCap or pose
estimation systems. Compared to the amount of literature on
reconstructing or tracking single human motions, e.g., [7], [20],
[21], [22], there have been considerably less works on capturing
and estimating human interactions.

Liu et al. [23] propose a method to track multiple interacting
characters, e.g., moving close to each other and hugging, with
a setup of multiple cameras. In this work, a template of each
person is tracked individually after performing a segmentation of
their silhouettes. In a simpler acquisition setup, Ye et al. [24]
employ three hand-held Microsoft Kinect Sensors to track light
human interactions, again with the help of pre-captured human
templates. Wang et al. [25] optimize a composite motion controller

of a hand, interacting with a rigid object, to obtain physically
realistic hand manipulation data from multi-view video. Using
multiple optical sensors alleviates the occlusion problem to some
extent, but would often reach its limit when human interactions
are close, e.g., during wrestling. Inertial or magnetic systems
may be free of data occlusion [26], [27], [28], but usually suffer
from problems such as drifting or pose distortion. Utilizing deep
learning techniques, recent works [29], [30] are able to detect non-
occluded 2D joints of multiple persons from a single image, yet
occluded joints remain a challenge.

Animating close human interactions. Animating moving charac-
ters with close interactions is a challenging problem. Past attempts
include synthesizing multi-character motions from pre-captured
single-character MoCap data [31], [32], combining physical simu-
lation with real-time single-actor MoCap sequences to generate
interacting motions with a virtual character [33], constructing
coupled motion transition graphs and interaction models [34], and
tackling the synthesis problem via motion patch tiling [35]. Earlier
works by Ho et al. [36], [37] introduce topology coordinates to
represent tangled limbs in their synthesis of character motions
with close contact. In a follow-up [38], they employ Laplacian
coordinates to adapt close interacting motions to skeletal config-
urations at varying scales. In the realm of interactive animation
generation, users have been involved, e.g., to manipulate multi-
character motions in both spatial and temporal domains [39], or to
provide high-level descriptions and select preferred motions from
candidates generated and ranked by an automated system [40].
In a recent work, Hyun et al. [41] predefine motion grammars
with formal language, and synthesize animation of multi-person
interactions, e.g., basketball playing, by a multi-level MCMC
sampling approach. Most of the above methods rely on pre-
captured motion data and are not well suited when the animated
motions are difficult to capture to start with; this is the case with
moving characters that are closely interacting.

3 LIFTING BY SAMPLING

Our goal is to generate a large and diverse set of closely inter-
acting 3D human pose-pairs, for a given motion category, based
on annotated video representing motions in that category. We
treat this 2D-to-3D lifting task as a Markov chain Monte Carlo
sampling problem, which can be solved using the well-established
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Metropolis-Hastings algorithm; see Figure 3. The ensuing chal-
lenge is how to define and model the unknown probability density
function (PDF) of 3D pose-pairs. With the PDF, our Metropolis-
Hastings algorithm starts from a single 3D seed pose-pair, traverse
the space of plausible pose-pairs, and sample valid 3D pose-pairs
with respect to the estimated posterior PDF.

Taking the wrestling motion as an example, where two characters
are often closely interacting, we annotate each character over all
available video frames with a 2D skeleton parameterized by 17
joints; see Figure 4(a). The premise is that we are able to evaluate
the likelihood of the 2D pose-pairs for wrestling with this type
of video annotations. To this end, we first estimate the camera
view distribution from the annotated 2D data and based on this
distribution, we lift the 2D likelihood function, via Monte Carlo
integration, to a 3D likelihood function for 3D pose-pairs.

Specifically, we consider 3D pose-pair as a parameter set θ, which
contains two root rotations, two root translations, and rotations
of 32 non-root joints around their parent joints. Given a set
D that contains 2D video annotations, a posterior probability
density function f(θ|D) for 3D pose-pairs is constructed to be
proportional to the product of a prior function and a likelihood
function of θ:

f(θ|D) ∝ f(θ) · L(θ). (1)

Here the prior function f(θ) is defined with the consideration
of θ’s physical plausibility, and the likelihood function L(θ) =
f(D|θ) takes the set D as input and outputs θ’s likelihood value.

4 MODELING POSTERIOR PDF

In this section, we first define the prior function f(θ), the phys-
ical prior for pose-pairs, and then describe how to estimate the
camera view distribution, and based on it how to estimate the 3D
likelihood function L(θ) from 2D annotations via lifting.

4.1 Physical pose prior

The physical prior in (1) is defined as:

f(θ) =

{
0, if isvalid(θ) = 0,

exp
(
−‖θ−θ̄‖

2+αη2

2σ2
p

)
, otherwise,

(2)

where θ̄ is the closest physically valid pose-pair to θ. We estimate
θ̄ by applying the joint angle limits model [10] to the two
single poses of a pair separately. The η denotes the sum of the
penetration depths, detected by Open Dynamics Engine (ODE,
[42]) among bones of the rigged character models. The weight
α = 10 and the bandwidth σp = 0.05 are set by default. We
consider isvalid(θ) = 0, i.e., definitely physically invalid, when
the number of invalid joint angles is greater than a prescribed
value, 8 by default in our implementation.

4.2 Camera view distribution

Given 2D annotated input data, the distribution of camera views in
a local coordinate system is estimated first. The local coordinate
system is defined with respect to two human poses from a single
frame of annotation. To define the local coordinate system, we

Figure 4. Skeletal annotation on a wrestling video frame is shown in (a)
with the defined local coordinate system. The plot (b) demonstrates the
estimated camera views in 2D spherical coordinate v = (θ, φ) for all
8732 wrestling video frames.

first apply the technique proposed by Akhter and Black [10] to
reconstruct 3D backbones, i.e., the line segments that connect
the chest joint and the hip joint, of the two characters from the
same 2D annotation. To be more specific, we use the method to
estimate 3D extended-torso [10] for each single pose of each 2D
annotation frame. The 3D backbones are then calculated from the
3D extended-torsos. As 3D backbones are much easier and more
robust to estimate than full 3D poses, we define local coordinate
system with respect to two 3D backbones. Denoting these two
backbones as B1 and B2 with two root points r1 and r2, we build
a local coordinate system (i, j,k) (shown in red, green and blue
arrows in Figure 4(a)) for each data frame as:

i = N(r2 − r1),

j = N(N(B1) +N(B2)), (3)

k = i× j,

where N denotes the operation of standard normalization, and
i, j,k are column vectors.

In the camera coordinate system, the camera view is the direction
orthogonal to the plane of 2D annotation, i.e., (0, 0, 1)>. To
convert the camera view into local coordinate system (i, j,k),
we solve a linear system [i, j,k](a, b, c)> = (0, 0, 1)>, where
(a, b, c)> is the camera view in the local coordinate system.
For more convenient computation, we convert (a, b, c)> into 2D
spherical coordinate v = (ψ, φ):

ψ = arctan
( c
a

)
, φ = arccos

(
b√

a2 + b2 + c2

)
, (4)

where ψ and φ denote the angles between the view direction and
the axis i and j, respectively. Figure 4(b) presents the camera
views estimated from annotated video frames of wrestling in
spherical coordinates. We can observe that the views are denser
around directions that are orthogonal to both i and j axes, which
is consistent with what we would expect in real-life photography.

We can then naturally construct the probability density function
for camera views via kernel density estimation (KDE):

f(v) =
1

n

∑
pi∈D

g(v|v(pi), σ
2
vI), (5)

where pi is a 2D annotation in the input annotation set D, and
v(pi) is the estimated camera view of pi. The number of annota-
tions in D is denoted by n, and g(v|v(pi), σ

2
vI) is the Gaussian

kernel with the mean v(pi) and the bandwidth σv (defaulted to 0.5
in radians). As we assume that the two variables of camera view
are independent, the covariance matrix σ2

vI is a diagonal matrix.
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To sample f(v), we first select a pi from D uniformly at random
and then draw the view sample from g(v|v(pi), σ

2
vI).

4.3 Lifting via Interaction Coordinates (IC)

In order to estimate L(θ), we introduce camera view v into
the equation. Given the estimated camera view distribution f(v)
in (5), we obtain the 3D likelihood function L(θ) by lifting a 2D
likelihood function defined over 2D annotations via Monte Carlo
integration over the camera view distribution:

L(θ) = f(D|θ) =

∫
f((D|θ), v)dv

=

∫
f(D|(θv, v)) · f(v)dv (6)

≈ 1

m

m∑
i=1

f(D|(θvi , vi)), vi ∼ f(v),

where vi is a camera view sample, and θvi denotes the 2D
projection of 3D pose-pair θ under the view vi. The decomposition
by camera view makes the sampling problem more tractable. It
allows us to sample pose-pairs in a local coordinate system without
considering about the global coordinates of the pose-pairs.

To evaluate the likelihood function for (θvi , vi), that is:

L(θvi , vi) = f(D|(θvi , vi)), (7)

we need to measure the dissimilarity between two 2D pose-pairs
in both single poses and the interactions between single poses.

Interaction coordinates. To this end, we propose a novel, inte-
grated representation of a pair of 2D poses that are interacting
closely, which we call Interaction Coordinates (IC). Specifically,
IC offer a representation that encodes both poses and their inter-
actions in an integrated manner. Given the Delaunay triangulation
T of a 2D pose-pair θ, we define IC of the triangulated θ as an
array of vectors on Delaunay edges, which yields:

I(θ, T ) = (..., uij(θ) = Ji(θ)− Jj(θ), ...), (i, j) ∈ T,

where (i, j) is an edge of the Delaunay triangulation, and Ji(θ)
denotes i-th joint of the pose-pair.

IC employ a graph-based global representation to jointly encode
two single poses and the interactions between them. With IC, a
human pose-pair is considered as a single unit in our sampling al-
gorithm, where single poses and interaction are naturally balanced.
Delaunay triangulation is a suitable choice for constructing this
graph, since it maximizes the minimal angle in the triangulation so
as to avoid parallel vectors in IC. Parallel vectors in triangulation
give unbalanced high weights to the vertices connected by the
vectors in measuring the difference between pose-pairs, thus they
are not desirable here. Instead of using static corresponding
relationships, our Delaunay edges are constructed dynamically for
every pose-pair, so as to encode the interaction for every pose-pair.

With the definition of IC, we can now measure the dissimilarity
between two 2D pose-pairs θ1 and θ2 as:

dI(θ1, θ2) =
1

W1

∑
(i,j)∈T (θ1)

∥∥∥∥ uij(θ1)− uij(θ2)

max(β, ||uij(θ1)||)

∥∥∥∥
+

1

W2

∑
(i,j)∈T (θ2)

∥∥∥∥ uij(θ1)− uij(θ2)

max(β, ||uij(θ2)||)

∥∥∥∥ , (8)

Figure 5. With IC illustrated in (a), we show the 2D embedding (b)
using the dissimilarity distance defined in (8) over a small set of photos
extracted from videos from which we annotated poses.

where the weight 1/max(β, ||uij(θ)||) balances the impact of
long and short Delaunay triangulation edges, with a parameter
β = 0.05, by default. The summation of the weights is denoted
by W . In the equation, we compute and compare the ICs twice,
with two sets of Delaunay triangulation edges for the two 2D
pose-pairs, since these two sets of edges are usually different.

Estimating likelihood using IC. Given the dissimilarity function
dI in (8) , the 2D likelihood function L(θvi , vi) is estimated by
finding a video annotation that is the closest one to θvi :

L(θvi , vi) ∝ max
pj∈D

exp

(
−dI(pj ,Mθvi)

2σ2
l

)
, (9)

where we set σl = 0.01 by default. In practice, it is expensive
to consider all pj ∈ D for each pair of (θvi , vi). We thus only
consider a subset of D that possess similar views to vi.

To make the dissimilarity measure between two pose-pairs invari-
ant to the global rotation and translation, we multiply θvi with a
least-square rigid transformation matrix M that aligns θvi to pj ,
where M is obtained via SVD [43].

To show the advantage of IC based dissimilarity measure, we
demonstrate the 2D embedding of a set of 2D pose-pairs using
dI(·, ·) as distance metric; see Figure 5(b). The embedding is
obtained with Multi-Dimensional Scaling (MDS).

5 METROPOLIS-HASTINGS SAMPLING

To draw 3D pose-pairs from the estimated posterior probability
density function f(θ|D), Markov chain Monte Carlo (MCMC)
sampling is applied using the Metropolis-Hastings algorithm [44].
To get a 3D seed pose-pair, we casually select a 2D annotation
and convert the annotation to a 3D pose-pair by using single pose
lifting technique [10]. The directly lifted 3D pose-pair is not of
high quality. To allow the sampling algorithm to start from a
location with high density value and thus reduce the number of
low-quality samples, we manually edit a lifted example to obtain
a high-quality 3D pose-pair as the seed. The Metropolis-Hastings
sampling starts from a 3D seed pose-pair, randomly walks in
the parameter space, generates a pose-pair θ′ from the proposal
distribution Q(θ′|θi). Here θ′ is accepted as a new sampled pose-
pair θi+1, if

A(θ′|θi) =
f(θ′|D) ∗Q(θi|θ′)
f(θi|D) ∗Q(θ′|θi)

≥ 1. (10)

Otherwise, A(θ′|θi) serves as a probability variable to accept θ′.
With K seed pose-pairs, we may proceed with K Metropolis-
Hastings sampling processes simultaneously. When the sampling
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number increases greatly, the generated 3D new pose-pairs spread
well and tend to cover the closely interacting poses observed from
input video clips efficiently with novelty; see Figure 2.

5.1 Truncating the density function

Given a seed 3D pose-pair θ0, we denote its density as f0 and
truncate the target density function using f0 as reference:

f̄(θ|D) =


0, if f(θ|D) < f0/c,

cf0, if f(θ|D) > cf0,

f(θ|D), otherwise,
(11)

where the constant c = 100 by default. Note that f̄(θ|D) uses the
density of seed as a reference to set a reasonable range for density
values of samples. We sample f̄(θ|D) instead of f(θ|D) to keep
away from outliers of very low density, and avoid redundant
samples of very high density as well.

5.2 Velocity-biased proposal function

Gaussian distribution with preset variances is widely used as
proposal distribution for Metropolis-Hastings algorithm. However,
we notice that Gaussian proposal distribution with preset variance
is not performing well in approximating f(θ′|D), as it violates
the fact that the target density function f(θ′|D) tends to be
locally constant along the moving velocity of θ′ and descends
steeply in the directions orthogonal to moving velocity. To better
approximate the target density function, we propose a velocity-
biased Gaussian proposal distribution, where the parameters with
larger projections on velocity vector are assigned with larger
variances. With the velocity-biased Gaussian proposal distribution,
we can better approximate the target density function f(θ′|D),
thus the efficiency of Metropolis-Hastings algorithm is promoted.

Predicting the velocity of an individual 3D pose-pair is clearly
an ill-posed problem. Fortunately, we can again resort to the 2D
annotated video which offers motion velocity data. From such
data, we can directly estimate velocity-biased variances and then
“lift” to 3D. Specifically, the variance σ2(k) of a component
θ′(k) of the proposed parameter set θ′ in velocity-biased Gaussian
proposal distribution Q(θ′|θi) is estimated as:

σ2(k) = σ2
0(k) +

1

|D∗|
∑
p∈D∗

|∆pθi(k)|2, (12)

where σ0(k) is a small initial variance assigned to θ′(k), and
∆pθi(k) is the local differential of 2D projection of θi(k) around
a 2D annotation p in its video sequence. Here p is a member of the
set D∗. Each 2D annotation in D∗ is selected as the most similar
annotation to one projection of θi, measured in IC space.

5.3 User control via MCMC restart

Although MCMC sampling is able to converge to the target density
function after a finite number of sampling steps, we notice that not
all users are interested in obtaining a huge amount of human poses
from one seed. It is desirable to allow users to browse back the
samples, choosing one they like, and then restarting MCMC from
that sample to explore more from a new direction as they wish.
Thus, we provide a playback and restart function at UI.

Figure 6. Ablation study of different terms in our probability density
function that controls the MCMC sampling for Judo interactions. The 3D
pose-pairs shown on the right, for each version of the PDF, represent
the 200-th, 400-th, 600-th, and 800-th samples, respectively. To visually
validate the results in (c), we also show examples of 2D annotations
which contributed to the likelihood term in the bottom row (d).

Figure 7. With an unbiased proposal function, the sampling algorithm
tends to produce more diverse but less plausible pose-pairs. The first
row shows the 200-th, 400-th, 600-th, and 800-th samples generated
from the same seed shown in Figure 6(a). The second row shows
examples of 2D annotations that contribute to the likelihood term.

6 RESULTS, EVALUATION, AND APPLICATION

In this section, we show some results to validate and assess our
MCMC sampling scheme for the generation of closely interacting
3D poses. First, we provide the results of an ablation study
in Figure 6. We show visually the effects of the two terms in
our probability density function (PDF) that controls the MCMC
sampling. The motion category is Judo, for which we have
collected and annotated 7,282 frames of video collected from
on-line sources. The sampling starts with a single 3D pose-pair.
We show 3D pose-pairs corresponding to the 200-th, 400-th,
600-th, and 800-th samples. As we can observe, the physical
prior is able to bias the sampling towards producing physically
valid individual poses. Adding the likelihood term improves the
plausibility of the 3D pose-pairs as performing Judo motions.
Note that when we sample with only the prior term, it is assumed
that the algorithm does not rely on the annotated videos, thus
the unbiased proposal function is used. When sampling with both
the prior and likelihood terms, we always use the velocity-biased
proposal function. Figure 6(d) shows 2D annotation examples that
provided evidences to the likelihood of sampled pose-pairs. The
pose-pairs in Figure 6(c) were rotated to match the views of the 2D
annotations. With the same seed pose-pair, we show in Figure 7
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Figure 8. Sampling coverages via MDS embedding: our sampling
scheme is shown in magenta dots over the space spanned by “ground
truth” data given as blue dots; the green dots are pose-pairs generated
by sampling with only a prior term. The number of samples increases
from 1k through 10k to 100k. The seed is denoted by a black cross.

results of sampling with both the prior and likelihood terms using
an unbiased proposal function. Compared to samples shown in
Figure 6(c), the samples generated without considering the bias in
the direction of velocity are more diverse. However, the samples
are less constrained with respect to plausibility.

A key validation of our sampling scheme is how well and
efficiently it can provide coverage of a space of 3D pose-
pairs. For this purpose, we conduct an experiment using
the Salsa dance dataset from the CMU MoCap database
(http://mocap.cs.cmu.edu/). The Salsa dataset consists of a total
of 15 sequences and about 31,000 frames of 3D pose-pairs
performing Salsa dance. For our purpose, we removed pose-pairs
that are clearly not performing the dance, e.g., initial poses for
registration. Then we uniformly subsampled 6,000 frames to form
the “ground-truth” (GT) data of 3D pose-pairs. The space of 3D
pose-pairs which surround these GT data would be the target for
our MCMC sampling to efficiently cover.

From this set of GT 3D pose-pairs, we randomly select and project
along random views to produce 6,000 frames of 2D interacting
pose-pairs, which form the “video” knowledge base for Salsa
dance. We run our MCMC sampling with the PDF defined by this
knowledge base, as described in Section 4. In Figure 8, through
multi-dimensional scaling (MDS) visualization of the 3D pose-
pairs, we visually demonstrate how well our samples (in magenta)
are able to progressively “cover” the space of GT data (in blue).
The embedding is obtained with a 3D version of the dissimilarity
function dI(θ1, θ2). To demonstrate effectiveness of the likelihood
term, we also plot the samples (in green) generated by sampling
with the prior term only.

Let the set of GT 3D pose-pairs be G = {g1, . . . , gm} and let a
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Figure 9. Plots of the coverage measurements in DI , DC , DS , re-
spectively. We compare the sampling with PDF defined over Interaction
coordinates (red), Cartesian coordinates (green), shape context (blue),
and PDF with only a prior term (black).

set of MCMC samples be S = {s1, . . . , sk}, we can define the
numerical measure of coverage as:

C(G,S) =
1

m

m∑
i=1

D(gi, s
∗
i ), (13)

where s∗i ∈ S has the minimal dissimilarity D to gi. We observe
that the sampling coverage shown in Figure 8 is measured with
respect to the space spanned by the GT data and not exclusively
to the GT data itself.

In Figure 9, we numerically evaluate the sampling coverage with
three different dissimilarity measures. The first metric is denoted
as DI , which is a 3D version of the dissimilarity function defined
for our interaction coordinates (8). To extend our IC definition
from 2D to 3D, we naturally turn Delaunay triangulations in
the plane to Delaunay tetrahedralizations in 3D space. Thus, the
second metric corresponds to Euclidean distance in Cartesian
coordinates of the 3D pose-pairs, denoted by DC . The third one,
denoted as DS , is the matching error in 3D shape contexts [45],
one of the best known and most widely applied shape descriptor.

We plot the three coverage measures as we increase the number of
MCMC samples. The coverages are measured for the samplings
with four different versions of PDF. The PDF defined over IC (red
curve) is the default configuration for our method. Figure 9 shows
that it performs better in covering the GT space than PDFs defined
over Cartesian Coordinates (green) and shape contexts (blue),
thanks to its ability in encoding both poses and their interactions
in an integrated manner. As a baseline for our comparison, we also
plot the coverage (black) obtained by sampling with only a prior
term.

To visually demonstrate the in-between poses generated from a
single seed by our sampling schema is diverse and plausible, we
show an example in Figure 11, where three closest 2D annotations
are provided to the right side of each sampled 3D pose-pair to
demonstrate the validity of samples.

Comparisons to enhanced lifting. We provide comparisons to
two baseline methods in Figure 10, where the same examples as
shown in Figure 2 are used. The first method is lifting+IK, for
which we take the 2D-to-3D single pose lifting results, as shown
in Figure 2, as initial states of the IK system, and minimize an
energyE2D+Eisvalid while the bone lengths and interpenetration
resolution are strictly constrained. In the energy function, E2D

measures L2 distance from the 2D projection of 3D pose-pair to
input 2D annotation. Eisvalid measures L2 distance from the 3D
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(a) input 2D annotations of wrestling pose-pairs.

(b) result of IK that takes the lifted poses by [10] (upper row) and [11] (lower row) as initial states.

(c)  result of retrieving 3D pose-pairs from a database synthesized by naive sampling around the 
       pose-pairs of (b).

(d)  result of retrieving 3D pose-pairs from a database synthesized by our sampling approach.

Figure 10. Comparisons to enhanced lifting (b) and a naive sampling
(c) around the 3D pose-pairs generated by enhanced lifting. For a clear
assessment of the comparisons, we also show 2D annotations (a) and
our results (d) that are the same as shown in Figure 2.

pose-pair to closest valid poses suggested by the joint angle limits
model. The optimization is solved by the method of Lagrange
multipliers. The result is provide in Figure 10(b).

For each of the 3D pose-pairs shown in Figure 10(b), we randomly
sample 1000 new pose-pairs within a local neighborhood around it
to construct a database. During the sampling, we strictly constrain
the bone lengths and interpenetration resolution. A bias is given to
pose-pairs that are closer to physically valid poses in terms of the
joint angle limits model. We retrieve for a closest pose-pair to the
2D annotation in Figure 10(a) from the database, and provide them
in Figure 10(c). For comparison, the results of retrieving from
database generated by our own method are shown in the bottom
row, i.e., Figure 10(d). Overall, our method is more plausible in
terms of interactions between two poses.

The way IK works in the enhanced lifting approach is essentially
to apply a new prior on single human poses. One of the reasons
why our method achieves better results is that it considers both
single human pose priors and a data-driven term defined over a
set of 2D pose-pair annotations. Moreover, while the enhanced
lifting approach only works in the space of single human poses,
our approach also models the interactions between two human
poses with the proposed interaction coordinates (IC).

Occluded joint inference. The 3D human pose-pairs generated
via lifting-by-sampling in this work can effectively facilitate the
recovery of closely interacting motions. The key challenge of
reconstructing such motions arises from significant occlusions. In
Figure 12, we provide an example to show that the 3D pose-pairs
we obtain can lead to better joint inference and completion of
highly occluded poses captured by inexpensive depth sensors.

Specifically, we employ a simple retrieval-based solution for the

pose completion task. Given an incomplete pose-pair P , we search
for a small subset (e.g., 100, as the default in our experiment)
of pose-pairs, which are close to P in metric DI , from the
sample database we generated. We then estimate a median pose-
pairM of the subset. Finally, we deformM to P via Gaussian-
weighted linear blending to obtain the completion result. Noting
that, without any smoothing operation applied in the temporal
domain, the motions that we completed demonstrate sufficient
temporal coherence for the visual perception. Please refer to the
supplementary demo video for a detailed visual demonstration.

Implementation details. We implemented the PDF and sampling
algorithm with C++. The sampling speed is around 10 fps on an
Intel i7 4-core 3.4GHz CPU. During the sampling, the local mo-
tion of each non-root joint has three degrees of freedom, including
two rotations around its parent joint and one translation along its
bone. Ten volunteers participated in the video data annotation.
With a semi-automatic annotation tool that involves simple joint
tracking and interpolation, the average time one volunteer spent
on annotating one single video frame was around 20 seconds.

7 SUMMARY, LIMITATIONS, AND FUTURE WORK

We have presented a method to generate closely interacting 3D
pose-pairs, which offers a means to augment few, or even a single,
seed pose-pair(s) with a large number of synthesized pose-pairs
sampled from a PDF model. The main challenge was to model
the PDF. Our idea is to first estimate the distribution of camera
views from annotated video frames, then with the known view
distribution we can lift the density estimated from 2D data to
the density for 3D pose-pairs with Monte Carlo estimation. The
PDF of 3D pose-pairs is modeled as a combination of two density
functions that consist of a physical validity term and an interaction
plausibility term.

The close interaction between the two bodies is challenging
mainly due to inter-pose as well as self-occlusions, but the
intertwining arms or body parts give rise to the a constrained
search space. We developed interaction coordinates to encode the
interactions between two 2D poses. This representation, while
improving upon the classical Cartesian coordinates representation,
is still quite elementary. Also, there is no strong reason to believe
that Delaunay triangulations are the most suitable structure to
connect the relevant joints. Other choices including Knn graphs,
Gabriel graphs, and minimum weight triangulations could also be
experimented with. Generally, it remains to be further investigated
whether there are stronger representations of the closely interact-
ing body parts that may be more descriptive and effective.

The key idea of lifting by sampling bypasses the challenges in
directly lifting a 2D pose to 3D. The inherent ambiguity in the
projected image of a pose-pair is significantly higher than the
notorious ambiguity in a single body. By applying a Markov Chain
Monte Carlo (MCMC) method, we alleviate the problem, taking
advantage of the rather dense space of annotated video frames.
We believe that our technique can be effective also in similar
problems including modeling or analyzing two-hand postures. In
this scenario, the amount of self-occlusion can also be extremely
high, preventing a reliable reconstruction from a single view.

The main limitation of our method is that the plausibility is data-
driven, and the generated pose-pairs are sampled around those
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seed

Figure 11. From a single seed, our sampling schema produces diverse pose-pairs of wrestling. Three closest 2D annotations are provided to the
right side of each sampled 3D pose-pair to demonstrate its validity.

Figure 12. Pose completion results for highly occluded human pose-
pairs annotated from depth images, which were captured using Kinect
(the middle row). The bottom row presents the 3D pose-pairs completed
by a simple retrieval-based solution using our samples.

observed and annotated video frames only. The challenge then is
to generate a richer set, more diverse than the one annotated. One
can consider applying simple transformations and local perturba-
tions over the 3D pose-pairs themselves, however, this must be
executed with care to ensure their plausibility. We plan to enhance
the plausibility of pose-pairs using inverse-kinematics techniques
applied to each body separately and to the two bodies, possibly
forming a connected skeleton with virtual links connecting them.
It is also possible to edit the poses while preserving the spatial
relationship between the body parts using [38].

Another technical limitation arises from a lack of front-back infor-
mation associated with the interacting poses from 2D annotations;
see Figure 13. The ensuing ambiguities may cause the generation
of implausible 3D pose-pairs under the current PDF. As well,
we currently do not consider grounding of the characters when
performing the motions or factor that into the PDF. At last, we do
not yet have an efficient organization of the large set of generated
3D pose-pairs to facilitate pose-pair retrievals that are necessary
for the lifting-by-sampling and interpolating-by-sampling tasks.

We believe that similar data augmentation problems will receive
more attention, especially in the context of deep learning, where
larger amount of data is required for training. The need for such

（a） （b）

Figure 13. Our current pose annotation (left) does not include front-back
or depth information, which may lead to ambiguities (right).

techniques is more acute for 3D data, like the one we are dealing
with, which is hard to acquire and annotate or contains occlusions
and inherent ambiguities. Finally, it is also a compelling prob-
lem to generalize interaction coordinates to encode interactions
among multiple people and explore the potential of our sampling
approach to generate multi-interaction motions.
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