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 

Abstract— The detection and quantification of the rolling 

contact fatigue (RCF) in rail tracks are essential for rail safety and 

condition-based maintenance. The tomographic reconstruction of 

the rolling contact fatigue is challenging work. The x-ray is unable 

to do in-situ inspection effectively. This paper proposes a new 

approach for RCF construction using 3D eddy current pulsed 

thermography. A differential time-square-root (sqrt) of 

temperature drop (DTSTD) is proposed as a mean to construct the 

sectional images and to reconstruct the thermal tomography 

image. The proposed method is validated through artificial 

angular crack slots as well as natural RCF crack. The thermal 

tomographic reconstruction is compared with the x-ray computed 

tomography on a rail track head cut-off with RCF cracks. 

 

Index Terms—thermal tomography, QNDE, 3D ECPT, DTSTD 

 

I. INTRODUCTION 

Rail has always been considered as one of the safest mediums 

for traveling but it is seldom checked and monitored on the 

quality assurance until fatal accident happens [1]. During the 

investigation, it was found and concluded that rolling contact 

fatigue (RCF) is one of the main causes of accident. Therefore 

it becomes ever more important to monitor rails for such types 

of defects to avoid any further fatalities. 

Up to now, many Non-Destructive Testing (NDT) techniques 

have been used for rail inspection. Clark [2] states that 
ultrasonic-based NDT has been performed for the surface and 

sub-surface defect inspection on the rail. However, this 

approach suffers from shadowing as the defect depth increases. 

Li et al. [3] proposed magnetic flux leakage (MFL) for high-

speed defect detection in railways. A theoretical study with 

numerical simulation of different defects in motion mode was 

studied. Thomas et al. [4] proposed pulsed eddy current (PEC) 

for defect detection on rails. However, the PEC probes suffered 

degradation due to the lift-off effect. Nicholson and Davis [5] 

investigated the alternating current field measurement (ACFM) 

for rail inspection. It provided good results for surface defects, 

but had poor performance for sub-surface and multiple defects. 

Hirao and Ogi [6] used the electromagnetic acoustic transducer 
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(EMAT) for rail defect quantification. However, this approach 

also suffered from deep defect depth. 

In active thermography, eddy current pulsed thermography 

(ECPT) has actively been used for rail inspection and has been 

reported to detect weaker defects with higher sensitivity as 

compared with ultrasonic and laser-based NDT approaches [7]. 

RCF defects are difficult to detect and quantify due to their 

complex geometrical shape and tiny size. Mukriz et al. [8] 

quantified RCF as the angular defects and used PEC-based 

approach to quantify the defect angle information. However, 

other factors such as depth were not considered. Abidin et al. 

[9] used ECPT along with the amplitude and gradient 

information to quantify the angle as well as depth information. 

Peng et al. [10] used a similar approach with the addition of a 

Helmholtz coil for a non-uniform heating problem. All these 

approaches utilized two-dimensional technology to visualize 

and inspect the defects. However, due to the complex nature 

and geometry of the RCF involving depth and angle orientation, 

it became very difficult to interpret the results. To tackle this 

problem, normally repeatable experiments were carried out 

using the probability of detection approaches [11]. However, 

they tended to be very time-consuming and difficult to be 

implemented for online NDT. 

The eddy current pulsed thermography (ECPT) is well used 

for defects detection, especially surface crack or corrosion 

detection and evaluation in conductive material. The infrared 

image sequence indicates the thermal distribution and heat 

diffusion process [12]. In the ECPT experiment, the transient 

thermal response of ECPT contains rich information on the 

crack characteristics. Previous work has well studied the 

features for cracks defection and characterization from the pixel 

level features [13], local area features [14] to the pattern level 

features such as Principal Component Analysis (PCA) and 

Independent Component Analysis (ICA) [15]. These works 

provide qualitative evaluation of the characteristics of the 

defect. Based on these works, a recent study [16] discussed 

feature-based quantitative relationship of defect size (depth and 

length) and their thermal responses.  

Alternative to feature-based QNDE for ECPT images, in [17] 

electrical and thermal conductivities are estimated by the early 
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experimental transient response of the first layer having a 

visible fiber’s orientation. An iterative inverse procedure is 

used to minimize the discrepancy between measured and 

simulated data to reconstruct orientations of each layer using 

the estimated conductivity.  However, no work up until now has 

discussed the geometry of undersurface cracks. This paper 

proposes a novel approach to reconstruct 3D images and 

evaluate the morphological localization of subsurface cracks 

based on 2D thermal slices. Differential time square root (sqrt) 

of temperature drop (DTSTD) is extracted to characterize the 

shape of the subsurface crack along with the crack sizing, 

depths, and validated. 

With the recent advancement of NDT in 3D reconstruction 

based tomographic approaches for internal and sub-surface 

defects, the qualitative and quantitative analysis of RCF types 

and shapes becomes a crucial and urgent task. In contrast to 

conventional approaches, the x-ray based CT shows better 

resolution results and defect depth estimations. The different 

case studies of the use of x-ray CT for NDT have been proposed 

in [18]. The x-ray based CT produces good results for depth 

estimation in NDT problems. However, the equipment is 

expensive and bulky along with the risk of radiation effects if 

continuously used. Also, it is difficult for x-ray to penetrate the 

entire rail which makes it hard to use x-ray CT for online 

inspection of RCF cracks. The high-energy industrial CT 

(above 4Mev) could penetrate the entire rail track head. 

However, the higher the energy of the x-ray, the lower the 

resolution (for 4Mev, the resolution is 1mm), which makes it 

impossible to identify the RCF cracks in the rails. For the 

ultrasonic approach, Daigle et al. [19] used an ultrasound-based 

3D tomography approach for NDE of concrete structures. 

Computed tomography is a well-established approach used 

to reconstruct cross-sectional slices through an object from the 

transmitted projection images taken as a function of angle 

around a single axis of rotation. In [20], the authors carried out 

different experiments using single view cone beam x-ray 

computed tomography to generate different datasets that can be 

used for supervised learning. A complete data reconstruction 

model was also presented. In [21], the single view based 

computed tomography was proposed. This approach had high-

speed inspection but limited data acquisition time. Also, the 

generated tomographic sequences suffer from poor image 

quality and noise. Therefore to improve the reconstruction 

quality, different types of reconstruction algorithms have been 

proposed such as Artificial Intelligence (AI) based algorithms 

[22], total variation decomposition algorithm [21], truncated 

singular value decomposition algorithm [23], and wavelet-

based algorithm [20]. The single-side view tomography is a 

recent and newly developed technique with the help of 

computing models and AI [22]. These slices can be stacked to 

produce a 3D image of the object, which can then be visualized 

by one of several methods, including volume rendering or 

digital slicing through the sample along any arbitrary plane [20-

21]. These tomography techniques also boosted the 

development the thermal tomographic reconstruction and 

motivated the tomographic reconstruction of the 3D ECPT 

system. 

The paper is presented as follows: Section II describes the 3D 

ECPT system set up, visualization and fusion pipeline. In 

Section III, we illustrate the ECPT thermal sequences behaviors 

and thermal propagation. In this section, we also propose the 

3D tomography scenario and include the evaluation of the 

proposed work. Finally, the work is summarized in Section IV 

along with future work. 

II. THE 3D EDDY CURRENT PULSED THERMOGRAPHY AND 

VISUALIZATION PIPELINE 

The hardware setup of the proposed 3D ECPT is shown in 

Fig. 1. The signal generator sends a pulse to the active induction 

heater and the infrared camera. The coil carries high-frequency 

alternating current to produce an alternating magnetic field in 

the testing object. In this work, the Helmholtz coil and line coil 

are used as excitation coil for different geometry shapes of the 

testing structures. The eddy currents are therefore induced in 

the testing sample and the heat is generated on the sample 

surface and propagated to a certain thermal diffusion depth. The 

thermal image is captured by the infrared camera and the RGB-

Depth image is captured by the David 3D system [24]. The 

thermal image is registered to the 3D scanner using a feature-

based method provided in [25].  

Fig. 2 shows the visualization and processing pipeline of the 

proposed method. After the thermal-depth image registration, 

the set of records of thermal image sequences 

(𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒, 𝑡𝑖𝑚𝑒)  with physical location coordinates 

(𝑥, 𝑦, 𝑧) are recorded. To show the temperature response in 

different time slots, the normal vectors from the acquired point 

cloud surface are calculated. The temperature responses in the 

different time slots are visualized in the normal direction 

towards the surface in different depths noted as normal depth 

(𝑁𝑑). These normal depth vectors are organized in a time-based 

manner and the temperature responses in the same time slot are 

placed in the same layer. As a result, it is visualized as each 

thermal image in a later time slot overlays the thermal image of 

the previous time slot. The final merged point cloud is down-

sampled and the region of interest is adjusted to give a better 

perception of the defective area and non-defective area. The 

visualization software platform is designed using the point 

cloud library (PCL) via C++. 

 
Fig. 1 3D eddy current pulsed thermography system 
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Fig. 2 Proposed pipeline of 3D fusion and visualization 

 

III. THERMAL BEHAVIOR ANALYSIS AND RECONSTRUCTION 

The research on computed tomography is mostly considered 

using the x-ray. Thermal tomography is difficult to conduct 

because the thermal energy not only penetrates vertically but 

also horizontally. Also, the thermal image is blurred which 

gives the harsh challenge of identifying tiny cracks like RCF 

cracks. Thus we are considering selecting the exciting heating 

source that maximizes the vertical heat penetration and 

minimizing the horizontal heating penetration while 

maintaining the resolution of the thermal patterns. In this paper, 

the pulsed eddy current is used. During the pulsed magnetic 

excitation, the eddy current is generated and it gathers at the 

edge position of the defects. The advantage over other NDT 

techniques is that the thermal propagation enlarges the 

defective area which allows the tiny defects like RCF detectable 

while it is very hard to recognize using X-ray or ultrasonic. 

However, the uneven volume heating of the eddy current results 

in the horizontal propagation which renders the analysis more 

complex compared to surface heating of flash thermography. 

To limit the horizontal propagation while balancing the 

resolution of enough induced current in the crack area, a 

maximum thermal rise of 3~4 centigrade is found to be the 

optimal setting during the experimental study. The steps of 

reconstruction and validation process is illustrated in Fig. 3. 

 
Fig. 3 Procedures for the reconstruction and validation of the 

DTSTD based thermal tomography for artificial and natural 

defects 

 

Fig. 3 outlines the procedures and the validation of the 

proposed method. Section 3(a) illustrates the proposed method. 

Section 3(b) shows the reconstruction of an opened angular 

crack slot. The angular slot with different sizes is shown and 

compared with the up-to-data dynamic thermal reconstruction 

(DTT) technique. Section 3(c) gives the thermal tomographic 

reconstruction of the RCF in a rail track head cut-off. The 

thermal tomographic reconstruction is compared with the x-ray 

industrial computed tomography image. 

a) Methodology of the DTSTD thermal tomography 

reconstruction 

In the heating stage. The induced eddy current decays 

exponentially and penetrates to a certain depth. The penetration 

depth is given as 

 

𝛿 = √
1

𝜋𝜎𝜇𝜇0𝑣
                                        (1) 

 

where 𝑣 is the frequency of the eddy current, 𝜇 and 𝜇0 are the 

relative permeability and the permeability of vacuum 

respectively, 𝜎 is the material conductivity. In the heating stage, 

the current penetration depth is very small. In our experiment, 

the steel material with an excitation frequency of 200 kHz has 

a skin depth of only 0.03mm. Thus the heat energy is only 

distributed at the surface region. Fig. 4(a) is the image taken at 

the end of the heating stage. The surface cracks are the major 

factors that cause the thermal discontinuities in this stage.  

After the heating stage, only the heat conduction in steel is 

considered in the cooling stage due to the conductivity of air 

(0.023 𝑊 𝑚 ∙ 𝐾⁄ ) is far less than that of steel (~47𝑊 𝑚 ∙ 𝐾⁄ ). 

The heat conduction speed in the steel material is quicker [35]. 

The speed of heat penetration is given as 

 

𝑑ℎ𝑒𝑎𝑡 = 2√𝑘𝑡                                       (2) 

 

where 𝑘 is the thermal diffusivity and 𝑡 is the elapsed time. For 

the steel material, the heat penetrates up to 5~7mm in one 

second. Thus, in the cooling stage, the first few frames show the 

surface crack information while the later frames show more of 

the sub-surface information as the heat penetrates the testing 

object. Fig. 4(a) shows the 3D heat distribution at the beginning 

of the cooling stage.  

Eq. (2) builds the relationship of time and heat penetration 

depth and shows that the heat penetration depth is proportional 

to the root square of time and the material thermal diffusivity. 

For a specimen like a rail track which is constructed of steel, 

the thermal diffusivity can be treated as constant. Similar to the 

x-ray computed tomography, Eq. (2) shows that the penetration 

depth is proportional to the square root (sqrt) of elapsed cooling 

time. This paper uses the sqrt time of temperature drop for depth 

estimation.  

Figs. 4(c) and (d) show the visualization of sqrt time drop to 

the a℃, a=60% temperature drop (mean temperature of the heat 

flow). The new point coordinate is given by 

 

𝑃𝑇=𝑎℃ = [

𝑥𝑡

𝑦𝑡

𝑧𝑡

] = [

𝑥0

𝑦0

𝑧0

] + 2√𝑘𝑡(𝑥0,𝑦0,𝑧0,𝑇=𝑎℃) [

𝑥𝑛

𝑦𝑛

𝑧𝑛

]          (3) 

  

where (𝑥0, 𝑦0, 𝑧0)  is the point coordinate on the surface, 

(𝑥𝑛, 𝑦𝑛 , 𝑧𝑛) is the normal vector of the surface at (𝑥0, 𝑦0, 𝑧0); 

𝑡(𝑥0,𝑦0,𝑧0,𝑇=𝑎℃)  is the elapsed time to reach to 𝑎  temperature 

layer at the position (𝑥0, 𝑦0, 𝑧0). 

In Figs. 4(c) and (d), the height of the point cloud leaves the 

surface is proportional to the square root time of temperature 
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drop, which is also the position where the heat penetrates. Fig. 

4(c) shows the top view of the 3D sqrt time of temperature drop 

image while Fig. 4(d) gives the bottom view. Considering these 

time images together with Fig. 4(a), the 3D thermal distribution 

in Fig. 4(a) shows the thermal patterns of the surface defect 

distribution since the heat has not been penetrated into depth at 

the beginning of the cooling stage. The major cause of the 

thermal discontinuity in Fig. 4(a) is the high current density in 

the crack area during the heating stage. Fig. 4(b) shows the 

temperature layers in different colors and the time arrival to this 

layer is the height to the surface. Fig. 4(c) and (d) are the 3D 

visualization of the time images in later frame with a cut-off 

temperature of 70% maximum temperature drop. The cut-off 

temperature stand for all pixels are in the same temperature 

level which is 70% of maximum temperature drop. These 

images use the information in later image sequences where the 

heat has penetrated into the material at a certain depth. The 

discontinuity (different time arrival to this temperature level) is 

mostly caused by the subsurface cracks. The heat penetration 

depth is calculated using Eq. (2). The following section 

describes the proposed method for computing the response 

signal when the heat reaches the depth level.  

Fig. 4(a) shows the 3D heat flow at the maximum 

temperature frame (time slot right after the heating stage). The 

experiment setup was shown in previous work [25]. The 

Easyheat 224 from Cheltenham Induction Heating is 

implemented for the coil excitation. The Helmholtz coil with 

water cooling is selected. The water is pumped through the coil 

copper tube during the experiment. The excitation frequency is 

200kHz in 300A. The heat flow is recorded by the FLIR 

SC7500 which has an In Sb detector of infrared range between 

1.5~5 μm. The camera has a pixel resolution of 320 × 256 and 

a maximum speed of 383Hz. The thermal camera utilizes a 

maximum speed rate of 383Hz. The heating time is 200ms and 

the cooling time is 800ms. The testing sample is a rail track 

sample with rolling contact fatigues on one side of the rail track 

shoulder.  

 

 Fig. 4 Visualization of the 3D heat flow. (a) Single 3D thermal image; (b) 3D Heat flow; (c) 3D sqrt time of temperature drop 

image (top view); (d) 3D sqrt time of temperature drop image (bottom view) 

 

To enhance the contrast between the defective region and the 

non-defective region, the point cloud is down-sampled. Using 

the fusion method provided in Section II, the fused 3D heat flow 

is generated and shown in Fig. 4(b). This figure merges the 3D 

heat flow into one single image frame. The fused 3D heat flow 

in Fig. 4(b) presents the following information: (1) The surface 

temperature distribution at the maximum temperature frame is 

given at the surface of the rail track; (2) the thermal images in 

later time slots are placed as plane layers overlay the previous 

time slots; (3) the images taken at different time slots is 

visualized in one single 3D image. In this figure, different 

temperature layers from 10% maximum temperature drop to 

80%  are marked with different colour while the height of the 

layer indicates the time arrival to this temperature (top 10% 

 
(a) Single 3D thermal image 

 
(b) 3D Heat flow 

 
(c) 3D sqrt time of temperature drop image (top view) 

 
(d) 3D sqrt time of temperature drop image (bottom view) 
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temperature range and bottom 20% temperature range are 

ignored because of too much noise information). It could be 

seen that the defect-free area has a very uniform time arrival 

shape while the defect area is clustered into several scattered 

regions.  

In addition, the time cost from each layer to the next layer is 

visualized as the width of the temperature zoom. A higher time 

cost of the temperature layer indicates a defect exists in this 

layer. Using such a system as a base, a thermal tomography 

system is proposed using the differential square root of 

temperature drop as pictured in Fig. 5. 

 
Fig. 5 Proposed DTSTD algorithm 

 

 

    The analysis starts from form of heat conduction as: 
𝜕𝑇

𝜕𝑡
= 𝛼𝑥(𝑥)

𝜕2𝑇

𝜕𝑥2 + 𝛼𝑦(𝑦)
𝜕2𝑇

𝜕𝑦2 + 𝛼𝑧(𝑧)
𝜕2𝑇

𝜕𝑧2      (4) 

    The thermal distribution in any position of a body can be 

calculated if given the structure of the body, its boundary 

condition and its initial states. The boundary condition in 

thermal conduction is a differential equation that describes the 

thermal conduction between the body with other materials. The 

initial state describes the temperature distribution at the time 

t = 0. The 𝛼𝑥, 𝛼𝑦 , 𝛼𝑧  are the thermal diffusivity at the x, y, z 

direction and the thermal diffusivity describes the ability to pass 

the temperature to its surroundings. The thermal diffusivity 

α(𝑚2/𝑠) is already discussed in the paper where 

α =
𝑘

𝜌𝑐
               (5) 

k(W/m ∙ k)  is the thermal conductivity that describes the 

ability of heat energy transportation. The thermal conductivity 

k  is also used to evaluate the depth of heat propagation as 

𝑑ℎ𝑒𝑎𝑡 = 2√𝑘𝑡. The ρ(kg/𝑚3) is the material density and c(
J

kg
∙

k) is the material’s heat capacity which describes the amount of 

heat absorbed with a unit of temperature change. Currently only 

the numerical solution of Eq. (4) is provided using the finite 

element method (FEM). The analytical solution only exists for 

a few ideal cases. One of the analytical solutions of Eq. (4) is 

based on one of the ideal cases where an ideal heat pulse is 

evenly spread on the structure surface. The structure of the body 

is a semi-infinite solid plate. The analytical solution of the ideal 

situation is given by: 

𝑇(𝑧, 𝑡) =
𝑄0

√𝑡𝜋𝜁
𝑒

(−
𝑧2

4𝛼𝑧𝑡
)

+ 𝑇𝑎                (6) 

where 𝜁 is the thermal effusivity which is the measurement of 

its ability to change the thermal energy with its surrounding. 𝑄0 

is the total energy of the pulsed excitation. 𝑇𝑎  is the ambient 

temperature. As stated previously, the ambient temperature is 

eliminated by the background subtraction. The active thermal 

image sequences are subtracted with ‘inactive states’ which is 

the state without heating. Since the thermal camera only 

captures the thermal responses in the surface layer, The 

recorded thermal depth z = 0 . Substituting these parameters 

into Eq. 6 gives: 

∆T(t) =
𝑄0

√𝑡𝜋𝜁
                                     (7) 

Take the log in both left and right side gives 

log(∆T(t)) = log (
𝑄0

√𝑡𝜋𝜁
)               

log(∆T(t)) = log(𝑄0) +
1

2
log(t) − log(√𝜋. 𝜁)                          

log(𝑡) = 2(log(𝑄0) − log(√𝜋. 𝜁) − log(∆T(t)))    (8) 

Given that 𝑄0 is constant. The temperature ∆T(t) is the same 

in each temperature layers. Eq. (8) gives the relationship that 

the thermal effusivity is directly link to the thermal penetration 

time where the thermal effusivity ζ is directly related to the 

crack characteristic. 

As for the penetration depth, it is found the time relationship 

and the penetration depth. Theoretically, the more time it cost 

to reach the temperature level, the higher of thermal diffusivity 

is which reveals there exists one or several cracks under the 

surface. For different temperature layers, a higher time cost to 

the next temperature level indicates that there exists a 

discontinuity that blocks the heat transfer. The elapsed time in 

each temperature layer is used as the response signal for the 

reconstruction of the sectional images. Fig. 6. shows the 

differential sqrt time of temperature drop images,  where 

 

R(u, v)𝑑 = √𝑇𝑎%℃ − √𝑇𝑏%℃                       (9) 

 

    In Eq. (9), the R(u,v) is the response signal at a pixel location 

(u,v). The subscript 𝑑 denotes the penetration depth where the 

heat penetrates to the cut-off temperature 

a % ℃ temperature drop . The term 𝑇𝑎%℃  is the sqrt 

temperature drop reaching cut-off temperature 𝑎℃ and 𝑇𝑏%℃  

is the sqrt temperature drop reaching cut-off temperature 𝑏%℃.  

Figs. 6 a~g shows the differential sqrt time of temperature drop 

from the range of 10% temperature drop to 80%. These time 

images contain both depth and intensity information of the 

cracks. For fig.6 (g), firstly, the sqrt of time cost to reach 80% 

temperature drop is calculated to estimate the heat penetration 

depth. Secondly, a strong pixel in Fig. 6(g) indicates a high time 

cost from heat level 70% to 80%, which indicates a crack under 

the current penetration depth. 
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(a) 10%~20% drop   

 
(b) 20%~30% drop 

 
(c) 30%~40% drop 

 
(d) 40%~50% drop 

  
(e) 50%~60% drop 

  
(f) 60%~70% drop 

 
(g) 70%~80% drop  

 
(h)Reconstructed 3D thermal 

tomography  

Fig. 6 Sectional images and the reconstructed 3D thermal tomographic image (top view)  

. 

 
Fig. 7 Reconstructed 3D thermal tomographic image (color 

map in jet) 

 
Fig. 8 Comparison of reconstructed artificial angular crack 

slot using DTSTD and DTT   

 

    Same principles as shown in Fig. 6(g), Figs. 6(a) to (f) are the 

differential square root time images at different temperature 

layers from 80% temperature drop to 10%. Fig. 6 (g) has the 

deepest thermal penetration depth since the time to reach the 

80% temperature drop is the longest in all image sequences, 

where Fig. 6(a) has the least penetration depth for the same 

reason. From the time-image sequences, it can be seen that the 

deeper the penetration depth, the more detail and contrast the 

image is. This observation is opposite to the obtained ECPT 

thermal images sequences as these thermal image has the 

highest contrast in early cooling time and become blurred in the 

later cooling stage. The reason is due to the fact that at the 

beginning of the cooling stage, the thermal image has the 

maximum temperature divergence caused by the non-uniform 

heating and the higher current density in the defective area. 

However, the large temperature divergence also results in a 

quick temperature drop which eventually leads to a small-time 

interval between each temperature layer. The small-time 

interval will result in a low resolution of the differential square 

root time images in Figs. 6. Thus, the DTSTD sectional images 

have higher contrast in the later cooling stage and ECPT 

thermal image sequences has higher contrast at early cooling 

stage. Given the intensity images with different time slots 

shown in Figs. 6(a~g), the 3D positions with intensities 

(x, y, z, i) are calculated using Eq. (9), where i is the intensity of 

images Figs. (a~g) and t is the elapsed time to each temperature 

level from 10% temperature drop to 80% temperature drop. The 

reconstructed 3D tomography image is shown in Fig. 7. 

B) Reconstruction of the angular crack slots and comparison 

with dynamic thermal tomography 

    The dynamic thermal tomography (DTT) technique is the 

method for flash thermal tomography in the reconstruction of 

the defect structure [28~29]. The DTT reconstruction is also 

presented for comparison study. In the evident form the thermal 

effusivity given by 𝑒 = √𝜆𝜌𝐶𝜌  where 𝜆  is the thermal 

conductivity, 𝜌 is the material density and 𝐶𝜌  is the material 

thermal conductivity. The thermal effusivity is to measure the 

ability of the heat propagation with its surroundings. For a semi-

infinite body, the solution of thermal effusivity is given by: 

𝑒 =
𝑊

𝑇√𝜋𝜏
                                           (10) 

where 𝑊 is the absorbed power, 𝑇 is the surface temperature, 𝜏 

is the elapsed time. Obviously, the crack region has a much 

lower thermal effusivity compared with defect-free region. 

Thus the thermal effusivity is used for the reconstruction of the 

slice images. Since the absorbed energy is hard to measure in 

the experiment accurately, the normalized effusivity is used 

given as: 
𝑒

𝑊
=

1

𝑇√𝜋𝜏
                                        (11) 

    In this paper, the artificial angular crack slot is used with 

angular cracks from 1mm to 3mm and angle of 45° . The 

reconstructed tomography image is shown in Figs 8. (a~e) 

correspond to cracks of 1mm to 3mm reconstructed by the 

proposed DTSTD method. The high intensity voxels (shown as 
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red color) indicate a high DTSTD value. Image f is the 3mm 

crack reconstructed with reciprocal of the normalized thermal 

effusivity 
𝑊

𝑒
. The stronger the intensity, the lower the effusivity 

where indicates the defect region. From Figs 8. (a~e), they show 

a 98.3% measurement accuracy of defect depth and angle where 

error = mean(measured depth – real depth) / mean(measured 

depth). The arched structure of the reconstructed image is 

caused by the even heating and thermal images with low time 

response in these temperature regions. Both DTT and DTSTD 

methods are used for the estimated reconstruction of the defect 

3D structures. Since the DTT method is strictly derived from 

the semi-infinite model and the heat is assumed evenly spread 

on the test object surface, the DTT method used here suffers 

from non-uniform heating of the ECPT system. The proposed 

DTSTD method shown in Figs. 8(a~e) performs better with 

increased robustness to non-uniform heating while preserves 

enough reconstruction resolution compared to the DTT method. 

Fig. 8(f) shows reconstructed defect 3D structures with 

dynamic thermography where the depth and position of the 

defect are also visible. Although DTT method is good for 

surface heating, it performs inferior for volume heating of 

ECPT systems compared to the DTSTD method. The boundary 

effect is particularly critical and caused by the un-uniform 

heating of the ECPT system. The area near the excitation coil 

has a much stronger signal intensity compared to the area far 

from the excitation. The obtained result from artificial cracks 

shows the proposed method shows better performance in ECPT 

thermal tomography for the volume heating. 

C) Comparison of x-ray computed tomography and proposed 

thermal tomography 

This section validates and reports the comparison of the result 

from x-ray CT and the proposed thermal tomography approach. 

As is illustrated previously, the x-ray is hard to penetrate the 

entire rail track head. In this experiment, the rail track head with 

RCF is cut with a depth of 9mm. Fig. 9 (a) is the tomography 

image of an RCF cut-off sample reconstructed from X-ray CT. 

Fig. 9(b) is the proposed thermal tomography image. From the 

two images, D5 has the longest length and depth. The defects 

of D2 to D6 are well-matched with each other. However, For 

Fig. 9(b), the D1 and D7 are not well reconstructed and show 

large noise around due to the boundary effect of heat conduction, 

which shows that the edge effect and thermal propagation at 

borders should be reconsidered. 

 
 

(a) X-ray CT image 
 

(b) Reconstructed thermal tomography image 

 

Fig. 9 X-ray CT image and the proposed thermal tomography image (160 kV microfocus ) 

 

 
(a) DTSTD Thermal tomography image (front view) 

 

 
(b) X-ray tomography image 

 
(c) DTSTD Thermal tomography image (back view) 

 

 
(d) Thermal image 
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Fig. 10 X-ray CT image and the proposed thermal tomography image (160 kV microfocus industrial CT) 

    Fig. 10 shows another rail track sample with tiny RCF cracks. 

The proposed DTSTD thermal tomography image is given in 

Figs 10(a) and (c). Fig. 10(d) is the thermal image and the 

corresponding X-ray tomography image is shown in Fig. 10(b). 

The excitation coil used is the Helmholtz coil located on the top 

and bottom side of the sample. The heating time is 200ms with 

current density of 230A. From the thermal image, non-uniform 

heating happens where the bottom side near the coil has larger 

mean temperature. The effect is also shown in the thermal 

tomography image as the bottom side has more defect points. 

Limited by the resolution of the thermal camera the point cloud 

of the RCF defect can be improved using thermal camera with 

higher capturing speed of transient images [30]. The defect 

shape, sizing and the position from the X-ray tomography will 

be further investigated with the DTSTD thermal tomography. 

IV CONCLUSION AND FUTURE WORK 

This paper has proposed a thermal tomographic analysis of 

the RCF in rail track head. The square root time of temperature 

drop has been used to estimate the depth position. As for the 

response signal of crack information, the DTSTD is proposed 

to construct the sectional images. This work has been validated 

using artificial angular cracks and X-ray CT. The obtained 

result has shown that the DTSTD can be used as the governing 

pattern to reconstruct thermal tomography images, and 

demonstrated that thermal penetration can be modeled and 

applied for the 3D reconstruction of ECPT. In addition, the 

proposed method has better reconstruction performance than 

DTT method. 

At present, this work reconstructs the 3D thermograph model 

from one single excitation angle. This poses a limitation of the 

reconstruction precision of the different locations of defects, 

sample geometry and sizes. Also, different excitation and coil 

angles can affect the reconstruction result. Further work will be 

validated through more samples of natural RCF samples with 

different excitation coils and angles. 
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