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nysrerhr:A Raman spectroscopy, with its advantages of non-contact nature, rapid 

detection, and minimum water interference, is promising for non-invasive blood 

detection or diagnosis in clinic applications. However, there is a critical issue that how 

to accurately analyze blood composition by Raman spectroscopy. In this study, we 

apply extreme learning machine (ELM) algorithm and a multivariate calibration 

regression model to analyze the results from Raman spectroscopy and determine the 

component’s concentrations in blood samples, including glucose, cholesterol, and 

triglyceride. Self-adaption differential evolution artificial bee colony (SADEABC) 

algorithm was further applied to increase the data’s accuracy and robustness. The 

obtained data for coefficient of determination, root mean square error of calibration, 

root mean square error of prediction, and relative percent deviation, were 0.9822, 

0.3993, 0.3827, and 6.6679 for glucose, 0.9786, 0.2104, 0.2088 and 5.9533 for 

cholesterol, and 0.9921, 0.2744, 0.3433 and 10.5075 for triglyceride, respectively. 
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Results demonstrated that the model based on SADEABC-ELM show much better 

prediction data than those models based on the ELM and ABC-ELM. 

 

 

Km wpe s:AExtreme Learning Machine; Raman spectroscopy; Artificial Bee Colony 

algorithm; Self-Adaption Differential Evolution; blood detection 

 

1.I rep thrnp  

Along with rapid economic development and significantly improvement of 

people’s living and diet qualities, there is an increasing issue on the rising cases of 

cardiovascular and diabetic disorders [1]. Therefore, the top priority issue is to detect 

the disease in time, and effectively treat as soon as possible. In clinical practice, analysis 

concentrations or levels of relevant components in the blood samples is one of the most 

commonly methods to detect these diseases in timely [2]. However, these invasive 

detection methods have disadvantages including consumption of a large amount of 

blood samples, high risk of infection, time-consuming, and needs of different chemical 

reagents to analyze different substances [3, 4]. Therefore, minimally invasive or non-

invasive blood Spectral detection has recently attracted extensive attention because of 

its safety, non-polluting, and rapidity [5]. 

Spectral detection technologies can be applied to identify the chemical 

compositions and relative contents of substances simultaneously based on the spectrum 

obtained from the tested platform. Raman spectroscopy can achieve non-invasive and 

rapid detection for trace amount, and provide crucial information on compositions and 

structures of blood samples. The unique feature of high resistance to water interference 

using the Raman spectroscopy analysis makes it one of the preferred spectroscopic 

techniques for analyzing blood samples [6-8]. 

Combining Raman spectroscopy techniques with chemometric methods enables 

the opportunities for quantitative analysis of blood components [7], which not only 

relies on detection methods to obtain valid data, but also needs good regression analysis 
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methods. For this purpose, there are a few frequently used regression methods 

developed, including principal component analysis (PCA) [9], partial least squares 

regression (PLSR) [10], support vector machine (SVM) [11], and extreme learning 

machine (ELM) [12]. In recent years, convolutional neural network (CNN) has also 

been increasingly used in Raman spectroscopy. Mozaffari used 1D-CNN to train on 

millions of Raman spectra from standard available reference databases. The 

experimental results verified that 1D-CNN could identify one pure unknown Raman 

instance from thousands of classes with a high accuracy [13]. Wu developed a CNN 

model to identify the quality of honey by Raman spectroscopy of honey [14]. Wang 

have used the one-dimensional shallow CNN structure combined with elastic nets with 

elastic nets to predict the glucose concentration [15, 16]. Compared with other 

algorithm, ELM was learned without iteration, and it is easy to reach global optimal 

solution than other methods. Due to its superior convergence, less optimization 

constrains, good generalization capability and simplicity [17], the ELM algorithm is a 

good choice for quantitative analysis with Raman spectroscopy.  

ELM has been widely applied for solving various classification and regression 

problems in many fields such as computer vision [17-19], bioinformatics [20, 21] and 

environmental science [22, 23]. This paper is focused on the ELM as the core algorithm 

of the quantitative regression model. There are many studies for applying the ELM 

model in the field of spectral analysis. For example, Chen et al. proposed an ensemble 

ELM algorithm (EELM), and showed that EELM outperformed the classical PLSR [24]. 

Tan et al. used near-infrared spectroscopy to identify detergent powder brands and 

constructed an ensemble ELM model to classify different detergent powder brands, 

achieving an accuracy of the model 100% [25]. Chu et al. used laser-induced 

breakdown spectroscopy to identify nasopharyngeal carcinoma, and combined the 

random forest (RF) method and ELM to build an RF-ELM model, and the recognition 

accuracy of the model reached 98.330% [26]. Wang et al. proposed a partial least 

squares regression residual extreme learning machine (PLSRR-ELM) model for rapid 

determination of research octane number (RON) of blended gasoline, and showed that 

the model performed better than other models [27]. 
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In this study, we choose ELM as the fundamental model to enhance the algorithm 

and boost model’s robustness and prediction accuracy. For quantitative analysis of 

blood glucose, cholesterol, and triglyceride concentrations in the blood sample, we 

develop an ELM model optimized by the Self-Adaption Differential Evolution 

Artificial Bee Colony (SADEABC) algorithm. At first, the theory of the SADEABC-

ELM is given and then the SADEABC-ELM model is used to analysis of the Raman 

spectrum of whole blood. The results show that the combination of the SADEABC-

ELM model with Raman spectroscopy is a promising method for blood components 

quantitative analysis. 

2.Aarrmenr sAr  Aemrip s 

2.1AFT-Rrer Astmhrepshpt Ar  Arhqtnsnrnp Ahp  nrnp s 

The blood samples used in this experiment were collected from the First Hospital 

of Qinhuangdao City, Hebei Province. Total 106 blood samples (including healthy 

volunteers and clinically diagnosed diabetic patients) were collected from 106 

individual patients. Each of blood sample (about 5 mL) were divided into two groups. 

The first group (about 4mL) were measured according to the clinical standard method 

of the First Hospital of Qinhuangdao as standard values. The other group (about 1mL) 

were immediately stored in a refrigerator at 4°C for Raman spectroscopy analysis.  

Raman spectroscopy at 1064 nm excitation radiation (Nd: YAG laser with the 

maximum output power of 500mW) were recorded with a FT-Raman Bruker 

MultiRAM spectrometer (Bruker Optics, Germany) equipped with a high-sensitivity 

Germanium diode detector operating at liquid nitrogen temperature. The spectrum 

range is 400–4000 cm-1. All the Raman spectroscopy were recorded with 64 scans at a 

spectral resolution of 6 cm-1 under the laser power of 90mW. To ensure the accuracy of 

the experiment, the spectral data was acquired three times for each sample and then 

averaged as the raw spectral data. Spectral data were acquired using OPUS 7.0 software. 

 

2.2AxtrememAemre n  Aarhin m 

ELM is a single-hidden-layer structure, whose input weights and hidden-layer 
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biases are generated randomly [28]. Compared with the other algorithms, ELM has 

better learning accuracy and speed [24]. Fn .1 depicts its structure, showing the input, 

hidden and output layers. For a given set of N samples {(𝑥𝑖 , 𝑦𝑖)|𝑖 ∈ [1, 𝑛]} , the input 

vector and the output vector of the network can be written as 𝑥𝑖 = [𝑥𝑖1, 𝑥𝑖2, ⋯ , 𝑥𝑖𝑙]
𝑇 ∈

𝑅𝑙 and 𝑦𝑖 = [𝑦𝑖1, 𝑦𝑖2, ⋯ , 𝑦𝑖𝑙]
𝑇 ∈ 𝑅𝑙. 𝑥𝑖 is the Raman spectrum of ith sample, and 𝑦𝑖 

is the concentration of ith sample. The number of hidden layer nodes is l, and the SLFN 

with activation function 𝑔(𝑥) can be denoted as: 

 
1

( ), 1, ,
l

i j j i j

j

y g x b i N 
=

=  + =  (1) 

Where 𝜔𝑗 = [𝜔𝑗1, 𝜔𝑗2, ⋯ , 𝜔𝑗𝑙]
𝑇
 is the weight vector between the input layer and the 

jth node of the hidden layer, 𝛽𝑗 = [𝛽𝑗1, 𝛽𝑗2, ⋯ , 𝛽𝑗𝑚]
𝑇
  is the output weight vector 

between the node of jth hidden layer and the nodes of output layer, and 𝑏𝑗  is the 

deviation of the jth hidden node [29]. 

The formula of what can be written as follows: 

 =Hβ Y  (2) 

where H   is the output matrix of the hidden layer of the network, and 

 1 2
   

T

l l m
  


=β   is the output weight matrix, and 𝒀 = [𝑦1 𝑦2  ⋯ 𝑦𝑚]𝑙×𝑚

𝑇   is the 

expected concentration matrix. If the network structure parameters are remained 

unchanged and the function ( )g x  is infinitely differentiable, the output weight matrix 

β  can be solved by Eq. (3): 

 min −
β

Hβ Y  (3) 

the solution of β  can be obtained using Eq.(4): 

 ˆ +
=β H Y  (4) 

where 
+

H  is the Moore-Penrose generalized inverse of H . 
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Fn .A1 The illustration of ELM 

2.3ASnixnBCAn  penrie 

Over the past decade, there are extensive research on the parameter optimization 

algorithms of the random initialized weights and biases in ELM, such as Genetic 

Algorithms (GA), Particle Swarm Optimization (PSO), and Artificial Bee Colony 

Algorithm (ABC). Compared with other algorithms, ABC algorithm just has fewer 

parameters and is easy implementation [30].  

ABC algorithm is a brand-new intelligent optimization algorithm which takes its 

cues from feeding strategies of bee colonies [31]. In the ABC algorithm, there are three 

different categories of bees that are used to search for the greatest food sources, i.e., 

employed bees, onlooker bees, and scout bees. Employed and onlooker bees accelerate 

algorithm convergence, while scout bees manage the global search. However, the 

disadvantages of ABC optimization are easily under-fitting solutions, lacked stability 

and robustness [30]. The Self-adaption differential evolution (SADE) algorithm is used 

to find the optimal solution of ABC algorithm. The specific steps for SADE-ABC can 

be listed as follows: 

Step 1: Initialization. The parameters of ABC (e.g., the number of bees, the 

maximum number of cycles, and the maximum number of solution constants, etc.) are 

created and SN feasible solutions (nectar sources) are generated randomly. The feasible 

solutions are initialized as follows: 



7 

 

 
min max min

( )
j j j j

i
r= +  +X X X X  (5) 

where 1,2, ,i N=  , 1, 2, ,j D=  , D   is the dimension size, r   is a random 

number between 0 and 1, i
X  is the ith nectar source, and 

max

j
X  and 

min

j
X  are the 

maximum and minimum values of the nectar source position within the optimization 

range, respectively. 

Step 2: Employed bee search phase. Bees are used to search near the current nectar 

source and a new solution is generated according to Eq. (6): 

 ( )
ij ij ij ij kj

v x x x= +  +  (6) 

where , {1,2, , }i k SN  and {1,2, , }j D  are randomly selected, and k i ; ij
  

is randomly generated in [-1, 1]. A greedy algorithm is used here to select a better 

candidate solution to replace the original solution. The greedy selection method is 

utilized as follows: 

 
,   if  outperforms 

,   otherwise                 

i i i

i

i


= 


V V X
X

X
 (7) 

Step 3: Onlooker bee search phase. Each onlooker bee uses the selection 

probability i
p  to select a solution among those of all the employed bees. Then the 

onlooker bees search for new solutions and use the greedy algorithm to select optimal 

solutions. The formula for calculating the selection probability i
p  is 

 

1

i

i SN

k

k

fit
p

fit
=

=


 (8) 

where i
fit  is the fitness value of i

X , and it can be calculated by 

 

1
 ,    0

1

1 ( )  ,   0

i

ii

i i

if f
fitfit

abs f if f




+= 
 + 

 (9) 

where i
f  is the objective function value of i

X . 

Step 4: Scout bee search phase. When the solution hits the upper limit without 

being updated, it is abandoned to exit the local optimum and a new solution is created 
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randomly based on Eq. (5). At the same time, the corresponding employed bee is 

converted into the scout bee. 

By switching between the above three types of functional bees, the algorithm 

heuristically searches the optimal solution both locally and globally. However, the ABC 

has issues such as premature convergence and low search accuracy, so its models and 

structures are still needed for further improvement. 

The ABC has been combined with Differential Evolution (DE) [32] Algorithm to 

search for the optimal solution [33, 34]. The DE algorithm maintains a population 

containing NP candidate solutions, denoted as 
1, 2, ,

{ , , , }
G G G G

j j j D j
x x x=X , where G  is 

the number of population evolution. The population goes through processes such as 

mutation operation, crossover operation and selection operation[35]. If the end 

condition is not met, these processes will continuously be repeated. 

The most common method used in mutation operations is: 

 1 2 3
( )

G G G G

j r r r
F= +  −V X X X  (10) 

where the mutation rate F  is a fixed value between 0 and 1, 1, 2, 3 {1,2, , }r r r NP  

are randomly selected individuals, in which 1 2 3r r r  . 

The crossover operation realizes the information fusion of the target vector G

j
X  

and the mutation vector G

j
V , and a new vector G

j
U , which is called the trial vector 

and can be produced by: 

 
,

,

,

 , (0,1)

 , (0,1)

G

i jG

i j G

i j

v rand CR
u

x rand CR

 
= 



 (11) 

where {1,2, , }i D ,and CR  is a fixed value on [0,1]. 

The selection operation performs a greedy selection between G

j
X  and G

j
U , and 

the one with better fitness will be kept. This operation is performed as: 

 
1

  , ( ) ( )

 , ( ) > ( )

G G G

j j jG

j G G G

j j j

f f

f f

+
 

= 


U U X
X

X U X
 (12) 

In the DE algorithm, the mutation rate and the crossover rate are fixed values, 
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which are artificially set based on experience. They are remained unchanged in the 

entire algorithm. The concept of Self-Adaptation Differential Evolution (SADE) has 

been introduced to reduce the dependence on these fixed parameters, and the mutation 

rate and crossover rate are adjusted by using the current global optimal fitness value 

and the average fitness value. The adaptive adjustment method is based on Eq. (13) and 

Eq. (14): 

 
0

( )
1

GBestfit mean fit
F F

GBestfit

 −
= − 

 
 (13) 

 
0

( )
1

GBestfit mean fit
CR CR

GBestfit

 −
= − 

 
 (14) 

The adaptive principle is summarized as follows. When the global optimal value 

of the current fitness value is significantly different from the mean value, the values of 

the mutation rate and the crossover rate will decrease accordingly, therefore, the 

probability for the occurrence of random mutation at each solution's position is reduced. 

The reduced degree of exchange of position information between the two sets of 

solutions helps to reduce the step size of the optimization process and keep the current 

optimal states as much as possible. When the global optimal value of the current fitness 

value is less than the mean value, the mutation rate and the crossover rate are increased 

accordingly, thus increasing the probability of random mutation of each solution's 

position and improving the degree of exchange of position information between the two 

sets of solutions. Increasing the step size during the optimization process is also 

beneficial as this increases the likelihood that the algorithm will be updated and 

departed from the local optimum in the global context. This improved method will 

reduce the probability of bad evolution when a better solution is obtained. 

2.4Axor trrnp Ahenrmenp ApfAep m  

Several indicators, including the coefficient of determination (R2), the root mean 

square error of calibration (RMSEC), the root mean square error of prediction (RMSEP), 

and the relative percent deviation (RPD), are often used to evaluate the performance of 

quantitative regression models and evaluate the established model. The R2, RMSEC, 

RMSEP and RPD are defined as follows: 
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 𝑅2 = 1 −
∑ (�̂�𝑖,𝑝−𝑦𝑖,𝑝)2𝑛

𝑖=1

∑ (𝑦𝑝−𝑦𝑖,𝑝)2𝑛
𝑖=1

 (15) 

 RMSEC = √
∑ (�̂�𝑖,𝑐−𝑦𝑖,𝑐)2𝑚

𝑖=1

𝑚
 (16) 

 RMSEP = √
∑ (�̂�𝑖,𝑝−𝑦𝑖,𝑝)2𝑛

𝑖=1

𝑛
 (17) 

 RPD = √
∑ (𝑦𝑝−𝑦𝑖,𝑝)2𝑛

𝑖=1

∑ (�̂�𝑖,𝑝−𝑦𝑖,𝑝)2𝑛
𝑖=1

 (18) 

where m and n are the numbers of the calibration and prediction samples, respectively,  

𝑦𝑖,𝑐 and �̂�𝑖,𝑐 are the reference values and predicted values of the calibration samples, 

𝑦𝑖,𝑝, �̂�𝑖,𝑝 and 𝑦
𝑝
 are the reference values, predicted values and average value of the 

prediction samples, respectively. 

3.ARmst rsAr  A nshtssnp s 

3.1ASret mA rrrAtephmssn   

The Raman spectral data of 106 groups of experimental blood samples were 

obtained, and examples of the obtained Raman spectra are shown in Fig.2. In the 

obtained Raman spectral data, there may be non-human interferences and external 

factors during transportation and storage [36], so it is necessary to perform 

preprocessing operations such as baseline correction and Savitzky-Golay denoising on 

the samples data before establishing a quantitative regression model. 

To avoid excluding essential information related to the components in the special 

band interval in Raman spectra in the blood, the whole band interval is chosen to be 

modeled. The principal component analysis is introduced for dimensionality reduction 

of the experimental data [37]. In this study, the number of principal components 

selected after repeated experiments was 10, and the extracted data were proven to 

reflect the main feature information of the original data, thus avoiding complicated 

calculations. 

The Duplex algorithm was employed to select sample for the training set and 

testing sets. The principle of Duplex algorithm is selected samples according to their 

mutual Euclidean distance. At first, two most distanced samples from the dataset T will 

be chosen, and then repetitively select samples with maximal distance to the previously 
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sampled examples. These methods can ensure a maximum coverage of T. And the 

numbers of training sets and testing sets were 65 and 41, respectively. Training sets 

were used to train the SADEABC-ELM model and produce the best performance. 

Finally, the data of the testing sets were input into the final model to obtain the final 

predicted concentration value. 

3.2Axsrry nsiem rAr  Ar r  snsApfAqtr rnrrrnomAem emssnp Aep m  

At first, we developed a quantitative regression model based on the ELM 

algorithm and optimized the parameters of the model by GA algorithm, PSO algorithm 

and ABC algorithm. The GA-ELM, PSO-ELM and ABC-ELM models were finally 

obtained, and then the performance of these three models was compared, and the 

comparison results are shown in Try mA1. The results shown that the performance of the 

optimized model with intelligent optimization algorithms is better than the traditional 

ELM model. And the ABC-ELM model has higher accuracy, stability and shorter time 

than GA-ELM and PSO-ELM model. But the accuracy of ABC-ELM model not meet 

the requirements. So, the SADE algorithm is used to improve the accuracy of ABC-

ELM model.  

Try mA1 Evaluation indexes of three algorithm optimization models 

Models R2 RMSEC RMSEP RPD NG TIME（s） 

ELM 0.8263  0.0041  0.1365  1.6384  —— —— 

GA-ELM 0.8429 0.0222 0.1328 1.5324 56 52.191 
 

0.8429 0.0222 0.1328 1.5324 90 87.3530  

0.8875 0.0090 0.1248 1.7802 320 312.711 

 0.8875 0.0090 0.1248 1.7802 500 451.819 

PSO-ELM 0.8767 0.0313 0.0788 2.8194 56 25.363 
 

0.8800 0.0296 0.0747 2.9735 90 47.560  

0.8800 0.0296 0.0747 2.9735 320 148.008 

 08800 0.0296 0.0747 2.9735 500 213.912 

nBC-xea 0.8942 0.0212 0.0748 2.9719 56 26.923 
 

0.8942 0.0212 0.0748 2.9719 90 49.862  

0.8942 0.0212 0.0748 2.9719 320 146.543 

 0.8942 0.0212 0.0748 2.9719 500 230.358 
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After preprocessing, sample selection and band selection of experimental data, 

quantitative regression models were established for glucose, cholesterol and 

triglyceride components in the blood samples for concentration detection, and the 

proposed and constructed SADEABC-ELM model was used for prediction. Fn .A 3 

displays the obtained concentration forecast of the quantitative regression model of the 

blood glucose component parts. The concentration prediction of the quantitative 

regression model of cholesterol and triglyceride components in the blood samples are 

shown in Fn .A4 and Fn .A5, respectively. The closer the data distribution is near to the 

straight-line of y=x, the better the prediction effect would be. Results shown in Figs. 3 

to 5 reveal that data distribution using the SADEABC-ELM model is more concentrated 

on the diagonal line, while that using the ELM models more widely dispersed, which 

clearly prove the accuracy of SADEABC-ELM model. 

 

Fn .A2 Original Raman spectroscopy of blood samples with different glucose concentration 
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Fn .A3 Concentration prediction by quantitative regression model of blood glucose component in blood samples 

 

Fn .A4 Concentration prediction by quantitative regression model of cholesterol component in blood samples 
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Fn .A5 Concentration prediction by quantitative regression model of triglyceride component in blood samples 

The obtained parameters such as R2, RMSEC, RMSEP and RPD for all the models 

and the evaluation indicators of ELM, ABC-ELM, DEABC-ELM and SADEABC-

ELM are listed in Try mA2. From the analysis results listed in Try mA2, the SADEABC-

ELM model shows the best performance compared with ELM, ABC-ELM and 

DEABC-ELM models. The correlation between the actual and predicted concentrations 

of the three blood components obtained from the ELM model shows the lowest value, 

and the model prediction is poor with a low accuracy. Both the ABC-ELM model and 

the DEABC-ELM model show improved prediction performance, but the the 

correlation between the actual and predicted concentrations of the three blood 

components using the SADEABC-ELM model obtained the highest value (all above 

0.97). In the prediction of blood glucose concentration, the R2 of the SADEABC-ELM 

model is 0.9822, which is an increase of 0.1770 compared with the ELM model, 0.0290 

compared with the ABC-ELM model, and 0.0181 compared with the DEABC-ELM 

model. In the prediction of cholesterol concentration, the R2 of the SADEABC-ELM 

model is 0.9786, which is an improvement of 0.1491 compared with the ELM model, 
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0.0204 compared with the ABC-ELM model, and 0.0130 compared with the DEABC-

ELM model. In the prediction of triglyceride concentration, the R2 of the SADEABC-

ELM model is 0.9921, which is an improvement of 0.2285 compared with the ELM 

model, 0.0162 compared with the ABC-ELM model, and 0.0058 compared with the 

DEABC-ELM model. 

Based on the above modeling analysis and data statistics of blood sample 

components, the performance indicators using the SADEABC-ELM model are more 

prominent in predicting the concentration of each component than the other ones, with 

a better strong prediction accuracy and model robustness. However, there is still 

potential for improvement in our proposed model's prediction accuracy. In follow-up 

studies, we are thinking about building many modules and integrating them to further 

increase the generalizability of the model using the concept of integration strategy in 

integrated learning. 

Try mA2 Evaluation indexes of blood sample components 

 

4.ACp h tsnp  

Component Regression method R2 RMSEC RMSEP RPD 

Blood glucose ELM 0.8052 1.6536 1.3728 1.8390 

 ABC-ELM 0.9532 0.5059 0.5808 4.3936 

 DEABC-ELM 0.9641 0.3998 0.4989 5.1154 

 SnixnBC-xea 0.9822 0.3993 0.3827 6.6679 

Cholesterol ELM 0.8295 0.7614 0.6532 1.9638 

 ABC-ELM 0.9582 0.2092 0.2706 4.6410 

 DEABC-ELM 0.9656 0.2250 0.2374 5.2362 

 SnixnBC-xea 0.9786 0.2104 0.2088 5.9533 

Triglyceride ELM 0.7636 2.4893 2.4819 1.4580 

 ABC-ELM 0.9759 0.5548 0.5846 6.1712 

 DEABC-ELM 0.9863 0.3527 0.5049 7.1453 

 SnixnBC-xea 0.9921 0.2744 0.3433 10.5075 
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In this study, we used SADEAB algorithm to optimize the parameters in ELM and used 

it to predict the concentration of blood glucose, cholesterol, and triglyceride in human 

blood samples. According to the experimental results, the SADEABC-ELM model 

could accurately predict blood components’ concentrations and showed a much higher 

prediction accuracy and robustness than those of ELM, ABC-ELM, and DEABC-ELM 

models. Compared with clinical blood tests, the Raman spectroscopy can predict the 

concentrations of blood glucose, cholesterol and triglyceride simultaneously with less 

blood samples. The technology combining the SADEABC-ELM model with Raman 

spectroscopy can achieve rapid, accurate, and no requirement for chemical reagents. 

Due to these advantages, the SADEABC-ELM model with Raman spectroscopy will 

be a promising method for quantitative analysis of blood components.  
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