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Abstract

Leukaemia is the most common type of cancer found in children, with incidence rates
increasing. Chromosomal translocations are considered one of the leukaemia initiating
events. Causes of many chromosomal translocations remain unknown. Further molecular
events, such as epigenetic changes, are considered necessary for disease progression.
Epidemiological studies have identified many environmental exposures associated with
increased risk of childhood leukaemia. There is little understanding of the molecular role
these exposures play in the induction of chromosomal translocations or epigenetic changes,

such as DNA methylation.

The aim of this project was to use in vitro techniques to screen for the induction of
chromosomal translocations in response to environmental exposures i.e. caffeine, benzene
(smoking/air pollution), cotinine (smoking) and folate. To explore the potential role of DNA
methylation in childhood leukaemia development, a bioinformatic analysis investigated the
correlation between altered methylation in childhood leukaemia subtypes and environmental

risk exposures.

The NALMG cell line was used as an exposure model to detect TCF3-PBX1 and RUNX1-
RUNXZ1T1 translocations via RT-PCR assays. Preliminary experiments investigating
physiologically relevant concentrations of caffeine, benzene, cotinine, and folate, observed
translocation events with each risk exposure. Further cell line models were optimised to
investigate the impact of daily exposures and first exposure during exponential cell growth,
which also observed translocation events for each risk exposure. However, in these further
studies, translocation events were also observed in DMSO treated control cells suggesting

DMSO could be a contributing factor to the translocation events observed.

Using a meet-in-the-middle approach, methylation patterns were found to be significantly
overlapping between specific childhood leukaemia subtypes and radiation, alcohol, smoking,

nursery attendance, reported colds and maternal plasma folate.

Understanding the environmental risk contributing to chromosomal translocations and
epigenetic events that aid disease progression may be useful to influence public health

policy to assist and tailor prevention strategies for childhood leukaemia.
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1 Introduction
1.1 Childhood leukaemia

Childhood leukaemia is the most common form of cancer in children, and it accounts for
nearly a third of all childhood cancers [1]. A cancer of white blood cells, leukaemia is a
heterogeneous disease, meaning that differences in histology, genetic and chromosomal
abnormalities can not only be found between patients with the same phenotype, but can also
have intratumoral differences within the same patient [2]. Childhood leukaemia can be
segregated into 2 main subgroups, acute lymphoblastic leukaemia (ALL) and acute myeloid
leukaemia (AML), categorised by lymphoid or myeloid blood cells that divide uncontrollably
but are unable to mature. Within these subgroups there is further diversity in patient age,
with AML common in infants under 2 compared to 2-5 in ALL, molecular abnormalities, such
as copy number variants and chromosomal aberrations, and morphology, such as the
maturation of cells [3, 4]. The heterogeneity of childhood leukaemia plays an important role
in risk stratification and disease management, with developments in treatment targeted to
become more personalised based on cytogenetics, age and sex, which has improved
survival rates [4, 5]. With major improvements in diagnosis and treatment over the past few

decades, overall survival rates for childhood leukaemia are over 90% [6, 7].

ALL accounts for 80% of childhood leukaemias, making up 25% of all childhood cancers [1].
The peak age for children with ALL is 2 to 5 years of age, with over 450 cases per year
diagnosed in the UK [1, 8]. Whilst 5-year event free survival rates for childhood ALL are
reaching over 90%, overall relapse rates are still 25% [1]. Although survival rates are high,
there are many long term side effects of leukaemia treatment including central nervous
system relapse, cardiac and fertility problems plus an increased risk of therapy related
cancers [1]. The majority of cells involved in childhood ALL are immature precursor lymphoid

cells, consisting of 85% B-lineage and 10%-15% T-lineage cells [9].

AML makes up 15% of all childhood leukaemias, with 70 cases per year in the UK,
accounting for 5% of total childhood cancers [1]. The peak age for children with AML is
infants under 2 years old, with a higher ratio of boys diagnosed than girls [1]. Childhood AML

survival has a lower rate than ALL at 66% [1].

A number of genetic abnormalities are involved in leukaemia including chromosomal
translocations and inversions, chromosome number changes (aneuploidy), single nucleotide
mutations and deletions [10]. As a consequence of genetic rearrangements misregulation of
cellular processes can occur through novel fusion proteins or disruption of wild type proteins
[11]. A gain of non-random chromosomes, exceeding 50 chromosomes, known as high

hyperdiploidy, has been associated with secondary RAS mutations and chromatin modifier



genes which lead to oncogenic effects [12, 13]. The regulation of gene expression by altered
methylation can lead to inhibition of tumour suppressor genes amongst other disregulation
[14]. Many of these genetic abnormalities are key for patient treatment plans and contribute
in a variety of ways to leukaemia onset. Although leukaemia originates as a clonal disease,
progression of the disease leads to diverse mutant subclones, which gain a variety of these

abnormalities, driving the leukaemia forward.
1.1.1 Chromosomal translocations

One of the major structural abnormalities found in childhood leukaemia are chromosomal
translocations, with over 200 identified so far [3]. Chromosomal translocations occur when
the chromosome breaks and is reattached to a different chromosome. Non-reciprocal
translocations are caused by a small section of one chromosome attaching to a non-
homologous chromosome [15]. On the other hand, a reciprocal translocation occurs when
segments from two non-homologous chromosomes swap and reattach, generating two
chromosome translocations. If no genetic material is lost in the transfer this is known as a

balanced translocation, as shown in Figure 1.1 [16].

Non-reciprocal translocation

Chromosome Chromosome .
I break I section reattaches Conversion of
genestoa
different
. chromosome

Reciprocal translocation

Chromosome I Chromosomes ] ]
I break l swap and repair I Fusion proteins
and
- - misregulation of
. cellular processes

Figure 1.1. Overview of translocation formation. Translocations occur when chromosomes break, then swap

genetic material with no loss of genetic material. Non-reciprocal translocations occur when a section of one
chromosome is attached to a non-homologous chromosome, without any further exchange of genetic material,
allowing for the conversion of genes from one chromosome to another. Reciprocal translocations occur following
the repair of double strand breaks in 2 chromosomes creating 2 balanced chromosomal translocations that can

lead to fusion proteins and misregulation of cellular processes.

The originating double strand breaks (DSB) can occur through various means. Spontaneous
breaks can occur during replication stress, such as when the replication fork has a prolonged



arrest due to endogenous obstacles, that are then processed by either homologous
recombination (HR) or non-homologous end joining (NHEJ) [17]. Interference of transcription
and replication can cause blockages and lead to supercoiling, and some areas of DNA have
been shown to be prone to fragility [17]. DSBs are also formed during lymphocyte
development, where V(D)J gene segment recombination occurs to form antigen binding
domains. Errors in target recognition and joining can occur during V(D)J rearrangement
leading to translocations and insertions [18]. Exogenous stress from sources such as
ionising radiation, which has the energy to break DNA molecules and chemotherapy agents,
such as etoposide and cisplatin, that generate DNA adducts, have been shown to lead to
DNA DSB formation [17].

DNA DSBs can be dangerous, so when they occur cells mount DNA damage response
(DDR) measures. During S-phase, when the cell is replicating, DSBs are usually repaired by
HR. HR depends on a homologous template to repair the DSB, using a homologous
chromosome or sister chromatid to form a D loop, allowing for DNA synthesis and repair
[19]. Non-homologous end joining differs as it is used throughout the whole cell cycle, and
allows for repair of DSBs without the need for a homologous template [20]. NHEJ requires a
multitude of proteins including polymerases, nucleases and ligases, which process the two
ends of the DSB allowing for re-ligation [20]. Alternative-NHEJ (a-NHEJ) occurs through
pairing of short homologous sequences close to the breakpoint ends [21]. Due to their
nature, DNA repair pathways can both prevent translocations, by repairing DNA, through
mechanisms such as HR or promote translocations, by ligating non-homologous DSBs, via
NHEJ and a-NHEJ. Recognition of chromosome breaks is important in translocation
prevention, through activation of cell cycle checkpoints, such as the activation of Ataxia
Telangiectasia Mutated (ATM) by Mrell, Rad50 and Nbsl [22]. Members of the PARP
family are also activated by DNA strand breaks, which in turn recruit DNA repair factors for
repair via NHEJ and a-NHEJ, which may promote translocations [22]. With an estimated 10
DSBs per cell per day, DNA repair mechanisms are incredibly efficient, however, when
repair takes too long or encounters a problem, then these DSBs can lead to chromosomal

rearrangements [20].

The exact causes of many translocations are still unknown, however many factors within the
cell are thought to contribute to their formation. Although translocations are extremely rare,
many translocations have common gene partners, as observed in leukaemia subtypes,
suggesting that genome organisation may play a role in driving translocations. Two main
theories of translocation induction include the “contact-first” and “breakage-first” mechanisms
[23]. The contact first mechanism suggests that translocations occur between chromosomes

in close proximity [24]. On the other hand, the breakage first mechanism suggests that once
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double strand breaks are induced then the chromosome ends are able to travel through the
nuclear space and come into contact [24]. The mobility of DSBs have been shown to be
influenced by cell cycle stage and chromosome association with the nucleolus and nuclear
periphery [16]. Proximal chromosomes have been shown to have a higher translocation
frequency, with 80% of translocation breaks within a distance of 2.5um [25].As DSBs have
limited movement, this restricts potential translocation partners that they may come in to
contact with. DSBs have been shown to undergo pairing and dissociation with other DSBS,
but persistent pairs are more susceptible to forming translocations [16]. Common repair
centres and transcription factories, areas of the nucleus where multiple genes are brought
together with repair and transcription machinery, may provide a centre for pairing of
persistent DSBs [16]. The stability of the chromosome following a DSB may influence the
movement of the broken ends and whether translocations occur between proximal or distant

chromosomes [24].

Adults and children who have received chemotherapy treatment for a primary cancer can go
on to develop therapy-related leukaemias, as a secondary cancer. Like childhood
leukaemias, many therapy-related leukaemias are characterised by a variety of
chromosomal translocations including the 11923 MLL translocation, t(8;21)(922,q22)
RUNX1-RUNX1T1 fusion and t(15;17) PML-RARA fusion.

A common chemotherapy drug associated with therapy related leukaemia is etoposide, a
Topoisomerase Il poison [26]. Topoisomerase Il is an important enzyme catalysing the
topological conversion of DNA during various biological processes. Due to the length of the
DNA double helix, it is coiled tightly in the cell, and as such it can be difficult to unwind and
access required parts of the genome. During replication, enzymes such as polymerases can
increase the coiling of DNA as they track along the double helix leading to twists and tangles
in the DNA that can inhibit biological processes [27]. DNA segments can also become
intertwined and knotted during recombination and replication which can be detrimental to the
cell [27].

Topoisomerase proteins are cleavage enzymes used to regulate the topology of DNA. Type |
topoisomerases induce single strand breaks into DNA, allowing for strand passage or helix
rotation to regulate under and overwinding of DNA [27]. Type Il topoisomerases use DSBs to
allow transport of double stranded DNA, removing DNA tangles and supercoiling [27]. There
are 2 isoforms of topoisomerase Il enzymes in humans, topoisomerase lla and
topoisomerase |IB. Topoisomerase lla is found at high levels during replication and is
thought to be important for proliferating cells [27]. Expression of topoisomerase 11 is

independent of cell cycle but is important in neural development [27].



Topoisomerase Il introduces a DSB to allow the unwinding of tightly coiled DNA, Figure 1.2.
A cleavage complex is formed with topoisomerase Il and the DSB, allowing for the second
DNA strand to pass through the middle of the complex. Once the uncoiling has occurred
then the complex is processed and the broken DNA strand is religated. Topoisomerase I
poisons, such as etoposide, prevent topoisomerase II-DNA complexes from proceeding to
the next step, which is re-ligation of the DSB, Figure 1.2. Once these complexes have been
processed, DNA DSBs are produced, initiating repair mechanisms, which can lead to

chromosomal translocations [28].

Normal Topoisomerase Il function
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Figure 1.2. Action of Topoisomerase Il in the presence and absence of Topoisomerase poisons.
1.1.2 Chromosomal translocations associated with Acute Lymphoblastic Leukaemia

Although some chromosomal translocation gene pairs are found at a high frequency in
childhood leukaemia, there have been over 200 genes associated with childhood leukaemia
translocation pairs [3]. The most common leukaemia translocations and their frequency in
childhood leukaemia are described in Table 1.1. Other genetic abnormalities such as
hyperdiploidy, hypodiploidy, T-cell abnormalities, plus many other translocation pairs, make

up the rest of the main biological subtypes found in childhood leukaemia [3].



Table 1.1. The most commonly occurring chromosomal translocations found in childhood B-ALL and their

frequency [3].

£(12:21)(p13;q22) ETV6-RUNXL (TEL-AMLL) 25
£(4;11)(q21:923) KMT2A-AFF1 (MLL-AF4) 5
£(1;19)(q23;p13) TCF3-PBX1 (E2A-PBX1)

£(9:22)(q34:911) BCR-ABLL 3

(BCR-ABL, Philadelphia Chromosome)

The translocation t(12;21)(p13;922) leads to a ETV6-RUNX1 fusion which is the most
common genetic abnormality in B-ALL, accounting for 25% of cases [9]. Patients with ETV6-
RUNX1 have a high overall survival rate, reaching 93%, leading to a reduction of intensive
therapy [9]. The ETV6 gene on chromosome 12 encodes a transcription factor from the ets
family that is involved in transcriptional repression through a Sterile alpha motif (SAM)
domain (N-terminal pointed domain) and a central domain [29]. The RUNX1 gene on
chromosome 21 is a transcription factor involved in haematopoietic differentiation and cell
cycle regulation [30]. Fusion of the SAM domain of ETV6 to the RUNX1 gene results in a
fusion protein that can disrupt normal ETV6 activity through dimerization with the wild-type
protein and is known to interact with other transcription factors as well as repress RUNX1
target genes [29, 30]. Immature B-cells with ETV6-RUNX1 accumulate, infiltrating vital

organs, suppressing normal blood cell formation and differentiation [31].

Rearrangements involving the mixed lineage leukaemia (MLL) locus, also known as KMT2A,
are involved in over 5% of ALL cases, accounting for 70% of infant ALL [9, 32]. KMT2A
translocations are found in both B-ALL and T-ALL leukaemia [9]. The KMT2A locus has
been found to partner with over 40 different genes in childhood leukaemia [33]. The most
common translocation partner of KMT2A, with a frequency nearing 40% is AFF1 [34].
Patients with a KMT2A-AFFL1 fusion often have a poor prognosis and low survival rate [32].
KMT2A contains a domain involved in the methylation of histone H3, required in transcription
[32]. Studies have shown that KMT2A is important for embryogenesis, normal
haematopoiesis, and regulation of HOX genes, suggesting that a translocation at this locus
could contribute to leukemogenesis [32, 33]. With a role in gene transcription regulation and
chromatin remodelling, AFF1 acts as scaffolding proteins for transcription elongation factors
P-TEFb and ELL1/2 [35].

The translocation t(1;19) (g23;p13.3) creates a TCF3-PBX1 fusion, which is one of the most

common pre-B cell translocations involved in 5% of ALL cases [9]. Patients with TCF3-PBX1



often require an aggressive treatment course, but overall survival rates are currently at 85%
[36, 37]. TCF3, a transcription factor 3 gene, is found on chromosome 19, and encodes E12
and E47 transcription factors [38]. These E proteins are ubiquitously expressed members of
the helix-loop-helix family that are able to bind DNA as homodimers or heterodimers as
regulators of gene transcription [38, 39]. Numerous studies have shown TCF3 has an
important role in B cell lineage and development, with mouse knockouts showing B-cell
arrest before immunoglobulin rearrangement, as well as a functional role in T cell
differentiation [39, 40]. The homeodomain transcription factor, PBX1, encoded on
chromosome 1, is involved in the regulation of various embryonic processes [39, 41]. PBX1
interacts with HOX proteins, regulating expression of developmental genes involved in
haematopoiesis, suggested to be an early stage regulator of precursor commitment to B-cell
lineage [41]. TCF3-PBX1 fusion protein effects transcriptional activation, it can interact with

HOX proteins inhibiting gene regulation, and reduces normal TCF3 activity [39].

The translocation t(9;22)(q34;g911), creates a BCR-ABL1 fusion, known as the Philadelphia
Chromosome, and is most commonly associated with adult Chronic Myeloid Leukaemia
(CML) but is also found in childhood ALL and AML [42, 43]. BCR-ABLL1 is found in 3% of B-
ALL cases [9]. Patients with Philadelphia positive ALL have a poorer prognosis than
Philadelphia negative ALL and are often treated with a combination of tyrosine kinase
inhibitors and chemotherapy [42, 44]. The ABL1 gene on chromosome 9 encodes a tyrosine
kinase that is joined to the BCR gene on chromosome 22, resulting in aberrant tyrosine
kinase activity [42]. The BCR gene can break in different places (major and minor breakpoint
cluster regions) resulting in different sized fusion genes, the most common in ALL being the
190 kDa BCR-ABL1 fusion protein [42].

1.1.3 Chromosomal translocations associated with Acute Myeloid Leukaemia

Most AML cases harbour a variety of chromosomal alterations including high hyperdiploidy
and recurrent translocations. The most common translocations found in AML are shown in
Table 1.2.

Table 1.2. The most commonly occurring chromosomal translocations found in childhood AML and their
frequency [3, 45, 46].

t(8;21) (q22;q22) RUNX1-RUNX1T1 (AML1-ETO)  10-15
11q23 KMT2A (MLL) 8-14
t(15;17)(q22;021) PML-RARA 10-15



In AML, KMT2A (MLL) translocations are found in up to 14% of cases [46]. In infants,
KMT2A translocations account for 65% of AML cases [3, 46]. Unlike the same translocation
in ALL, which has a poor prognosis, KMT2A translocations in AML are associated with
intermediate risk [46]. In AML, KMT2A is found with fusion partners such as the MLLT3 and
MLLT210 genes [47]. These translocation partners may play an important role in
leukemogenesis through Dotl, a histone methyltransferase, that has been shown to interact

with KMT2A fusion partners and activate oncogenes [48, 49].

The RUNX1-RUNXL1T1 translocation occurs in 15% of all AML cases, involving the same
translocation partner gene RUNX1, which is found in childhood ALL cases [3, 45]. This
cytogenetic marker has been associated with good prognosis in childhood AML [50]. RUNX1
Partner Transcriptional Co-Repressor 1 (RUNX1T1) is found mutated in many different
cancers [51]. It acts as a transcriptional repressor by interacting with transcription factors
[51]. The RUNX1-RUNX1T1 fusion protein interferes with normal RUNX1 activity and has

been shown to mediate alternative splicing and chromatin remodelling [52].

The PML-RARA gene is another common translocation found in acute promyelocytic
leukaemia (APL) and accounts for 10-15% of AML cases [50]. The RARA gene on
chromosome 15 encodes retinoic acid receptor alpha, a nuclear transcription factor that is
involved in myeloid cell differentiation [53]. The promyelocytic leukaemia gene, PML, located
in chromosome 17, interacts with many proteins in different pathways to regulate tumour
suppression and haematopoietic stem cell differentiation [53]. The fusion protein formed
from the PML-RARA fusion gene acts as an oncoprotein with altered retinoic acid receptor

function and transcription repression [53, 54].

1.1.4 Evidence for the “two-hit” hypothesis and in utero development of chromosomal

translocations in leukaemia

Due to the early onset of childhood leukaemia and concordance in twins, evidence has
grown to support the hypothesis that many of the initiating translocations that lead to
childhood leukaemia occur in utero [55]. Using cord blood and Guthrie cards (blood from
newborn heel pricks), multiple studies have shown that leukaemia associated translocations
occur in the population at a range of frequencies, from 0.01% to ~8% [56]. One study using
reverse transcription PCR, found an incidence of 1% for ETV6-RUNX1 translocations in cord
blood of newborns with normal development [10], and another study found the incidence of
the same translocation to be 5% using a DNA based method called GIPFEL [56]. GIPFEL,
genomic inverse PCR for exploration of ligated breakpoints, utilises restriction enzymes and
ligases to cut genomic DNA and allow for ligation of known points in the presence of a

translocation, which can then be detected through multiple PCR, gPCR and Sanger



sequencing steps [57]. A study using cord blood and spleen tissue samples from aborted
foetuses, found samples positive for the ETV6-RUNX1 translocation, at a rate of 2%, which
provides further evidence for the initiating translocations occurring in utero [58]. With the
incidence of ETV6-RUNX1 positive leukaemia at 0.01-5%, the presence of the ETV6-
RUNX1 translocation in the population is estimated to be at least 100-500-fold higher than

incidence of leukaemia.

The development of childhood leukaemia is thought to occur through a “two-hit” hypothesis
which has been described and updated by Greaves et al. throughout the years [3, 10, 59-
61], in which a first-hit mutation occurs, such as a chromosomal translocation, but requires
further molecular events, such as changes to DNA methylation, before the development into
leukaemia [3, 10, 55, 59, 62]. This is similar to Knudson’s “two-hit” hypothesis, which was
first described in Retinoblastoma, and suggests two mutations are required to occur in a
single tumour suppressor gene [63, 64]. Knudson’s “two-hit” hypothesis suggests that
mutations are required in both alleles of a tumour suppressor gene either through the gain of
two individual mutations in somatic cells for the case of sporadic cancers, or in inherited
cancers, a mutation is passed on in germ line cells and only requires a single gain of
mutation in somatic cells. This subsequently leads to loss of tumour suppressor activity and
cancer progression. In leukaemia however, the “two-hit” hypothesis described by Greaves
focusses on the timing of mutations and this 2-step development does not necessarily need
to occur in the same tumour suppressor gene, although many mutations are expected to be
complementary to initiate disease progression, such as in some AML cases, where
cooperation between FLT3 mutations and RUNX1-RUNX1T1 chromosomal translocations is
expected to contribute to the disease phenotype, [62, 65, 66]. Evidence of the development

of leukaemia via Greaves’ “two-hit” hypothesis comes in part from the difference between
chromosomal translocation presence in the population and the incidence of leukaemia,
suggesting that further mutations are required following the “initiating” chromosomal
translocations to induce leukaemia, which is why disease incidence is less than translocation
rates in the population. This is supported by the early onset of disease, in such that the
initiating “hit” is caused in utero with further “hits” occurring in utero or early childhood. The
biology of cancer is often summarised by six key hallmarks that underlie the progression of
cancers: resisting cell death, sustaining proliferative signalling, evading growth suppressors,
activating invasion and metastasis, enabling replicative immortality and inducing
angiogenesis [67]. Childhood leukaemias mainly derive from naive stem-like pre-B and pre-T
cells that remain immature as they divide, developing blast-like leukaemic precursors [68].
These pre-cursor cells already encompass traits described by the hallmarks of cancer, such

as the ability to travel in the blood stream and throughout the body, as well as growth and



extravasation. This suggests that these pre-cursor cells do not need to gain as many
mutations as other forms of cancer, providing an explanation for the short latency period,

with mutations occurring during development and childhood [68].

Further support that the first “hit” occurs in utero comes from studies of leukaemia in twins.
Fusion genes have been found before and at birth in circulating blood and retrospective
neonatal blood spots from twins with concordant leukaemia [69]. Monzygotic twins share a
blood supply, so concordant leukaemia in twins may be initiated by a mutation in one twin
that passed to the other twin through the placenta. The same clonal expansions and markers
have been found within monozygotic twins, further supporting the idea that initiating events
occur in utero [69]. In a study of triplets, a monozygotic pair sharing a placenta developed
concordant ALL, whereas the 3" dizygotic triplet with a separate placenta was leukaemia
free [70]. The ETV6-RUNX1 translocation was PCR amplified in neonatal blood spots from
all 3 triplets, but blood taken after leukaemia diagnosis at 21 months, showed that the
translocation was present in the monozygotic pair, along with an ETV6 deletion, but not in
the 3" healthy triplet [70]. The author’s of the study addressed that the disappearance of the
translocation in the 3" triplet could, although unlikely, be due to laboratory cross-
contamination during the neonatal blood spot testing, or could suggest that fetal cells are
able to travel in the maternal circulation from one placenta to the other, and the pre-
leukaemic cells in the 3rd triplet were eliminated after birth [70]. A further study of
monozygotic triplets found that all three triplets developed ALL, with shared rearrangements
and further subclonal differences, suggesting that monozygosity and sharing a placenta are

important risk factors for multiple birth leukaemia [71, 72].

Concordant ALL in monozygotic twins is found at a rate of 5-10%, with a variable latency,
from infant to late teens [69]. A study of a twin set with the same ETV6-RUNX1 fusion
translocation, showed twin one was diagnosed with ALL at 5 years old, whilst twin two was
haematologically normal, but twin two was then diagnosed with ALL at 13 years old [55].
Historic bone marrow from both twins at the time of twin one diagnosis showed that both
twins had the same translocation at that time. This variability in the onset of leukaemia may
be due to the requirement for further postnatal events, which could occur at different times. A
short latency period in infants may be propagated by the initiating mutation making the cell

more susceptible to further mutations.
1.1.5 DNA methylation and leukemogenesis

DNA methylation plays a key role in the epigenomic landscape, providing essential gene
regulation, allowing for gene expression in specific cell types. During DNA methylation a

methyl group from the co-factor S-adenyl methionine is transferred to a cytosine nucleotide
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that directly precedes a guanine nucleotide, known as a CpG site [73]. This reaction is
catalysed by DNA methyltransferases (Dnmts), with de novo Dnmts catalysing initial
methylation patterns on DNA, and maintenance Dmnts copying methylation patterns on new
strands after replication [73, 74]. When stretches of DNA have a high CpG density, this is
known as a CpG island, and they are frequently found in key locations of gene promoter
regions, and as such are often not methylated [73]. This is key to the role DNA methylation
plays in regulating gene expression during development, with methylation of CpG islands
generally associated with silencing of gene expression [73, 75, 76]. DNA methylation
interacts with a variety of binding proteins which can modify and maintain genomic integrity
and alter transcriptional activity [77]. By influencing chromatin structure, DNA methylation
can affect the accessibility of DNA to enzymes and potentially damage inducing molecules
[77].

Altered methylation has key links to many diseases, including cancer, where aberrant
hypermethylation has been associated with silencing of tumour suppressor genes [78].
Methylated cytosine can also spontaneously deaminate, resulting in a mismatch mutation of
uracil or thymidine to the original guanine pair, which have been associated with various
cancers, including AML [77]. Altered DNA methylation has also been observed in childhood
ALL [79]. A study in paediatric B-cell ALL patients observed common DNA methylation
signatures that were found across all subtypes, and in individual subtypes, with
hypermethylation the predominant alteration [80]. This study found deregulation of genes
involved in the prevention of apoptosis and increased proliferation which could play a vital

role in disease progression [80].
1.2 Environmental factors associated with an increased risk of childhood leukaemia

Incidence of childhood leukaemia is increasing year by year [81], with a European
population-based study showing that the incidence of childhood leukaemia has increased by
nearly 1% each year from 1970 to 1999 [82]. In economically developed countries,
leukaemia accounts for around 33% of total children’s cancer, a higher percentage than in
lower economically developed countries, where leukaemia accounts for less than 20% of
children’s cancers [83]. Some ethnicities, such as Latino children vs. non-Latino white
children living in California, USA, show a higher incidence of childhood leukaemia [68].
Studies in California observed that Latino children may have a higher exposure to
environmental hazards associated with an increased risk of childhood leukaemia. Higher
levels of persistent organic pollutants including polychlorinated biphenyls, were found in dust
at the homes of Latino children, and of fathers exposed to occupational pesticides, the

majority were parents to Latino children [84, 85]. Once thought to be a disease of genetic
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origin, there is growing evidence to suggest that various environmental factors may be

associated with childhood leukaemia.

Epidemiological studies allow us to identify risks associated with diseases. These studies
have allowed for the identification of many different environmental exposures as risk factors
for the incidence of childhood leukaemia. Factors implicated in an increased risk of
childhood leukaemia include maternal and paternal smoking, maternal alcohol consumption,
maternal caffeine intake, maternal nutrition, such as folate deficiency during pregnancy,
exposure to pesticides, paints and solvents, and a developing immune system [14]. There
are limitations to the use of epidemiological studies in assessing the exposure-risk
relationship due to the limited case numbers due to the rarity of childhood leukaemia. As
many epidemiological studies are performed retrospectively, results may be influenced by
reporting bias, with parents unable to accurately recall exposures during pregnancy which
may have occurred many years previously [86]. Some parents may also be unwilling to
report exposure due to the perceived stigma of blame associated with the exposure, such as
smoking during pregnancy [87, 88].

To date, there is little understanding of the molecular role these exposures play in the
induction of childhood leukaemia associated chromosomal translocations or epigenetic

changes, such as DNA methylation.
1.3 Folate deficiency
1.3.1 Folate and one carbon metabolism

Folates are B-vitamins found naturally in many foods such as vegetables, fruit and eggs, and
synthetically as folic acid in supplements and refined grain products including cereals and
flour. Folic acid is a monoglutamate folate parent structure, whereas most dietary folates are
polyglutamated [89]. Once ingested and entered into the small intestine, polyglutamated
dietary folates must be converted to monoglutamyl folates through hydrolysis catalysed by
glutamate carboxypeptidase Il at the intestinal apical brush membrane border. Transport of
monoglutamated folates into cells can then be facilitated by 3 different transporters: reduced
folate carriers, with a high affinity for reduced folates; folate receptors, with a high affinity for
folic acid; and proton coupled folate transporters, with high affinity for folic acid and reduced
folates at low pH, as described in Figure 1.3 [90]. Proton-coupled folate transporters are
widely expressed, with high expression seen in the duodenum and jejunum of the intestinal
tract, where a low pH is optimum for folate transport [91]. Passage across the apical brush
membrane into the vascular system is largely facilitated by proton-coupled folate
transporters [90, 91]. Monoglutamated folates are then transported to the liver where they

can either be polyglutamated for storage, secreted into bile or transported to systemic
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tissues [89]. Reduced folate carriers are ubiquitously expressed, the primary route for folate
transport to systemic tissues in neutral pH [92]. Folate receptors are expressed in epithelia,
hematopoietic tissues and T-cells, and work through endocytosis-mediated transport, and
are often found highly expressed in leukaemia and tumour cells [91, 92]. Once inside cells,
folates are returned to a polyglutamated state by foly-poly-glutamate synthase, allowing

folates to continue as a substrate for enzyme dependent reactions [90].
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Figure 1.3. Overview of folate transport, with enzymes in red [89, 91, 93, 94]. Most dietary folates enter the body
as polyglutamated 5-methylTHF and are subsequently hydrolysed by glutamate carboxypeptidase Il at the
intestinal apical brush membrane border into monoglutamyl form. Folic acid, a monglutamate, is the main folate
source found in vitamins and cell culture medium. These folates are transported into cells via 3 transporters:
folate receptors, which have a high affinity for folic acid, reduced folate carriers, which have a high affinity for
reduced folates and proton coupled folate transporters which have a high affinity for folic acid and reduced folates
at low pH. Monoglutamyl folates are primarily transported from the intestinal lumen across the apical brush
membrane by proton coupled folate transporters on the enterocytes, and then enter the vascular system across
the basolateral membrane. Folates are then directed to the liver and either stored as polyglutamed folates,
secreted into bile or released into the bloodstream to be delivered to systemic tissues and polyglutamated for use
in enzyme dependent reaction. Ubiquitously expressed reduced folate carriers are the main transporters of
folates into systemic tissues, whereas folate receptors are found largely on epithelia, hematopoietic tissues and

T-cells.

Metabolism of folate is important for many biological processes including DNA synthesis and
repair. One carbon metabolism involves multiple enzymes and vitamin substrates involved in
folate metabolism, allowing for one carbon moieties such as methyl, formyl and methenyl to
be transferred, mediating methylation reactions and nucleotide synthesis. A simplified

summary of the main pathways is shown in Figure 1.4 [95].

13



Ui | DHR

DHF
. Methylation
THF < MATI/Il Reactions:
Pyrimidine A L v gmﬁ
synthesis SHMT1 | _F1 Methionine SAM Histones
JUMP / Proteins
10-f-THF
510 o W MTR/
CHTHE Purine MTRR
; 2 synthesis
[t
dTMP I i
MTHER Homocysteine SAH
' - _m-THF
Folate Methionine
Cycle Cycle

Figure 1.4. Simplified overview of one-carbon metabolism. Folate/methionine cycle enzymes in boxes: DHFR,
dihydrofolate reductase; SHMT1, serine hydroxy-methyltransferase; MTHFR, 5,10-methylenetetrahydrofolate
reductase; MTR, methionine synthase; MTRR, methionine synthase reductase; MATI/Ill, methionine
adenosyltransferase. Substrates: DHF, dihydrofolate; THF, tetrahydrofolate; 5,10-CH2-THF, 5,10-methylene-
tetrahydrofolate; 5-mTHF, 5-methyltetrahydrofolate; 10-f-THF, 10-formyl-tetrahydrofolate; dUMP, deoxyuridine
monophosphate; dTMP, deoxythymidine monophosphate; SAM, S-adenosylmethionine; SAH, S-

adenosylhomocysteine.

Once inside the cell, folic acid is reduced to dihydrofolate (DHF) and then tetrahydrofolate
(THF) by DHF reductase [95]. The folate cycle continues with conversion of THF to 5,10-
methylene-tetrahydrofolate (5,10-CH2-THF) by serine hydroxy-methyltransferase (SHMT1)
[95]. Finally, reduction of 5,10-CH,-THF by 5,10-methylenetetrahydrofolate reductase
(MTHFR) produces 5-methyltetrahydrofolate (5-mTHF), the substrate required for the

methionine cycle [95].

Demethylation of 5-mTHF by methionine synthase reductase (MTRR) completes the folate
cycle, returning 5-mTHF to THF. This allows for the transfer of a methyl group into the
methionine cycle, converting homocysteine into methionine, which is then further adenylated
to S-adenosylmethionine (SAM), the universal methyl donor [95]. Methylation is an important
mechanism involved in many vital biological processes, catalysed by methyltransferases,
which add a methyl group onto substrates such as DNA, histones, RNA and proteins. For
example, DNA methylation is one epigenetic mechanism which provides regulation of genes
through the addition of methyl groups onto CpG sites in the genome. Following methyl
donation, SAM is converted into SAH, which is a competitive inhibitor of methyltransferases
[90]. SAM is also an inhibitor of MTHFR, so high levels of SAM results in MTHFR inhibition

and decreased production of 5-mTHF, therefore homocysteine is not converted to
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methionine [90]. When there are low levels of SAM, homocysteine methylation is favoured,

providing further regulation of the one-carbon cycle.

Nucleotide biosynthesis is also regulated by folate metabolism as 5,10-CH,-THF is used as
a substrate for the conversion deoxyuridine monophosphate (dUMP) to deoxythymidine
monophosphate (dTMP) during pyrimidine synthesis [95]. Further conversion of 5,10-CH-
THF to 10-f-THF and then THF is also involved in the pathway for purine synthesis [95].
Nucleotide synthesis is required for effective DNA synthesis and for repair of DNA damage,
and as the conversion of dUMP to dTMP is the only source of thymidine, it makes this
reaction a rate limiting step in DNA synthesis. If dUMP is not converted and dTMP levels are
low, then excess uracil can be incorporated into DNA instead [96]. Increased uracil
misincorporation has been observed in lymphocytes from both animal and cell models grown
in folate deficient conditions [97, 98]. In both studies, along with an increase in uracil
misincorporation, an increase in DNA strand breaks was also seen [97, 98]. A study in
Trypanosoma brucei showed that knockout of the enzymes dUTPase, an enzyme that
hydrolyses dUTP to dUMP for use as a substrate in thymidine synthesis and is linked to
increased uracil misincorportation, and Uracil-DNA glycosylase, an enzyme involved in the
repair of uracilated DNA, leads to increased levels of uracil incorporation which showed a
significant increase in DNA fragmentation and mutations thought to be due to attempted

excision and repair of the mis-incorporated uracil [99].

1.3.2 Folate requirements, factors influencing folate status and associations between folate

status and health

The recommended daily folate intake for adults is 400ug/day [100]. A lack of folate rich foods
in the diet, such as leafy greens, fruit and beans, can impact on folate status. Due to folate
deficiencies in the general population, many foods are now fortified with synthetic folic acid,
such as white flour, rice, pasta and cereals to increase folate levels through foods that are
regularly consumed across the population. In terms of folate bioavailability from folate
consumption in the diet, bioavailability from natural food is 50%, compared to 85%
bioavailability for folic acid fortified foods [101]. Diseases such as alcoholism can contribute
to folate deficiency due to impairments in folate carrier transcription, folate storage and
increase in excretion [101]. Several medications have also shown to contribute to folate
deficiency such as the folate antagonist methotrexate, used to treat some cancers and

autoimmune diseases, anti-convulsants and malaria medication [101].

Disease outcomes that have been associated with folate deficiency include vascular
diseases, depression, neural tube defects (NTDs) and Down’s syndrome [90]. Folate

deficiency has been linked to an increased risk of several cancer types such as cervical,
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lung and breast cancers, through polymorphisms, altered DNA methylation and uracil
misincorporation, with some studies showing that high folate intake reduces the risk of
developing colorectal cancer [96]. However, an excess consumption of folic acid has been
highlighted in potentially progressing established tumours, by providing nucleotides for

proliferation and altering DNA methylation status [96].

Polymorphisms within genes involved in folate metabolism and one-carbon metabolism
pathways have been shown to have an influence on folate status and impact on biological
processes leading to disease [90]. For example, individuals harbouring homozygous
polymorphisms in the MTHFR gene have presented with lower folate levels in plasma

compared to individuals who are homozygous wild type [90, 102].

1.3.3 Influence of folate deficiency pre-conception and during pregnancy for offspring
health

Plasma folate concentration in pregnant women decreases throughout pregnancy, in part
due to the increased folate demand of the foetus as it is rapidly growing, but also due to
haemodilution, renal function and hormonal changes as a result of the pregnancy [103]. Folic
acid supplementation is recommended during pre-conception and pregnancy at 400ug/day
to protect against NTD in infants [104, 105]. NTD’s are caused by a malformity in the central
nervous system during early gestation, such as anencephaly and spina bifida. An increased
risk of NTDs has been associated with maternal folate deficiency and with numerous

polymorphisms in folate metabolism genes, including MTHFR and MTR [106].

Many other adverse pregnancy outcomes have been associated with low maternal folate
including placental abruption (which has been linked to folate gene polymorphisms and
plasma homocysteine concentration), recurrent pregnancy loss, low birth weight and foetal
growth restriction [103]. In vitro studies have shown that folate deficiency can increase the
risk of aneuploidy, specifically in chromosomes 17 and 21, which are abnormalities
associated with Down’s syndrome and Alzheimer disease [107]. Meta-analyses have shown
that polymorphisms in folate metabolism genes (which are associated with insufficient levels
of biologically active folate) are a potential maternal risk factor for having a child with Down’s
syndrome, along with changes in methylation status of the infant [108]. Studies have also
shown that folic acid supplementation can reduce the risk of cardiovascular malformations
[109]. Folate deficiency in men may also contribute to an increased NTD risk during
pregnancy due to gamete exposure to dioxins that can cause mutations in spermatazoids
from folate deficiency mechanisms [109]. Folate intake during pregnancy has also been

suggested to influence childhood leukaemia risk.

1.3.4 Folate deficiency and childhood leukaemia
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Epidemiological studies have suggested that folic acid supplementation before and/or during
pregnancy lowers the risk of developing leukaemia in the offspring, although there has been
some disparity between studies [96]. The ESCALE study used telephone interviews to
collect data on maternal folic acid and vitamin supplements (that do or do not contain folic
acid) from 764 acute leukaemia cases and 1681 controls, whilst also investigating some
samples for polymorphisms [110]. This study found that maternal folic acid supplementation
was inversely associated with acute leukaemia in offspring [110]. Polymorphisms in folate
cycle genes MTHFR and MTRR (any MTHFR homozygous polymorphism plus heterozygous
MTRR polymorphisms A66G and C524T), which lead to reduced enzyme activity and
decreased availability of biologically active folate, were positively associated with acute
leukaemia and ALL [110]. A further study, ESTELLE, also used telephone interviews to
collect data on folic acid supplementation 3 months pre-conception, 1%t trimester and 2"%/3'
trimester, from 747 cases and 1421 controls [111]. The ESTELLE study did not find any
association with folic acid supplementation during pregnancy and childhood leukaemia but
did find a weak association between maternal folate acid supplementation pre-conception

and a reduced risk of childhood leukaemia in the offspring [111].

The Australia-ALL study used mailed questionnaires to collect data on maternal folate
supplements taken pre-pregnancy, 1%t trimester and 2"%/3" trimester, from 416 ALL cases
and 1361 controls [112]. This study found no association between folic acid supplementation
at any stage of pre-conception or pregnancy, which was in disagreement with an earlier
study in Western Australia, which had 83 cases and 166 controls, and found an association
between folate supplementation and childhood leukaemia risk after asking mothers about
their medication usage during pregnancy [112, 113]. Different outcomes from these studies
may be due to: reporting or recall bias from the mother as data was collected retrospectively;
variation in levels of consumed folate across geographical regions; many of the studies
collected data on the use of vitamin supplements that may or may not have contained folate;
and differences in experimental design which could all influence the overall conclusion of
these studies. Differences in case numbers can also contribute to different outcomes, as
generally larger studies are more robust, however with vague exposure measures, such as
supplementation vs. no supplementation, the differences in dietary folate status and genetic
variation, larger numbers may just increase the range of heterogeneity. Meta-analyses can
help to increase power and streamline heterogeneity across populations allowing for more

robust analysis of risk factors.

Due to the rarity of childhood leukaemia, the number of positive cases in these studies can
be quite low, especially for the rarer AML. Metayer et al. 2014 conducted a pooled analysis

of 12 case-controlled studies, from 10 countries, looking at self-reported folic acid and
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vitamin supplement intake (that do or do not contain folic acid) before and during pregnancy
[114]. The pooled analysis included information for 6,963 cases of ALL, 585 cases of AML
and 11,635 control participants, overcoming the limitations of many smaller studies with very
few case numbers, especially in the less prevalent AML subset [114]. Only 7 of the studies
focussed specifically on folic acid supplementation, accounting for 47% of the total subjects
[114]. Specific analysis was conducted for ALL and AML separately. Analysis for ALL
showed that maternal consumption of vitamin supplements and folic acid supplements
reduced the risk of ALL, with no significant difference for when the supplements were taken
(i.e. preconception and during pregnancy). For AML, vitamin supplementation overall was
not significant in reducing AML risk, however folic acid supplementation was specifically

related to reduced risk, suggesting folate levels may be key for the rarer AML subtype.

One Californian based study observed that ALL risk reduction was greatest in children of
Hispanic mothers who consumed B vitamin supplements a year before pregnancy [115].
Since Mexican-Americans have a higher prevalence for MTHFR polymorphisms than non-
Hispanic Americans, which is likely to affect their available active folate levels, this may have
been the reason for this observation [116]. Indeed, a study of genetic variants in the folate
metabolism cycle found that a homozygous MTR 2756 polymorphism was significantly
associated with an increased risk of ALL and AML and was most pronounced for leukaemias
that had a KMT2A translocation [117]. The MTR enzyme is involved in the transfer of a
methyl group from the folate substrate 5-mTHF onto homocysteine to produce methionine,
required for methylation. Variations in MTR could reduce the amount of methyl transfer, and
therefore affect the regulation of methylation, a scenario that is likely mimicked by folate
deficiency [118]. Data from these studies highlights the complexities of the relationship
between folate and risk and therefore the weakness of using supplementation alone as a

measure of exposure.
1.3.5 Mechanisms through which folate deficiency may contribute to leukemogenesis

In vitro and animal studies may offer support to suggest how maternal folate deficiency may
mechanistically influence leukaemia risk in the offspring via its involvement in nucleotide
biosynthesis and methylation, which in turn may contribute to the chromosomal translocation

events.

The role of folate in both nucleotide synthesis and methylation of biological molecules could
play a part in leukemogenesis. Folate deficiency can impact on thymidine synthesis, limiting
the conversion of dUMP to dTMP. If dUMP is not converted, then DNA synthesis is slowed

down and excessive uracil can be incorporated into DNA. This can lead to DNA strand
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breaks, point mutations and micronuclei formation, preventing effective DNA synthesis and
repair [96].

A study by Blount et al. 1997 found that the uracil content of bone marrow DNA was 9-fold
higher in folate deficient patient samples compared with individuals with normal folate
plasma levels but could be reduced with folic acid supplementation [119]. The study also
found the that folate deficient patients had higher levels of micronucleated reticulocytes and
erythrocytes, associated with double strand DNA breaks, that could be reduced with folic
acid supplementation [119]. Furthermore, mice fed a folate deficient diet have been
observed to have higher frequencies of micronucleated reticulocytes and erythrocytes, they
also had an increased mutation frequency in bone marrow [120]. Additionally, an in vitro
study in prostate cancer cells found that mild folate depletion increased uracil
misincorporation and single strand breaks, and induced of novel chromosomal
rearrangements, with some translocations mapping to known fragile sites [121].
Aneuploidies influenced by folate deficiencies have also been seen in chromosome 8, a
recurrent abnormality in AML [96, 122].

Structural aberrations, such as chromosomal translocations, can also be caused by altered
DNA methylation, such as demethylation of centromeres leading to segregation
abnormalities, altering gene expression, and chromatin remodelling resulting in breakages
[96, 123]. A study by Potter et al. 2018 observed significant overlaps between altered
methylation associated with childhood ALL and altered methylation associated with a mouse
model of maternal folate depletion [124]. DNA methylation was measured for a subset of
these overlaps in ALL patient samples to confirm aberrant methylation, and then measured
in a cohort population where folate status was known, observing an inverse association was
between mean percentage methylation in infants with red blood cell folate status (maternal
1%t trimester) and mean percentage methylation with vitamin B status (cord blood) in ALL
samples for 2 of 4 genes, observing hypermethylation with low folate status [124]. An
epigenome wide association study, using a meet in the middle approach, also found
significant overlaps between altered CpG methylation in ALL cases and maternal folate
status [125]. Maternal folate deficiency has also been observed to impact telomeres lengths,
with shorter telomeres in newborns [96]. Telomeres are important for maintaining
chromosome stability, and are rich in thymidine, and as such may be prone to uracil

incorporation in folate deficient conditions, leading to chromosome damage.

Due to its influence on DNA synthesis and repair, folate deficiency may make cells more
susceptible to mutagenic exposures that can cause mutations in DNA. A mouse study

investigating the effect of benzene on folate levels found that a low folate status was
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exacerbated by benzene and exposure to benzene further increased the level of micronuclei
in folate deficient mice, a measure of chromosome damage [126]. Moreover, in vitro studies
using Chinese hamster ovary cells observed that cells grown in folate deficient medium had
higher levels of DNA damage when exposed to low dose ionizing radiation compared to cells

grown in high levels of folate [127].

Although evidence suggests that folate might influence various mechanisms involved in the
leukaemogenic process, to the best of our knowledge no studies have linked folate with

initiating events i.e. chromosomal translocations.
1.4 Caffeine

Caffeine is a natural alkaloid (organic substance containing basic nitrogen) consumed in
coffee, tea, carbonated drinks and chocolate, and is also added as a stimulant to many pain
medications, making it one of the most widely accessible psychoactive substances
worldwide [128]. Caffeine is absorbed rapidly from the gastrointestinal tract into the
circulatory system, where it can distribute throughout the whole body, crossing brain,
placental and testicular barriers, reaching peak plasma concentrations an hour after
consumption, shown in Figure 1.5 [129]. The main enzyme responsible for caffeine
metabolism is cytochrome P450 1A2 (CYP1A2), which is found in the liver and is
responsible for demethylation of caffeine into its metabolites. It plays a further role in the
metabolism of caffeine metabolites before excretion into the urine, clearing caffeine from
plasma in an average of 2.5-5 hours [130]. Some factors have been shown to affect the
activity of CYP1A2, such as smoking which can induce CYP1A2 activity, increasing caffeine
metabolism, and oral contraceptives which have been shown to double caffeine clearing
time, slowing CYP1AZ2 activity [131-134]. Only 2% of caffeine is excreted in the urine
unmetabolised, so CYP1A2 activity is the limiting factor for caffeine clearance from the body
[129]. Metabolites of caffeine include: paraxanthine, which is biologically active with similar
effects as caffeine; theobromine, which has effects on diuresis, cardiovascular and glandular

processes; and theophylline, a potent caffeine homologue [129].
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Figure 1.5. The pathway of caffeine metabolism in the body
1.4.1 Caffeine consumption during pregnancy

Caffeine consumption during pregnancy has been associated with a variety of adverse
effects. During pregnancy, CYP1A2 is partially inhibited in the mother, decreasing CYP1A2
activity and increasing the half-life of caffeine up to 15 hours [135, 136]. As caffeine can
freely cross the placenta, and neither the foetus or the placenta possess the CYP1A2
enzyme required for caffeine metabolism, the foetus is likely to be exposed to caffeine for
long periods of time depending on maternal intake [137]. Caffeine is also able to enter milk
produced by breastfeeding mothers [130]. Epidemiological studies have shown an
association with maternal caffeine consumption and an increased risk of low birth weight and
loss of pregnancy, supported by further evidence from animal and in vitro studies [136, 138,
139]. Recommendations are already in place in the UK to limit caffeine intake during
pregnancy, with a recommend daily limit of 200mg caffeine, equivalent to 2 mugs of instant
coffee [140].

Animal studies have gained mechanistic insight into the impact of caffeine on pregnancy
[136]. A range of studies have shown that caffeine exposure can influence delayed

conception, pregnancy outcomes and beyond. Mice exposed to caffeine prior to conception
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had impaired embryo implantation leading to reduced fertility, which could be a result of
delayed oviductal embryo transport or altered regulation of steroid hormone-regulated genes
[136].Caffeine exposure during pregnancy has been shown to impact cardiovascular
development and growth, which could affect heart health in later life, and can reduce blood
flow to the uterus which may decrease the transfer of nutrients and lead to intrauterine
growth retardation (IUGR) [136]. Furthermore, exposure to caffeine during pregnancy in
humans has been associated with adverse outcomes on the long-term health of the foetus
such as childhood leukaemia, childhood obesity, impaired cognitive development and

cardiovascular and metabolic diseases in adulthood [136].
1.4.2 Maternal caffeine intake and childhood leukaemia

A pooled analysis of 5 epidemiological studies have shown an association between high
coffee consumption in pregnant mothers with an increased risk of childhood leukaemia [141].
Investigating these 5 individual studies in more detail, all data was collected retrospectively
following diagnosis of patients under the age of 15 years old with childhood leukaemia, with
4 studies in France and 1 study in Australia. Menegaux et al. 2005 [142] conducted face-to-
face interviews to collect data on consumption of tea, coffee and cola during pregnancy and
found an association for childhood leukaemia with increasing coffee consumption, but not
with tea or cola. This study contained the fewest cases and controls, at 280 and 288
respectively, with data collected from 4 regions in France, and analysis conducted at 80%
power and 5% significance [142]. The controls for this study were chosen from children with
matched age admitted to the same case hospitals for reasons other than cancer and birth
defects [142]. A larger study by Menegaux et al. in 2007 covered over 14 regions in France
with 472 cases and 567 controls, with controls randomly selected to match for age, gender
and region [143]. This study used self-reported written maternal questionnaires recording
cups of coffee consumed per day during pregnancy (caffeinated or decaffeinated not
differentiated), rather than tea and caffeinated sodas, and found a slight association
between more than 3 cups of coffee consumed per day and risk of childhood leukaemia

using odds ratios and 95% confidence intervals [143].

The 2 largest studies, ESCALE and ESTELLE, both conducted in France, employed
maternal telephone interviews, with close to double the number of controls to case
participants [144, 145]. The ESCALE study had 764 participants, with 1681 controls selected
randomly to match age and gender, with analysis conducted at 80% power and 5%
significance [144]. Results from the ESCALE study, where data was collected for
consumption of coffee, tea and cola during pregnancy and breastfeeding, showed an

association between childhood leukaemia and increasing quantities of coffee consumed
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during pregnancy, no association for tea consumption, but a slight association between ALL
and maternal cola consumption [144]. The ESTELLE study had 747 participants and 1421
controls, with controls selected through quota sampling to match age and gender of
childhood cancers, with an over-representation of infants less than 1 year old to gain power
in this subset [145]. This study assessed weekly and daily coffee or tea consumption during
the first trimester specifically and throughout the whole pregnancy, and found a significant
association between mother’s who consumed more than 2 cups of coffee per day and an
increased risk of ALL [145].

Furthermore, an Australian study used written maternal questionnaires to assess tea and
coffee consumption during the last 6 months of pregnancy, using odds ratio and 95%
confidence intervals [146]. Smaller than the ESCALE and ESTELLE studies, this study had
337 case participants but again had double the number of controls to cases with 697
controls matched to age, gender and location [146]. Results of the study found little
association between tea/coffee consumption and ALL, with an OR (95% CI) of 0.87 (0.61,
1.24) for consumption of coffee and/or tea in all mothers [146]. However, when limited to
ALL cases containing a balanced translocation, including ETV6-RUNX1 and KMT2A
translocations, accounting for 105 cases out of 337, there was some association seen
between tea and/or coffee consumption in all mothers with an OR (95% CI) of 1.27 (0.67,
2.38), and this was observed more prominently in non-smoking mother’s, especially when 2+
cups of coffee are consumed per day, with an OR (95% CI) of 2.55 (1.04, 6.22) [146].

1.4.3 Mechanisms through which caffeine may contribute to leukemogenesis

The potential mutagenic properties of caffeine have been discussed for many years, and
early studies in vitro, exposing HelLa cells to caffeine concentrations between 0-10,000ug/ml
of caffeine for 1 hour, found increasing chromosomal breaks and translocations with
increasing caffeine concentrations [147]. A review of caffeine carcinogenicity by Porta et al.
2003, described numerous studies that have shown that caffeine can impact DNA repair,
including altering checkpoints and increasing the carcinogenicity of other DNA damage
causing compounds including ionising radiation and alkylating agents [148]. A specific
example of this is from a study by Muller et al. 1996, where mouse embroys exposed to
caffeine had persistent DNA damage over time as measured by the COMET assay following
exposure to ionising radiation, compared to embryos which were not exposed to caffeine,
suggesting that caffeine delays repair of DNA damage [149]. Caffeine is an inhibitor of
phosphodiesterases and protein kinases such as ATM and ATR, which are components of
cell cycle checkpoint pathways. DSBs are recognised by a complex of proteins including
Mrell, Rad50 and Nbs1, which lead to activation of ATM, triggering DNA damage
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responses [22, 150]. ATM activation leads to the phosphorylation of substrates including
p53, Brcal and Chk2, which allows for activation of cell cycle arrest and apoptosis [151].
ATR is important in replicating cells and responds to a range of DNA damage through
recruitment to RPA-coated ssDNA via ATRIP, leading to the phosphorylation of Chk2 to slow
cell-cycle progresion [151], Inhibition of ATM and ATR can be oncogenic by preventing
delays in cell cycle checkpoint pathways, inhibiting repair time and allowing damage to
continue [148]. Inactivation of ATM has been shown to affect genomic stability and cell
viability, which could lead to chromosomal abnormalities [152]. The G2 checkpoint is
important for detecting damaged cells and allowing in arresting cells for repair or apoptosis,
however caffeine exposure has been shown to allow cells to evade this checkpoint, reducing
the amount of time cells have to repair, and allowing entry to further phases of the cell cycle
Furthermore, caffeine has been shown to disrupt HR, and a study by Oda et al. 2017
observed a potentiation effect between caffeine and chemotherapy treatments such as the
alkylating agent cisplatin, increasing apoptosis and reducing the number of cells in S phase
in vitro, increasing the anti-cancer effects of cisplatin [153]. The study exposed
hepatocellular carcinoma cells, HepG2, to 3.8ug/ml of cisplatin in the presence or absence
of up to 200ug/ml of caffeine and measured viability by CCK-8 assay, apoptosis via flow
cytometry and expression of FANCD2-Ub and RAD51 by western blotting [153]. The results
observed that in the presence of caffeine, apoptosis increased compared to cisplatin alone,
cell viability decreased in cells exposed to cisplatin plus more than 100 pg/ml of caffeine,
and expression of FANCD2-Ub and RAD51 was decreased in cells exposed to cisplatin plus
caffeine compared to cisplatin alone [153]. FANCD2-Ub and RAD51 are proteins involved in
the Fanconi anemia pathway, which is important for the activation of HR, suggesting that

caffeine may play a role in HR regulation through inhibition of these proteins [153].

Through abrogation of G2 checkpoints, caffeine is able to override etoposide-induced G2
arrest allowing cells to progress to mitosis without repairing DNA [154, 155]. Caffeine has
also been shown to impair the resection of DSBs through inhibition of single strand
annealing, preventing formation of the replication proteins RPA and Rad51 foci, which are
involved in homologous sequence searching and strand invasion during homologous repair
of DSBs [156]. In vitro studies have also suggested that caffeine acts as a topoisomerase Il
antagonist [157]. Topoisomerases form a complex with DNA, inducing DSBs to aid the
unwinding of DNA during replication, before religation. Topoisomerase antagonists prevent
topoisomerase Il covalently binding to DNA, which could lead to chromosomal abnormalities
due to DNA being unable to rewind. As a topoisomerase inhibitor, caffeine containing dietary
factors have been associated specifically with AML leukaemia, where 80% of cases contain

11923 abnormalities [158]. Other topoisomerase Il inhibitors such as etoposide, which acts
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as a topoisomerase Il poison, are associated with translocations including 11923, which lead

to therapy-related leukaemias [159].
1.5 Smoking

It is estimated that over 1.3 billion people worldwide use tobacco, most commonly smoked
as cigarettes, with over 80% of users from low- and middle-income countries (LMIC) [160].
Although smoking levels are decreasing in high-income countries, smoking incidence in
LMIC’s are increasing [161]. Over 8 million deaths per year are associated with tobacco use,
from both direct use and from second-hand smoke exposure [160]. The main causes of
death from tobacco smoke include cardiovascular disease, respiratory disease and cancer
[162]. Smoking is associated with at least 15 different types of cancers, accounting for 70%
of lung cancers in the UK, and is associated with an increased risk of adult AML, specifically
with cases of t(8;21) translocations [163-165]. Tobacco smoke contains over 60 known
carcinogens including nitrosamines, benzopyrene and benzene, as well as toxic gases such
as carbon monoxide [162, 166]. Smoking cigarettes allows the smoker to ingest the addictive

drug, nicotine, which makes smoking cessation difficult for many people [162].

Although smoking among women is less prevalent than smoking among men worldwide, it is
recommended that pregnant women stop smoking completely during pregnancy due to the
detrimental effects on the foetus [167]. Maternal cigarette smoking is associated with
infertility and placental complications during pregnancy, including placental abruptions [168].
Maternal smoking also increases the risk of foetal growth restrictions, early and still births
and sudden unexplained death in infancy [168]. Furthermore, smoking during pregnancy has
been associated with lower folate levels and NTDs, along with an increased risk of other
adverse health outcomes for the child including respiratory problems, cardiovascular

disease, birth defects and cancer [169].
1.5.1 Smoking and the risk of childhood leukaemia

Many epidemiological studies have been conducted to investigate the association between
tobacco smoke exposure and childhood leukaemia, with varied and often contradicting
results for maternal and paternal risks, as shown in Figure 1.6. A meta-analysis of 19 case-
controlled studies examined the effect of parental smoking on the risk of both childhood ALL
and AML, concluding that no association is seen for maternal smoking and increased risk of
ALL or AML [170]. Conversely, the study did find an association between paternal smoking
and increased risk of ALL, particularly in the paternal preconception smoking subgroup

[170]. However, results from individual studies vary in their associations.
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Figure 1.6. Differences in risk factor associations for ALL and AML seen between paternal and maternal smoking
exposure at different stages throughout offspring development. Arrows denote the associated risk for each stage,
with E denoting an increased risk of ALL when paternal smoking preconception and post-natally are combined. A:
[171], B: [145, 172], C: [173], D: [170, 174, 175], E: [172, 176], F: [177], G: [177], H: [173], I: [174], J: [178], K:
[178], L: [173].

One of the earliest studies, conducted in Colorado, John et al. 1991, used home visit
interviews to collect maternal and paternal preconception and pregnancy smoking data from
73 leukaemia cases with random age matched controls [174]. It was one of the first studies
to suggest an association between maternal smoking throughout pregnancy and increased
risk of childhood ALL, along with an increased risk with paternal smoking preconception
[174]. However, more recent studies, which include larger numbers of leukaemia cases,
have found no association between maternal smoking and increased risk of childhood
leukaemia. French study ESTELLE used telephone interviews to assess parental cigarette
consumption preconception and during pregnancy in 747 childhood leukaemia cases and
1421 control cases [145]. The ESTELLE study concluded that there was no association with
maternal smoking and increased risk of childhood leukaemia, but an association was seen
for paternal smoking and increased risk of childhood leukaemia, with a higher association for

AML over ALL, and for preconception over pregnancy exposure [145].

This was further supported by an Australian ALL study which used questionnaires to
evaluate parental smoking during pregnancy and prior to conception for 388 cases and 868
controls, and again found no association with maternal smoking, but did see an association
between paternal smoking preconception and an increased risk of ALL [175]. A similar sized
study in Northern California used questionnaires to determine maternal and paternal
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smoking exposures in 327 cases and 416 controls, finding an association between paternal
smoking preconception with a significant increased risk of AML and a non-significant
increased risk of ALL [172]. This study also found that the risk of ALL was greater when
paternal smoking preconception was combined with children exposed to postnatal passive
smoking [172]. A further study in Northern California in 2013 again showed an increased risk
of ALL when paternal smoking preconception was combined with postnatal passive smoking,
but also showed that this combination was specifically associated with the cytogenetic
subtype t(12;21)/ETV6-RUNX1 [176]. Although not significant, the study also found an
increased risk of AML with recurrent chromosome aberrations associated with prenatal
parental smoking and postnatal passive smoking [176]. Second-hand smoke exposure has
been shown to worsen the overall survival of children diagnosed with ALL [179]. Maternal
smoking during pregnancy and breastfeeding and paternal smoking preconception has been
associated with gene deletions in children with ALL, with significantly high levels of deletions
in cases with t(12;21)/ETV6-RUNX1 translocations [173].

The variation seen between parental smoking risk factors and childhood leukaemia could be
due to individual studies being conducted in different geographical locations, where other
potential compounding factors, such as genetics and environment, could influences results.
For example, a meta-analysis focussing specifically on AML found an association between
maternal smoking of Hispanic mothers during pregnancy and increased risk of AML, along
with an increased risk with any paternal smoking [177]. Due to the stigma and inference of
guilt surrounding smoking during pregnancy, reporting bias may also impact the outcome of
these epidemiological studies, and provide a reason for why an increased risk of childhood
leukaemia is seen repeatedly with paternal and second-hand smoke exposure, but not with
maternal smoking [86-88]. Other limitations of these studies include potential recall bias as
data is collected retrospectively following a diagnosis of leukaemia and small sample sizes

due to the rarity of the disease.

1.5.1.1 Mechanisms through which parental smoking exposure contributes to

leukemogenesis

Cigarette smoke has been shown to cause DNA damage and chromosomal structural
abnormalities [171, 180-182]. Using single cell gel electrophoresis, it has been shown that
smokers have significantly more DNA damage than non-smokers [182]. Although there is
little epidemiological evidence of an increased risk of childhood leukaemia with maternal
smoking exposure, chromosomal instability has been shown to be present at an increased
frequency in foetal amniocytes from mothers who smoked during pregnancy [178]. In the

study, amniocytes were taken from 25 smoking and 25 non-smoking pregnant women and
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underwent cytogenic evaluation, and significant increases in chromosomal instability,
chromosomal legions and structural chromosomal abnormalities were observed in smoking
mothers compared to non-smoking controls [178]. The most frequent structural
chromosomal abnormalities observed included deletions and translocations [178]. This study
also found that some chromosomal regions were particularly sensitive to smoke exposure,
including 5931, 17921 and most significantly, as it was only seen in the smoke exposed
sample, 11923, a common translocation in childhood leukaemia [178]. Maternal smoking
during pregnancy has also been linked to changes in DNA methylation in newborns,

implicated in the development of childhood leukaemia [14].

Many epidemiological studies have reported an association between paternal smoking
preconception and an increased risk of childhood leukaemia, suggesting that leukaemic
abnormalities may occur in male gametes. An animal study exposing male mice to cigarette
smoke condensate found changes in gene expression of sperm, activation of DNA damage
pathways and apoptosis in the testis [180]. The study also found phenotypic changes in the
offspring of cigarette smoke condensate exposed fathers, including decreased weight [180].
Chromosomal abnormalities have also been found in sperm of fertile male smokers at a

higher frequency compared to non-smokers [171].
1.5.2 Benzene

One of the major carcinogens found in cigarette smoke is benzene. This chemical is
released during the incomplete combustion of carbon materials, such as wood and tobacco,
and since the early 20" century has been produced in vast quantities through isolation from
petroleum [183]. Benzene can be found in gasoline, air pollution and solvents used for paints
and ink [183]. Since the mid-20" century, an increase in adult leukaemias has been
associated with workers exposed to benzene leading to guidelines on benzene workplace
exposure limits of 1 part per million (ppm) over an 8-hour period [183]. Benzene exposure
levels vary depending on different microenvironments, with contributions from cigarette
smoke and gasoline engine emissions. People who work in petrochemical, manufacturing
and transport industries are exposed to much higher levels of benzene than the general
population, and general indoor/urban outdoor exposure in the USA and Europe is lower than
general indoor/urban outdoor exposure in Asia [184]. Restrictions on car emissions and bans
on smoking in public places have shown a reduction in general benzene exposure in

environments around the world [184].
1.5.2.1 Benzene in air pollution

Benzene, along with formaldehyde, makes up 60% of the cancer risk for toxic air

contaminants [185]. Ambient air pollution, fuelled by industry, power generation, motor
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vehicle emissions and cigarette smoke contribute to 4.2 million deaths per year worldwide,
with South East Asia and the Western Pacific most encumbered by ambient air pollution
related deaths [186]. The main pollutants studied as constituents of air pollution include
sulphur dioxide, carbon monoxide, nitrogen dioxide and particulate matter of different
diameters PM1o and PMzs, with adverse health impacts including cardiovascular disease,
lung cancer and respiratory diseases [186, 187].

1.5.2.2 Benzene exposure during pregnancy

Foetal exposure to benzene in utero has been detected through its presence in cord blood,
showing that benzene can travel across and accumulates in the placenta at levels equalling
or higher than maternal concentrations [188, 189]. Infants and children may be more at risk
from benzene due to underdeveloped excretion pathways [190]. Occupational exposure to
benzene during pregnancy has been associated with adverse pregnancy outcomes such as
spontaneous abortions, low birth weight, decreased intrauterine growth and leukaemia [191-
194]. An animal study on prenatal benzene exposure in rats found that offspring had

changes in their motor activity and cognitive function [195].

Many recent studies have investigated the impact of air pollutants during pregnancy on
adverse health outcomes for the foetus, including foetal loss, pre-term birth, low birth weight,
developmental delays and congenital defects [187, 196-199]. Associations differ with
different pollutants across studies, along with the use of different biomarkers and proxies for
each pollutant. Two studies focussing on benzene as a constituent of air pollution exposure
during pregnancy used passive samplers across the study area to measure ambient
benzene levels and predicted women'’s exposure levels through land-use regression models
[197, 200]. These studies found an association between prenatal ambient benzene exposure
and an increased risk of preterm births [197, 200].

1.5.2.3 Benzene exposure and risk of childhood leukaemia

With its involvement in adult occupational AML, many epidemiological studies have
investigated whether there is also an association between benzene exposure in utero and
childhood leukaemia. A review by Pyatt and Hays in 2010 addressed all literature up until
that point and found that whilst there were some positive associations, most of the literature
pointed to no association for benzene exposure and childhood leukaemia [201]. However,
much of the data was lacking in quantitative benzene data, small sample sizes and most did
not analyse childhood leukaemia by subtype, which may greatly impact the true association
between benzene and childhood leukaemia, and would benefit from analysis of a larger
sample size. A meta-analysis in 2015 found many associations with benzene exposure

including a greater risk for occupational and household use of benzene, with a higher risk for
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maternal exposure and exposure during pregnancy and a stronger association for AML than
ALL [202]. The meta-analysis provided a larger sample size for analysis which leads to
greater statistical power for determining associations, and due to the larger sample sizes the
analysis could more significantly determine a difference in association between ALL and
AML.

More recent studies have provided additional evidence supporting the association between
benzene exposure and childhood leukaemia. A Swiss based cohort study identified parental
occupations from census records to estimate benzene exposure levels [203]. The study
included 262 childhood leukaemia cases for maternal exposure and 380 cases for paternal
exposure [203]. The study found no association for paternal exposure, but an association
was seen for maternal exposure and childhood leukaemia, particularly for ALL [203]. More
evidence supporting an increased risk for maternal exposure came from a cohort study in
Norway which used questionnaires at 17 weeks gestation to identify maternal exposures to
sources of benzene in the 6 months prior, and paternal exposure 6 months pre-conception
[204]. From 1999 to 2009, 70 leukaemia cases were identified from this cohort, and
associations were found between maternal exposure to “gasoline or exhaust”, as a benzene
proxy, and increased risk of childhood leukaemia and ALL, with a weaker association for
paternal exposure to “gasoline or exhaust” as a benzene proxy [204]. Furthermore, a Danish
study investigated parental occupational exposure to benzene using data from pension
records, with 217 childhood ALL cases for paternal preconception exposure and 169
childhood ALL cases for maternal pregnancy exposure, and observed an increased risk of

childhood ALL with maternal exposure to benzene during pregnancy [205].
1.5.2.4 Exposure to air pollution and risk of childhood leukaemia

In recent years the impact of air pollution on childhood leukeamia has been the subject of
many epidemiological studies. A recent meta-analysis found evidence to support an
association between air pollution and an increased risk of childhood leukaemia, with a higher
association for AML [206]. The studies in this meta-analysis use different methods for
assessing exposure to air pollution, including measures of benzene, nitrogen dioxide,
particulate matter, 1,3-butadiene, traffic count and road density [206]. There has been some
contradictory evidence to support this association, with an earlier meta-analysis study finding
no significant association between air pollution and childhood leukaemia, however many
individual and newer studies and reviews support the relationship, including those with a
focus on benzene [206, 207]. For instance, an Italian study found an association between
benzene exposure and leukaemia risk, especially for children under 5 years old, with a

stronger association for AML than ALL [208]. This study used ambient air modelling of
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benzene and PMyg at subjects’ residential address at birth, with estimates of traffic flow and
emissions from vehicles for 83 childhood leukaemia cases and 332 controls [208]. This was
further supported by a study in Oklahoma, USA, which used proximity to primary, secondary
and tertiary roads at time of birth and a land-use regression model to measure nitrogen
dioxide as a proxy for traffic related air pollution [209]. With 307 acute leukaemia cases and
1013 controls, this study found an association between urban children and increased risk of
AML only [209]. This study was repeated using benzene measurements from the 2005
National-Scale Air Toxics Assessment, and although no significant associations were seen,
a stronger association for AML was observed compared to ALL [210]. The association
between air pollution and AML was shown again in a Danish study of childhood cancers,
with 727 ALL and 125 AML cases, which used benzene concentrations at all addresses
during pregnancy and until diagnosis [211]. Controls were case matched to individuals,
selected from the general Danish population, who were free from cancer at the time of case
diagnosis [211]. This study found a higher relative risk of AML with benzene exposure during

pregnancy than ALL [211].
1.5.2.5 Mechanisms through which benzene may contribute to leukemogenesis

Animal and in vitro studies play an important role in determining the effect of benzene
exposure in utero and the mechanisms that may lead to childhood leukaemia. A mouse
study found that in utero exposure to benzene increased production of reactive oxygen
species (ROS) without increasing oxidative stress markers but did decrease levels of IkB-a
leading to activation of NFkB and altered haematopoietic progenitor cell growth in the foetal
samples [189]. An in vitro study by Peng et al. 2012 supported the findings of increased
ROS with benzene exposure and found that exposure of peripheral blood lymphocytes to
benzene lead to an increase in chromosome aberrations (DNA breaks and fragmentation) as
measured by the COMET and micronuclei assay, and protein damage, evaluated by ATR
microspectroscope [212]. Furthermore, an increase in micronuclei was found in foetal mouse
samples after benzene exposure in utero, along with an increased chromosomal
recombination frequency in offspring postnatally [213]. A study using Chinese Hamster
Ovary cells found an increase in DNA damage, micronuclei and chromosomal aberrations
(breaks, fragments, and chromosome gaps) when cells were exposed to benzene and its
metabolites in vitro, with a more potent effect from benzene metabolites [214]. Further in-
silico molecular modelling was used to assess the molecular docking of benzene metabolites
with Topoisomerase Il a, suggesting that benzene exposure may have a genotoxic effect

through topoisomerase inhibition [214].
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Benzene has been linked with adult occupational AML for many years, however the exact
mechanism of action required for the development of leukaemia following exposure to
benzene remains vague [183]. Proposed mechanisms of action for benzene exposure in
adult AML involve many pathways and include disruption of cell signalling pathways, such as
Wnt and NF-kB, disruption of the hematopoietic stem cell niche leading to increased
apoptosis and cell proliferation, gene mutations, oxidative stress, supressed
immunosurveillance and epigenetic alterations [215, 216]. Some studies have also shown
that workers exposed to benzene have altered DNA methylation patterns, which could play a

role in benzene exposed leukemogenesis [216].

Benzene metabolism may also play a large part in hematotoxicity through the generation of
toxic metabolites such as hydroquinone, and 1,4-benzoquinone. Exposure to benzene
metabolites in vitro has been shown to cause DNA damage, strand breaks and
topoisomerase inhibition [217]. Moreover, benzene metabolites have been observed to
reach the bone marrow, which may be key in leukaemia development as the bone marrow
microenvironment has been shown to influence haematopoietic stem cells and may be a site
of leukaemia progression [217, 218]. Benzene metabolites can react with peptides and
proteins, affecting cell function, and they can also generate oxygen radicals which could
cause DNA strand breaks and point mutations [216]. Repair of DNA legions caused by
metabolites could also lead to genomic instability, through DDRs such as base excision
repair and nucleotide excision repair, that remove the legions and leave nicks in the DNA
that can lead to strand breaks [216]. Secondary metabolism in the bone marrow to produce
benzoquinones can lead to haematopoetic genotoxicity as benzoquinones have been shown
to stall replication forks and interfere with topoisomerase | [216, 219]. In vitro, benzene
metabolites have been associated with topoisomerase Il inhibition, which can increase DNA

cleavage and form translocations [216].

A study in Shanghai used fluorescent in situ hybridisation (FISH) to assess the cytogenetic
abnormalities in 722 adult AML cases, 78 of which had chronic benzene exposure [220].
This study found that cytogenetic abnormalities were more prevalent in benzene exposed
AML, with increased numbers of balanced translocations t(8;21) RUNX1-RUNX1T1 and
t(15;17) PML-RARA, mirroring de novo AML rather than therapy related AML [220, 221].
These 2 balanced translocations are also some of the most common translocations found in
childhood AML [222]. The mechanism of action in benzene related adult AML may provide a
foundation for the role of benzene exposure in utero on development of childhood

leukaemia.

1.5.3 Nicotine and cotinine
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The major chemical component of cigarette smoking is nicotine. It is not only found in
tobacco but also e-cigarettes and nicotine replacement therapies. Although it is not classed
as a carcinogen, nicotine is highly addictive and fuels the continued use of tobacco products
known to cause cancer [223]. Once inhaled as cigarette smoke, nicotine can be absorbed
into the bloodstream from the lungs, reaching peak concentrations quickly before distribution
throughout body tissues [223]. Nicotine can also be absorbed through the oral cavity and the
skin, with different nicotine products varying in bioavailability [223]. Nicotine is known to
accumulate in gastric juices, saliva and breast milk, whilst also being able to cross the
placenta [223]. Once consumed, nicotine stimulates nicotinic acetylcholine receptors in the
central nervous system, causing the release of neurotransmitters such as dopamine [224].
The sustained intake of nicotine and stimulation of neurotransmitter release influences
synaptic plasticity and reinforcement of rewarding behaviour in the brain, contributing to the

addictive nature of nicotine [224].
1.5.3.1 Nicotine and cotinine metabolism

Nicotine metabolism occurs in the liver, with 6 known primary metabolites formed, shown in
Figure 1.7 [223]. Between 70-80% of nicotine is converted to cotinine, making it the major
primary metabolite in nicotine metabolism [223]. Metabolism of nicotine is much faster than
cotinine metabolism with an average clearance of 1200ml/min for nicotine and 45ml/min for
cotinine [223]. This leads to cotinine having a much longer half-life in the body than nicotine
at around 12-20 hours compared to 1-3 hours, leading to much higher plasma
concentrations of cotinine than nicotine [223]. Renal excretion of nicotine is influenced by
urine pH, with much faster excretion when nicotine is ionised in acidic conditions, whereas
cotinine is less affected by changes in urine pH [223]. Around 10% of nicotine is excreted
unmetabolized in the urine, with a further ~15% excreted as nicotine metabolites (not
derived from cotinine), but the majority, around 75%, is excreted as cotinine and cotinine
metabolites [223]. A small amount of nicotine has also been found to be excreted in sweat
and faeces [223]. Due to its longer half-life, sensitivity and specificity, cotinine is used as a

biomarker to detect cigarette smoking [225].

Not only is cotinine the major metabolite of nicotine, but it also has its own metabolic
pathways, with 6 reported primary metabolites, shown in Figure 1.7 [223]. Conversion of
nicotine to cotinine starts with the production of nicotine-A"®)-iminium intermediate facilitated
by cytochrome P450 enzymes and followed by aldehyde oxidase catalysis to form cotinine
[223]. Trans-3’-hydroxycotinine is the most abundant metabolite found in the urine of
smokers, often conjugated to glucuronide [223]. Oxidation of nicotine to cotinine and then to

trans-3’-hydroxycotinine is facilitated by the cytochrome P450 enzyme CYP2A6, however
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other cytochrome P450 enzymes are proposed to be involved throughout both nicotine and
cotinine metabolism [223]. Other cotinine metabolites include norcotinine, cotinine N-oxide,

5’-hydroxycotinine, cotinine methonium ion and cotinine glucuronide [223].
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Figure 1.7. Overview of Nicotine and Cotinine metabolism and their associated metabolites. The main enzymes
involved in nicotine metabolism are shown in red: Cytochrome P450 Family 2 Subfamily A Member 6 (CYP2A6)
and Aldehyde Oxidase.

Polymorphisms in nicotine/cotinine metabolism enzymes is one mechanism that can affect
nicotine and cotinine metabolism [223]. Other factors can also influence nicotine and cotinine
metabolism leading to variability between individuals. The diet can affect nicotine
metabolism, such as menthol, which has been shown to increase cotinine half-life in women
who smoke menthol cigarettes [223]. Age can also affect nicotine metabolism with a longer
nicotine half-life in neonates [223]. Further factors such as gender, pregnancy, diseases and

medications can all impact nicotine/cotinine metabolism and clearance from the body [223].
1.5.3.2 Nicotine and cotinine exposure during pregnancy

Pregnancy has been shown to lead to quicker clearance of nicotine and cotinine in the
mother compared to postpartum levels, which may be due to increased activity of CYP2A6
[223]. However, cotinine concentrations in newborns exposed to nicotine in utero have levels
comparable to adults. A study in the USA used dried blood spots to detect cotinine levels in
newborns as an indicator of exposure to cigarette smoke in utero and found that cotinine can
be detected in newborns, with 12% of the 1414 newborns having cotinine levels comparative
to active smokers [87]. Cotinine was detected in 83% of newborns whose mothers reported
smoking during pregnancy and was also detected in 29% of newborns whose mothers
reported no smoking during pregnancy, suggesting that maternal smoking reporting does not
always accurately reflect the level of in utero exposure to offspring [87]. A Greek study used
meconium from 45 newborns to measure cotinine and nicotine levels and found significant

concentrations in newborns whose mothers were active smokers or were exposed to
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second-hand smoke from the father, with levels correlating with a decreased birth weight
and gestational age [226].

Nicotine and its metabolites are thought to be one of the main contributors to adverse foetal
outcomes from in utero exposure to cigarette smoking, e-cigarettes and nicotine
replacement therapies [227, 228]. Nicotine exposure in utero has been linked to a decrease
in foetal weight, congenital abnormalities, respiratory conditions, neurological conditions and
obesity [227]. Animal models have provided further understanding of the effects of nicotine
exposure in utero with offspring phenotypes showing increased risk of cardiovascular and
respiratory disease, alternations in neurotransmitter signalling and impacts on offspring
metabolic and fertility outcomes [229]. There is also evidence to suggest that nicotine
exposure in utero can have multigenerational effects, as female offspring exposed to
nicotine in utero undergo gametogenesis during development and their subsequent offspring
have been found to show adverse effects, such as respiratory problems, even when they

were not exposed in utero [229].
1.5.3.3 Mechanisms through which nicotine and cotinine may contribute to leukemogenesis

Although not currently considered to be carcinogenic, there is growing evidence that nicotine
exposure leads to DNA damage [230]. Binding of nicotine to nicotinic acetylcholine cell
surface receptors leads to the activation of the kinase ATK which reduces apoptosis in some
tissues and stimulates cell proliferation, angiogenesis and tumour growth in vitro and in
animal models [166, 231, 232]. An in vitro study by Demirhan et al. 2011 found that
amniocyte exposure to nicotine containing medium resulted in significantly increased
chromosomal abnormalities, such as numerical and structural aberrations, compared to cells
grown in control medium [233]. Furthermore, a mouse study found that nicotine exposure
from e-cigarettes in utero altered DNA methylation patterns of the offspring and affected the

lung inflammatory environment [234].

Over 70% of nicotine is converted into cotinine after consumption, which has a much longer
half-life than nicotine, so the body is exposed to cotinine for much longer lengths of time and
therefore could play a role in the DNA damage effects of nicotine and smoking. Cotinine is a
partial agonist to nicotinic acetylcholine receptors and can affect receptor assembly and
upregulation, much like nicotine [235]. However, the evidence for cotinine carcinogenicity is
still inconclusive, with many epidemiological, in vitro and animal studies reporting conflicting
conclusions [236]. A lack of evidence for nicotine/cotinine carcinogenicity was observed in
an epidemiological study of nicotine replacement products, where nicotine replacement
products were not a predictor for lung cancer, gastrointestinal cancer, or all cancers in a

group of 3320 participants enrolled on an intervention study over 5 years [237]. However,
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this study had a very limited time length for assessing cancer incidence and is compounded
by a variety of factors such as past and current cigarette use. Animal studies of cotinine
exposure have varied evidence, with Truhaut et al. 1964, observing toxicity and malignant
tumours in rats exposed to cotinine through drinking water, whereas LaVoie et al. 1985 did
not observe any carcinogenicity in rats exposed to cotinine through drinking water [236,
238]. Nevertheless, many studies have reported the DNA damaging effects of cotinine,
which could support the role of cotinine in chromosomal translocation development. Various
studies have shown that cotinine increases adenomas and cancer incidence, as well as
stimulates tumour growth [236]. A recent in vitro study by Dalberto et al. 2020 using human
neuroblastoma cells found that exposure to cotinine caused both cytotoxic effects on cell
viability and genotoxic effects with induction of DNA damage, similar to the effects from
nicotine exposure [239]. Cotinine exposure to endothelial cells ex vivo also demonstrated an
increase in VEGF expression, a growth factor overexpressed in many cancers contributing

to tumour growth and angiogenesis [240].

Epidemiological data shows that paternal smoking preconception increases the risk of
childhood leukaemia [170]. FISH analysis on sperm found that male smokers had more
chromosomal anomalies than non-smoking males, suggesting genotoxic damage could
occur pre-conception in male sperm [171]. An in vitro study found that when sperm from
non-smoking males was exposed to nicotine it caused instability of the sperm membrane,
decrease in sperm viability and an increase in DNA strand breaks, mainly of double strand
origin [241]. Cotinine itself can also cross the hematotesticular barrier in males, and
exposure to high concentrations of cotinine have been shown to decrease sperm mobility,
decrease membrane function and affect sperm maturation [242, 243]. As well as alterations
to sperm genomes, nicotine has also been shown to alter sperm DNA methylation in rats
exposed to nicotine concentrations equivalent to average human smokers [244]. More data
is required to confirm the potential genotoxicity of nicotine and its major metabolite, cotinine

to further understand its role in the development of childhood leukaemia.
1.6 Aims and objectives

Understanding the aetiology of childhood leukaemia is important to provide guidance on
modifiable risk factors for public health with the aim of preventing childhood leukaemia.
Epidemiological studies have identified a number of risk factors associated with risk of
childhood leukaemia, including parental smoking, maternal caffeine intake and maternal
plasma folate levels. However, there is little evidence of how these exposures influence the

initiating chromosomal translocations involved in childhood leukaemia and how they
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influence the secondary modulations, such as epigenetics, in leukaemia progression. This

gap in the knowledge informs the main aims and objectives of this thesis:

1) Investigate if modifiable environmental exposures can trigger the induction of

chromosomal translocations associated with childhood leukaemia

a. Use an in vitro cell model to investigate the effect of physiologically relevant levels of
risk exposures: folate, caffeine, benzene, and cotinine on cell growth, viability, and

chromosomal translocation induction

2) Explore the potential role of environmentally-associated DNA methylation to contribute to

risk of childhood ALL in specific subtypes

a. Use the “meet in the middle” approach to determine significant overlapping
methylation between environmental exposures and ALL and its subtypes
b. Use GO enrichment and KEGG pathway analysis to investigate potential underlying

mechanisms of environmental exposure in ALL subtypes
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2 General Procedures

2.1 Chemicals and reagents

All chemicals and reagents were purchased from Merck Sigma-Aldrich (Dorset, UK) or

Fisher Scientific (Loughborough, UK) unless otherwise stated.

2.1.1 Preparation of exposure variables

Table 2.1. Preparation of chemicals. All exposure variables were prepared as stock solutions by dissolving in
dimethylsulphoxide (DMSO) as a vehicle. Further dilutions were made in DMSO to give a 1000X concentration
for working standards

Chemical Amount of chemical DMSO Final
volume concentration
Etoposide 25mg 4.25ml 10mM
Cotinine | 250mg 2.84ml 500mM
Caffeine 0.971g caffeine dissolved in 20ml N/A 250mM
boiling water
Benzene  8.6pl 2ml 48mM
Folic acid 88.2mg 5ml 20mM

2.2 Cell culture
2.2.1 Celllines

The NALMG cell line was donated by Dr Gordon Strathdee of Newcastle University, Table
2.2, and used as the main cell line model. Cell line authentication was performed by Eurofins
Genomics (Ebersberg, Germany), using STD profiling. Mycoplamsa testing on working
cultures was performed periodically using Venor®GeM OneStep (Minerva Biolabs, Berlin,
Germany) following manufacturer’s instructions. NALM6 is a Pre-B acute lymphoblastic
leukemia cell line that was derived from a 19 year old male in ALL relapse in 1976 [245,
246].

Table 2.2. NALM6 cell line information.

Cell Cell type Main aberrations Cell density Ref.

line maintenance

NALM6 Pre-B acute 46(43-47)<2n>XY, 1.0-2.0 x 108 cells/ml [245,
lymphoblastic 1(5;12)(g33.2;p13.2) 247]
leukemia

Cell lines in Table 2.3 were donated by Dr Gordon Strathdee (NALM6, K562, HL60), Dr Lisa
Russell (Pre-B 697, REH, Kasumi-1) and Dr Jim Allen (NB-4) (Newcastle University, UK).
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These cell lines were used to extract RNA and produce cDNA to be used as positive controls
for each type of translocation.
Table 2.3. Cell line information for cells used as translocation positive templates in RT-PCR assays.

Cell line Cell type Main aberrations Cell density Ref.

maintenance

Pre-B 697 B cell precursor t(1;19)(g23;p13) 0.5-1.5 x 10° cells/ml  [247,
leukemia 248]

Kasumi-1 = Acute myeloid 1(8;21)(922;922) 0.5 x 10° cells/ml [247,
leukemia 249]

REH B cell precursor t(12;21)(p13;922) 0.5 x 108 cells/ml [247,
leukemia 250]

NB4 Acute promyelocytic  t(15;17)(q24;921) N/A [247,
leukemia 251]

MV4-11 Acute monocytic t(4;11)(g21;923) N/A [252]
leukemia

HL60 Acute promyelocytic = 45;—X,—6,-8,-16, + N/A [247,
leukemia M1, + M2, + M3 253]

2.2.2 Cell culture

NALM®6 was maintained in RPMI 1640 medium supplemented with 10%(v/v) Fetal Bovine
Serum (FBS) and 1%(v/v) penicillin and streptomycin. Kasumi-1, REH and Pre-B 697 were
maintained in RPMI 1640 medium supplemented with 20%(v/v) Fetal Bovine Serum (FBS)
and 1%(v/v) penicillin and streptomycin. Cells were cultured at 37°C in a humidified

atmosphere containing 5% COs..

For routine subculture, cells were diluted with fresh warmed medium every 2-3 days. Once
cells reached a passage number of 25, they were discarded and a fresh cell stock with a low

passage was thawed.
2.2.3 Cell harvesting

Suspension cells were transferred from the culture flask and centrifuged for 3 minutes at
1200rpm, followed by removal of the supernatant. The pellet was then washed with PBS,
centrifuged for 3 minutes at 1200rpm, and the supernatant removed again before re-

suspension in fresh medium or used for further experiments.
2.2.4 Cryopreservation of cell lines

Cells were harvested as described in 2.2.3 and re-suspended in up to 1ml of prepared RMPI
1640 media containing 20% FBS. For NALM6 cells, 1x10° cells/ml were transferred to a
cryovial and 5% DMSO added one drop at a time. For Kasumi-1, REH and Pre-B 697, 1x10’

cells/ml were transferred to a cryovial and 10% DMSO added one drop at a time. The
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cryovials were stored in a Nalgene Mr Frosty freezing container for a minimum of 24 hours at

-80°C and then transferred to -150°C freezer for long term storage.
2.2.5 Thawing of cell lines

Stored cells were thawed quickly at 37°C and added to 5ml of warmed medium. The cell
suspension was centrifuged at 1200rpm for 3 minutes and the supernatant was removed.
The pellet was re-suspended in 10ml warmed medium and split between 2 x T25 flasks for
NALMBG6 cells, or in 24 well plates for Kasumi-1, REH and Pre-B 697.

2.2.6 Trypan blue assay for cell counting

Trypan blue enters dead cells, where the cell membrane has been compromised, and binds
to intracellular proteins turning dead cells blue. Cell counts were performed using a
Neubauer haemocytometer. A mix of Trypan Blue Solution 0.4% and cell suspension at an
appropriate dilution factor was made and 10pl added to each chamber of the

haemocytometer.

Cells were counted in each of the 4 large corner squares and the middle square (1mm?
each), representing 10* cells/ml, Figure 2.1. To maintain consistency across counts, cells
touching the left and bottom edges of each square were counted, and cells that touched the

top and right edges of each square were not counted (Figure 2.1).
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Figure 2.1. Trypan blue counting using a haemocytometer. All cells were counted in each large square circled
red. Cells touching the left and bottom edge of each square were counted. Cells touching the top and right edge
of each square were not counted. Halo shaped cells (not blue) were deemed as viable, any cells that were blue in
colour were deemed not viable (dead).

All cells that appeared blue during cell counting with trypan blue were deemed non-viable.
Halo shaped cells that were not blue were deemed as viable. The following calculation was

used to determine the number of cells in the original suspension:
Mean cell count per square x dilution factor x 10* = cells/ml

2.2.7 Resazurin cell viability assay
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The resazurin cell viability assay works by measuring the reduction of the redox dye
resazurin by metabolically active, viable cells. Exhibiting both colorimetric and fluorometric
changes, the intracellular conversion of oxidized (blue and non-fluorescent) to reduced (red
and fluorescent) resazurin can be monitored at different wavelengths, 530-560nm excitation
and 590nm emission for fluorescence and 540nm and 630nm for absorbance [254]. The rate
of resazurin reduction is proportional to the number of viable cells in the well, allowing cell

viability to be calculated.

A 2% resazurin solution was prepared with PBS and filter sterilised using a 0.2um syringe
filter. On the day of measurement, a 1 in 10 dilution was prepared with fresh medium, and
further diluted 1 in 10 when added to each well of the 96 well plate, making a final

concentration of 0.02% resazurin. A calibration curve was used to determine optimum cell

density, section 2.2.7.1.

To set up the cell viability assay, treated and untreated cells were seeded in a 96 well plate
with a total volume of 100pul per well, with 3 technical replicates. Cell free medium was used
as a negative control, with 100l per well. The plate was centrifuged at 1200rpm for 2
minutes and left to incubate at 37°C for the required time stated in each experiment design.
Four hours prior to the measurement time, 10ul was removed from each well, and 10pul of

resazurin added.

The plate was left to incubate for 4 hours, and fluorescence monitored at an excitation
wavelength of 560nm and an emission wavelength of 590nm, or an absorbance wavelength

of 570nm, on a Tecan Spark 10M Plate Reader with SparkControl Magellan software.

The relative fluorescence for each sample was calculated using the equation below, and cell

viability was expressed as a percentage of the control.

Relative fluorescence unit (RFU) =A - B

A = absorbance of sample wells

B = average absorbance of negative control wells

Cell viability as a % of control = (C + D) x 100

C = RFU of sample
D = average RFU of positive control

2.2.7.1 Calibration curve of cell density

To determine the optimum cell density required for the resazurin cell viability assay, a

standard curve was set up for each cell type. A 96-well plate was set up with starting density
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of 2x108 cells/ml and diluted 1 in 2 with normal medium. Cells were incubated for 44 hours,

resazurin added, and the colour change was measured 4 hours later. Optimum cell density

was chosen from the highest exponential point on the curve Figure 2.2.

NALMBG6 resuzurin cell viability
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Figure 2.2. Resazurin standard curve for NALMG6 cells. A) Relative fluorescence plotted against cell density. B)

Visual colour change during resazurin assay.

2.2.8 Molecular Probes™ CyQUANT™ Cell Proliferation Assay

Molecular Probes™ CyQUANT™ Cell Proliferation Assay (Fisher Scientific, UK) relies on a
strong fluorescent signal measured at 480/520 nm when CyQUANT™ green fluorescent dye
binds to cellular nucleic acids. This assay allows for the detection of cell density in culture
without relying on metabolic activity. Cell proliferation can be followed by measuring

increases in nucleic acid content as cells proliferate.

The CyQUANT™ Cell Proliferation Assay can detect between 50 to 50,000 cells as
standard. Samples for analysis were prepared by taking an aliquot from a cell culture
solution, to give an expected cell density of under 50,000 cells (using previous cell growth
curves) and transferred to a 96 well plate. The plates were spun at 3000rpm for 5 minutes to
pellet cells and the supernatant was removed by blotting plates on tissue. To each well

100ul PBS was added to wash cells of any remaining medium that may interfere with
fluorescence. Plates were spun again at 3000rpm for 5 minutes and supernatant removed by

blotting on tissue. Sample plates were then stored at -80°C to aid cell lysis for up to 4 weeks.

On the day of analysis, the CyQUANT™ reagent was prepared by diluting Component B 20-
fold in nuclease free water, followed by diluting Component A 400-fold into the diluted
Component B, according to the manufacturer’s protocol. To the 96-well sample plates
thawed at room temperature, 200pl of prepared CyQUANT ™ reagent was added to each

sample well and allowed to incubate for a minimum of 5 minutes in the dark.

Fluorescent samples were measured on a Tecan Spark 10M Plate Reader with

SparkControl Magellan software, using a 480nm excitation and 520nm emission.
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To determine cell number, a standard curve for NALM6 cells was prepared in a 96 well plate
with a starting cell number of 50,000 cells, determined by trypan blue cell count, and diluted
1 in 2 until a final concentration of 98 cells in a well, Figure 2.3.
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Figure 2.3. Cyquant standard curve for NALM6 cells. A starting cell number of 50,000 cells was diluted 1 in 2 to
give a final cell number of 98 cells.

The relative fluorescence for each sample was expressed as a percentage of the control.

Cell viability as a % of control = (RFU of sample + average RFU of positive control) x
100

2.3 Reverse transcription PCR assays for detection of fusion genes

Reverse transcription PCR assays allow for the detection of selected gene transcripts or
fusion genes. By isolating RNA and using reverse transcription to convert mRNA to cDNA,
fusion genes can be amplified across breakpoints using only coding exons, which shortens
the target sequence for PCR allowing for amplification of fusion genes that would be

otherwise too long to amplify by standard or long range PCR.
2.3.1 RNA extraction with EZNA Total RNA Kit

RNA extraction was performed using Omega Biotek E.Z.N.A.® Total RNA Kit | (VWR, UK),
with all buffers prepared following manufacturer’s instructions. Following harvesting of cells,
350pl of TRK lysis buffer was added to a pellet with a cell number <5 x 10°. After vortexing,
the samples were either stored at -80°C or proceeded to the next step. Cells were
homogenized by pipetting up and down with a narrow tip and thorough vortexing. To each
sample, 350l of 70% ethanol was added and tubes vortexed before transferring the full

sample to a HiBind® RNA Mini Column in a collection tube. The column was centrifuged at
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10,000 x g for 30 seconds and repeated until all of the sample has passed through the
column. With the filtrate discarded, 500ul of RNA Wash Buffer | was added and centrifuged
for 30 seconds at 10,000 x g. The filtrate was discarded and the columns were washed twice
with 500ul RNA Wash Buffer II, and centrifuged for 1 minute at 10,000 x g. The empty
column was centrifuged at 10,000 x g for 2 minutes to remove any traces of ethanol. Placing
the HiBind® RNA Mini Column in a new collection tube, 50ul of DEPC treated water was
added, allowed to stand for 2 minutes and centrifuged at 10,000 x g for 2 minutes to elute
the RNA. The RNA was either stored at -80°C or proceeded to DNase treatment.

2.3.2 DNase treatment

To remove DNA contamination from RNA samples, a Precision DNase kit (Primer Design,
Eastleigh, UK) was used following RNA extraction. Five microlitres of 10X Precision DNase
reaction buffer was added to the RNA sample, followed by 1ul of Precision DNase enzyme.
The reaction was incubated at 30°C for 10 minutes and then deactivated for 5 minutes at
55°C.

The concentration of the RNA was measured using a NanoDrop spectrophotometer. A
NanoDrop spectrophotometer measures the concentration and purity of nucleic acids
including RNA and DNA by reporting the wavelength ratio of A260/A280. The buffer used to
elute RNA was used as a blank measurement, then 1ul of each sample was used for

measurement.
The treated RNA was then either stored at -80°C or proceeded to cDNA synthesis.
2.3.3 cDNA synthesis

Samples are incubated with primers, dNTPs and a reverse transcriptase enzyme allowing for
the transcription of mMRNA into a complementary DNA (cDNA) strand. Primers are used to
initiate transcription points and can be either oligo dT primers which bind to the polyA tail of
MRNA, random primers, which bind to random sequences along the RNA strand, and are
beneficial to samples which may be degraded or without a polyA tail, or a combination of
both. Synthesis of cDNA was performed with either the Primer Design Precision nanoScript2
Reverse Transcription Kit or Applied Biosystems™ High-Capacity cDNA Reverse
Transcription Kit. cDNA was synthesised using Primer Design Precision nanoScript2
Reverse Transcription Kit, used a combination of oligo dT and random primers as this
allowed conversion of RNA with or without a polyA tail. Due to the need for high throughput
processing of large sample numbers, RNA from model optimisation experiments were cDNA

synthesised with Applied Biosystems™ High-Capacity cDNA Reverse Transcription Kit,
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using random primers. No differences were seen during PCR amplification when comparing

positive control cDNA synthesised with each kit.
2.3.3.1 Precision nanoScript2 Reverse Transcription Kit

A 10pl reaction mix was prepared in PCR tubes containing 1g of RNA template, 0.5ul each
of random and oligo dT primers and RNAse/DNAse free water. The mix was heated to 65°C
for 5 minutes and then transferred to ice. A further 10ul reaction mix was prepared and
added to the sample containing 5pl of nanoScript2 4X Buffer, 1ul 20mM dNTP mix, 1pl
nanoScript2 enzyme and 3pl RNAse/DNAse free water. Tubes were vortexed followed by a
pulse spin and incubated at room temperature for 5 minutes then 42°C for 20 minutes.
Samples were then heat inactivated at 75°C for 10 minutes. The cDNA was stored long term
at -20°C.

2.3.3.2 Applied Biosystems™ High-Capacity cDNA Reverse Transcription Kit

Each RNA sample was diluted in DNase/RNase free water to contain 1ug RNA in 10ul. A
10ul reaction mix was prepared of 2ul 10X RT Buffer, 0.8ul 25X dNTP Mix (100mM), 2ul 10X
RT Random Primers, 1l MultiScribe™ Reverse Transcriptase and 4.2l Nuclease free H-0.
This was then added to the prepared 10ul of RNA on ice, in either PCR tubes or 96 well
PCR plates and briefly spun town to remove air bubbles. The reverse transcription reaction
was performed using a thermal cycler, either Applied Biosystems™ ProFlex™ 3 x 32-well
PCR System for reactions in PCR tubes or Eppendorf 6331 Nexus Gradient MasterCycler
Thermal Cycler for reactions in PCR plates. Reaction temperatures and times are detailed in

Table 2.4. Following cDNA synthesis samples were stored at -20°C

Table 2.4. Thermal cycler temperatures and times for the High-Capacity cDNA Reverse Transcription Kit.

Temperature Time

(°C) (minutes)
25 10

37 120

85 5

4 o

2.3.4 Primer Sequences and positive control samples for PCR

For PCR reactions, a positive control was provided by extracting RNA from frozen cell line
pellets that were known to be positive for the translocation or reference gene of interest. The

RNA was then reverse transcribed into cDNA for use in PCR reactions, Table 6. All positive
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cell lines as shown in Table 4 were kindly donated by Dr Lisa Russell, Dr Gordon Strathdee

and Dr James Allan (Newcastle University, UK).

Oligonucleotide sequences were taken from the literature or custom designed based on
literature and supplied by Eurofins (Germany), Table 2.5. Oligonucleotides were
reconstituted with autoclaved DI water to a stock concentration of 200pmol. Working
standards were further diluted using RNAse/DNase free water to 10pmol unless otherwise

stated.
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Table 2.5. Oligonucleotide sequences and positive control cell lines used for PCR assays.
Translocation/ Type of

Positive = Primer name Primer sequence Source
Gene leukaemia cell line
observed in used
t(1;19)(q23;p13) Childhood ALL  Pre-B TCF3_F GGCCTGCAGAGTAAGATAG [255]
TCF3-PBX1 697 PBX1_R CACGCCTTCCGCTAACAG
Nested primers:
TCF3 FNE CCAGCCTCATGCACAACCA Custom
- ATGTTGTCCAGCCGCATCAG design
PBX1_RNE
t(8;21)(q22;922) Childhood Kasumi- RUNX1_F GAGGGAAAAGCTTCACTCTG [256]
RUNX1- AML / 1 RUNX1T1 R GCGAACTCTTTCTCCTATC
RUNX1T1 Therapy- Nested primers:
related RUNX1_FNE CTGTCTTCACAAACCCACCG Custom
ACTGCTGCAGGGTAGTAAGG design
RUNX1T1 RNE
t(12;21)(p13;g22) Childhood ALL  REH ETV6_F CACCATAACCCTCCCACCA [257]
ETV6-RUNX1 RUNX1_R CATTGCCAGCCATCACAGTGAC
t(15;17)(q24;921) Therapy NB4 PML_F AGCTGCTGGAGGCTGTGGACGCGCGGTACC [258]
PML-RARA Related RARA R CAGAACTGCTGCTCTGGGTCTCAAT
PML F2 AGAGGATGAAGTGCTACGCCT [259]
RARA_R2 TTCCGGGTCACCTTGTTGAT
t(9:22)(q34:q11)  Childhood ALL - BCR_F CTCCAGCGAGGAGGACTTCTCCT [260]
BCR-ABL1 ABL1 R CCATTGTGATTATAGCCTAAGACCCGGAG
BCR F2 GACTGCAGCTCCAATGAGAAC [261]
BCR_F3 GAAGTGTTTCAGAAGCTTCTCC
TGACTGGCGTGATGTAGTTGCTT
ABL1 R2
t(4;11)(q21;q23) Childhood ALL =~ MV411 KMT2A_F AGAGCAGAGCAAACAGAA [262]
KMT2A-AFE1 / Therapy- AFEF1 R GCTGAGAATTTGAGTGAG
related
GAPDH Reference HL60 GAPDH_F TGAAGGTCGGAGTCAACGGATTTG [263]
gene GAPDH_R CATGTAAACCATGTAGTTGAGGTC
Beta Actin Reference HL60 ACTB_F TCCCTGGAGAAGAGCTACGA [264]
gene ACTB_R
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2.3.5 RT-PCR for the detection of fusion genes and reference genes

RT-PCR was performed using an Eppendorf 6331 Nexus Gradient MasterCycler Thermal
Cycler or Applied Biosystems™ ProFlex™ 3 x 32-well PCR System. The main enzyme and
buffer system used for PCR, unless stated otherwise, was PCRBIO HS Taqg Mix (PCR
Biosystems, UK), a 2X hot start taq mix containing 6mM MgCl, and 2mM dNTPs. Some
PCR reactions, where stated, were performed using AmpliTaq Gold™ 360 PCR Master Mix,
following manufacturer’s protocol, with PCR conditions stated where applicable. All primers
and positive controls used are shown in Table 2.4. For negative controls, the cDNA template
was replaced with the same volume of H>O. The final master mix reactions and cycle

conditions are reported in Tables 2.6-8.

Following PCR purification, positive samples were sent for Sanger Sequencing to confirm
the correct fusion gene sequence was amplified. For some RUNX1-RUNX1T1 and TCF3-
PBX1 PCR samples, due to low copy number, further amplification was required using
nested primers, Table 2.5, to produce a high enough DNA concentration for sequencing. The
same reaction mix was used for nested primers, however, the template used was the PCR

amplified sample diluted 1 in 10 with water.

Table 2.6. Master mix volumes for RT-PCR reactions

Reagent 20ul reaction  Concentration
2X HS Tag Mix = 10pl 1X

Forward primer 1pl Up to 0.5uM
Reverse primer 1pl Up to 0.5uM

H.0 6l -

Template 2ul Max. 100ng cDNA

Table 2.7. Cycle conditions for KMT2A-AFF1 PCR reactions.

Step Temp Time

Initial denature  95°C 2 minutes

Denaturation 95°C 15 seconds

Anneal 50°C 15 seconds 40 cycles
Extension 72°C 30 seconds

Final extension 72°C 2 minutes

Hold 4°C Hold
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Table 2.8. Cycle conditions for TCF3-PBX1, RUNX1-RUNX1T1, ETV6-RUNX1, GAPDH and Beta Actin.

Step Temp Time

Initial denature  95°C 2 minutes

Denaturation 95°C 15 seconds

Anneal 60°C 15 seconds | 40 cycles
Extension 72°C 30 seconds

Final extension 72°C 2 minutes

Hold 4°C Hold

2.3.6 Gel electrophoresis

PCR products were visualised on a 1% agarose gel in TAE buffer (40mM Tris, 20mM acetic
acid, 1mM EDTA) with the addition of Invitrogen™ SYBR™ Safe DNA Gel Stain (Fisher
Scientific, UK) diluted 1 in 10,000 in agarose gel. Before loading, Thermo Scientific™ DNA
Gel Loading Dye (6X) was diluted 1 in 6 in the PCR product, and 10ul of the final reaction
mix loaded in the gel wells. A 100bp DNA marker ladder was added to each gel, New
England Biolabs 100 bp DNA Ladder or PCRBio Ladder V. Small electrophoresis tanks
were ran at 100V for 40 minutes and large tanks were ran at 100V for 50 minutes. Gels were
imaged under UV light using a Syngene G:BOX F3 gel doc system.

2.3.7 RT-gPCR for fusion genes

RT-gPCR was performed using Primer Design Precision®PLUS Master Mix with
SYBR®Green (Primer Design, UK) on a C1000 Thermal Cycler BIO-RAD CFX96 Real time
system. All reagent handling was performed in a sterile PCR hood, with UV treated
equipment. All primers and positive controls used are shown in Table 2.5. For negative no
template controls, the cDNA template was replaced with the same volume of H,O. For no
reverse transcription (no-RT) controls, DNase treated RNA from positive samples followed
the cDNA synthesis protocol, section 2.3.3.1, substituting the nanoScript2 enzyme for an
equal volume of H>O to identify any potential contamination of genomic DNA at this stage.
The gPCR master mix for each reaction was prepared as described in Table 2.9. All samples
were repeated in triplicate in a 96-well plate, with 2 repeats for no-RT and negative water
controls during primer validation. QPCR cycle conditions can be found in Table 2.10 with
optimum data collection temperature for each primer pair corresponding with the annealing

temperature conditions reported for standard PCR in Table 2.9.
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Table 2.9. Master mix volumes for gPCR reactions

Reagent 20ul Final conc.
reaction

Precision®PLUS Master = 10ul 1X

Mix

Forward primer 1l 0.5uM

Reverse primer 1l 0.5uM

DNase/RNase free H,O 6l -

Template 2ul Max. 100ng

DNA

Table 2.10. Cycle conditions for gPCR reactions

Step Temp Time

Enzyme activation 95°C 2 minutes

Denaturation 95°C 10 seconds

Data collection 60°C 60 seconds 40 cycles
Melt curve

To evaluate primer pair efficiency, standard curves were set up using positive control cDNA.
The positive cDNA was diluted either 1 in 10, 1in 5 or 1 in 2 to give 5 points on a standard
curve. The Ct values measured for each standard curve sample were then plotted on a
logarithmic scale to determine the linear regression curve. Using the value for the slope of

the curve efficiency can be calculated using the equation below [265]:
E= 10(—1/slope) -1

An efficiency of 1 (or 100%) indicates that for each cycle the amount of product doubles
[265].

2.3.8 PCR purification
2.3.8.1 PCR clean up

For single PCR bands between 100bp and 10kb in size, the Thermo Scientific GeneJET™
PCR Purification Kit (Fisher Scientific, UK) was used to purify DNA, removing primers,
dNTPs and other impurities from the PCR product. An equal volume of binding buffer to PCR
product was added to the completed PCR mixture and mixed thoroughly. If the DNA
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fragment was less than 500bp, an equal volume of 100% isopropanol was also added to the
PCR product. The solution was transferred to a GeneJET purification column and
centrifuged for 1 minute at 12,000 x g. After the filtrate was discarded, 700pl of Wash Buffer
was added to the column and centrifuged at 12,000 x g for 1 minute. The empty column was
then centrifuged for 1 minute at 12,000 x g to remove any traces of wash buffer. Once
transferred to a clean 1.5ml microcentrifuge tube, 20ul of RNase/DNase free water was
added to the purification column, incubated for 2-5 minutes and centrifuged for 1 minute at
12,000 x g. Purified DNA was stored at -20°C.

2.3.8.2 PCR gel extraction

For PCR products with multiple bands or high primer dimer concentration, Thermo Scientific
GeneJET™ Gel Extraction Kit (Fisher Scientific, UK) was used to purify DNA from each
band. PCR products were ran on a 1% agarose gel with SybrSafe DNA stain. Bands were
excised under UV light using a scalpel and transferred to a 1.5ml microcentrifuge tube. An
equal volume of binding buffer to weight of the gel slice was added to the tube and
incubated for 10 minutes at 50-60°C. If the DNA fragment was less than 500bp, an equal
volume of 100% isopropanol to gel slice weight was added. The solubilised gel solution was
added to a GeneJET purification column and centrifuged for 1 minute at 12,000 x g. For
sequencing samples, a further 100l of binding buffer was added to the empty column and
centrifuged for 1 minute at 12,000 x g. After the filtrate was discarded, 700ul of Wash Buffer
was added to the column and centrifuged at 12,000 x g for 1 minute. The empty column was
then centrifuged for 1 minute at 12,000 x g to remove any traces of wash buffer. Once
transferred to a clean 1.5ml microcentrifuge tube, 20ul of RNase/DNase free water was
added to the purification column, incubated for 2-5 minutes and centrifuged for 1 minute at
12,000 x g. Purified DNA was then stored at -20°C.

2.3.9 Sanger Sequencing

Purified PCR products were sent to DBS Genomics (Durham University, UK) for Sanger
Sequencing using Applied Biosciences 3730 capillary instrument. The forward and reverse
sequencing reactions were performed using 3.2pmol/ul of the corresponding PCR primers.
Sequencing data was submitted to the Basic Local Alignment Search Tool (BLAST, National
Center for Biotechnology Information) to compare with known nucleotide sequences to

identify amplified products.
2.4 Fluorescence in situ hybridization (FISH)

FISH is used to identify chromosome abnormalities by using fluorescent probes that localise

to specific gene loci and can be visualised using a fluorescent microscope [266]. Two
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commercial FISH probes were obtained from Cytocell (Cambridge, UK), an E2A (TCF3)
breakapart probe and an AML1 (RUNX1) breakapart probe.

2.4.1 Cell fixation for FISH

When cells were ready for fixing post exposure, they were harvested and the pellet washed
in PBS, centrifuged at 1200 rpm for 3 minutes. The supernatant was removed, leaving a
small volume behind to allow resuspension of the pellet. Carnoy’s fixing solution (3:1
methanol to acetic acid) was added to the cell solution and vortexed to mix before storage at
-20°C [267].

2.4.2 Slide preparation

Cell suspensions were spun down for 3 minutes at full speed and the pellet resuspended in
fresh Carnoy’s fixative until the solution appeared clear. Using a 10yl pipette tip, 3pl of
resuspended cells were dropped onto a SuperFrost microscope slide sitting on wet tissue

and allowed to air dry.

Temperature and relative humidity are crucial to the spread of chromosomes in the
metaphase stage on the slide. As the Carnoy’s fixative evaporates, first methanol followed
by the acetic acid, the cells flatten, and the chromosomes elongate [268-270]. Once the
slides are dried, they are checked under a phase contrast microscope to look for the

appearance of singular dark grey nuclei that can be selected for analysis.
2.4.3 Hybridisation

On a 10mm coverslip, 1ul of commercial FISH probe (Cytocell) was mixed with 1l of
hybridization solution containing: formamide; dextran sulphate; saline-sodium citrate (SSC).
Formamide reduces the melting temperature of nucleic acids allowing hybridisation to occur
at lower temperatures [271]. Dextran sulphate is a polymer used to increase hybridisation
rates by accelerating DNA renaturation [272]. SSC is a salt solution used to improve

stringency between the probe and target chromosomes by regulating ionic strength.

The prepared sample slide is inverted over the coverslip allowing adherence to the sample
cell area by surface tension. Rubber cement was used to seal the edges of the coverslip
preventing air drying out the sample. Slides were placed in a humid temperature-controlled
hotplate, (Thermobrite: Leica Biosystems, Hybrite: Abbott Diagnostics) at 75°C for 5

minutes, followed by overnight incubation at 37°C.

2.4.4 Post-hybridisation washes
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Following hybridisation, the rubber cement was removed from the slides and the slides were
soaked in 2 x SCC to aid removal of the coverslip. Slides were then soaked for 2 minutes in
Wash Buffer 1 (980ml H,O, 20ml 2X SCC, 3ml Igepal) that was pre-heated to 72°C.
Washing of the slides in a low salt buffer helps to remove background fluorescence from
bound probes to mis-matched DNA by reducing the stability of the DNA complex. A further
2-minute wash in Wash Buffer 2 (900ml H20, 100ml 20X SSC, 1ml Igepal) removes any

remaining loose or unbound probe.
2.4.5 Counterstaining

The DNA-specific fluorescent probe 4',6-diamidino-2-phenylindole (DAPI) is used as a
counterstain [273]. DAPI attaches to A-T rich regions of the DNA to produce a reversed
banding pattern seen by G-banding. Slides were mounted in 10l of DAPI and stored in the
dark at 4°C until required for analysis.

2.4.6 Analysis

Slides were scored using a Zeiss Axioskop Fluorescence Microscope and an Olympus BX61
Fluorescence microscope, with a dual red/green filter and captured with Cytovision software.
From each slide, 100 cells were viewed for the presence or absent of breakapart probe
signals. As a negative control, bone marrow samples from four healthy patients were
prepared as above, with 100 cells counted to identify the percentage of abnormal cells to be
used as a comparison for positive translocation samples. When cells contain a wild type
gene the probe signals are visualised together, and when a translocation is present the 2

probe signals are separated, at least 2 signal widths apart.
2.5 Statistical analysis

Analysis by one-way ANOVA with Bonferroni post-hoc tests were performed using Graphpad
Prism and SPSS. Two-tailed Fisher’'s exact tests were performed using Graphpad Prism and

https://www.socscistatistics.com/tests/fisher/. Hypergeometric testing was performed within

R software.

2.6 Experimental design
2.6.1 Preliminary tests to examine the effects of environmental exposures on translocation

events

To investigate the influence of caffeine, benzene, cotinine, and folic acid on translocation
induction, NALM®6 cells were exposed to a range of physiologically relevant concentrations

(further described in each chapter). Exposure experiments were repeated in tandem, with
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DMSO used as a common solvent to reduce variables across exposures and controls. An

overview of the preliminary experiment design is outlined in figure 2.4.

Cells harvested Cells harvested
Day 2 Day 4

Lo

§ 24 48 72 9%
Seed NALM6 o hr hr hr

0
cellsat 0.5 hr—
x10° cells/ml T T T

Dose 1 Cell viability  Cell viability RT-PCR assays for
TCF3-PBX1 and
RUNX1-RUNX1T1

Figure 2.4. Experimental design of preliminary tests of environmental exposures on translocation induction. NALM6 cells
were seeded into 12-well plates at a density of 0.5 x10° cells/ml. A single dose of exposure or DMSO was added into the
wells incubated at 37°C for 48 hours (plate 1) or 96 hours (plate 2) before cells were harvested for RNA extraction. The
resultant RNA was reverse transcribed for use as a template in RT-PCR assays for TCF3-RUNX1 and RUNX1-RUNX1T1
translocations. Trypan blue counts occurred every 24 hours and cell viability was measured via resazurin assay on day 2 and
day 4.

NALM® cells were seeded in 12-well plates at a density of 0.5 x 108 cells/ml in standard
RPMI 1640 media for caffeine, benzene and cotinine, or folic acid free RPMI 1640 for folic
acid exposures. A single dose of exposure (caffeine, benzene, cotinine or folic acid diluted in
DMSO) or DMSO alone was added to one well for each concentration (one technical
replicate), signifying time point 0. The experiment was repeated for three biological
replicates. For caffeine, benzene and cotinine, two 12-well plates were set up with one plate
left to incubate at 37°C for 48 hours, and the second plate left to incubate at 37°C for 96
hours, with cells harvested at each time point for RNA extraction. For folic acid, one plate
was left to incubate at 37°C for 96 hours, before harvesting of cells for RNA extraction. RNA
was extracted for each of the harvested cell samples, followed by DNase treatment and
cDNA synthesis with Precision nanoScript2 Reverse Transcription Kit. The cDNA was used
as a template for TCF3-PBX1 and RUNX1-RUNX1T1 RT-PCR assays to identify any
positive translocation events, along with a H.O negative control and cell line positive controls
(Pre-B 697 and Kasumi-1 respectively), using HS Taq polymerase with 10pmol primer
concentrations for 40 cycles. Positive RT-PCR results were purified and underwent Sanger
sequencing by DBS Genomics, with resultant sequences analysed by Blast (Basic Local

Alignment Search Tool).

To ensure that the exposure concentrations chosen did not significantly reduce growth and
viability of NALM6 cells compared to the DMSO control, cell counts were performed every 24
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hours using trypan blue. For caffeine, cotinine, and folic acid, a resazurin cell viability assay
was also performed on day 2 and day 4. Results were presented as percentage viability of
the DMSO control.

2.6.2 [Experiments to investigate translocation events in response to environmental

exposures in NALM6 cells for different models

To optimise the preliminary NALM®6 cell model, two variables were considered: i) the impact
of treating cells either immediately or 24 hours after initial seeding, and ii) single vs daily
dosage of exposure. In the preliminary model, cells were exposed to a single dose of
environmental exposure during the lag phase immediately after seeding, when cells have
just been seeded at a low density and are adjusting to a new environment. NALM6 cells
enter the exponential phase 24 hours after seeding, at which point cells are actively
replicating which allows for a greater chance of mutations occurring [17]. Therefore, to
investigate if translocations were more likely to be induced by environmental exposures
when cells are actively replicating, cells were either seeded and rested for 24 hours to
increase the number of actively replicating cells before exposure or treated straight after
seeding. To reflect human exposure to caffeine, benzene, cotinine and folic acid, which likely
occurs on a daily basis, cells were treated with daily doses of each exposure. An overview of

the experimental design is shown in Figure 2.5.
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Figure 2.5. Model optimisation design to investigate the impact of daily dosing and exponential growth phase on NALM6
cells exposed to environmental exposures. NALMG6 cells were seeded at a density of 0.5 x106 cells/ml in normal RPMI- 1640
media and incubated at 37°C. Model A: cells were allowed to grow for 24 hours, resuspended in fresh media and a single
dose of exposure or DMSO was added. Model B: cells were administered a single dose of exposure or DMSO at the same
time cells were seeded. Model C: cells were allowed to grow for 24 hours, resuspended in fresh media, then a dose of
exposure or DMSO was administered every 24 hours for 48 hours or 96 hours. Model D: a daily dose of exposure or DMSO
was administered every 24 hours for 48 hours or 96 hours, starting at the same time as seeding. Cells were harvested for
RNA extraction after 2 or 4 days exposure. The resultant RNA was reverse transcribed for use as a template in RT-PCR
assays for TCF3-RUNX1 and RUNX1-RUNXI1T1 translocations. Trypan blue counts occurred every 24 hours following the first
dose. On day 2 and day 4, cell viability was recorded via resazurin assay and samples frozen for Cyquant analysis.

For all models, NALM6 cells were seeded at a density of 0.5 x 10° cells/ml. In Model’'s B and
D, cells are seeded in standard RPMI 1640 media for caffeine, benzene and cotinine, or folic
acid free RPMI 1640 for folic acid exposures. In Model's A and C, all cells are seeded in
standard RPMI 1640, then washed and resuspended in either standard RPMI 1640 media
for caffeine, benzene and cotinine, or folic acid free RMPI 1640 for folic acid before first
exposure. Each condition was repeated in three wells as technical replicates with each
whole experiment repeated at two different times as biological replicates in which to assess
translocation events, giving six replicates in total. Exposure experiments were repeated in

tandem, with DMSO used as a common solvent to reduce variables across exposures and
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controls. The first dose of exposure or DMSO was assigned time point 0. For caffeine,
benzene and cotinine, two 12-well plates were set up, and incubated at 37°C for either 48
hours following first exposure (day 2 exposure), or 96 hours following first exposure (day 4
exposure) with cells harvested at each time point. For folic acid, cells were left to incubate at
37°C for 96 hours following first exposure (day 4 exposure) before harvesting. Once cells
were harvested, half were used for RNA extraction and half were resuspended in Carnoy’s
solution for storage at -20°C. Following RNA extraction, samples underwent DNase
treatment and cDNA synthesis with High-Capacity cDNA Reverse Transcription Kit. The
cDNA was used as a template for TCF3-PBX1 and RUNX1-RUNX1T1 RT-PCR assays to
identify translocation events, using HS Taq polymerase with 10pmol primer concentrations
for 40 cycles. For each positive sample, the PCR product was used as a template for a
nested PCR to amplify the breakpoint to concentrations sufficient for PCR purification and
Sanger sequencing analysis by DBS genomics. PCR sequences were analysed using Blast

(Basic Local Alignment Search Tool).

To ensure that the conditions in each model did not significantly reduce the growth and
viability of NALM6 cells compared to a DMSO control, viability was measured for a single
biological replicate using resazurin and Cyquant assays. The resazurin assay was
performed on day 2 and day 4 following first exposure. For the Cyquant assay, small aliquots
of cells were harvested on day 2 and day 4 and stored at -80°C, with the assay performed at
a later date. Results are presented as percentage viability of the DMSO control. Cells were

counted using trypan blue every 24 hours following the first exposure.
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3 Optimisation of a model for the measurement of translocation events in NALM6
cells

3.1 Introduction

There have been few in vitro studies conducted that investigate the effect of environmental
exposures on the induction of translocations involved in childhood leukaemia, and those that
have used different methods for inducing and analysing translocation events. Strick et al.
2000 investigated MLL cleavage on exposure to bioflavonoids using haematopoietic
progenitor cell lines BV173 and K562 alongside primary haematopoietic progenitor cells,
cultured for 6 or 16 hours in different bioflavonoids or chemotherapy drugs, previously
reported to induce MLL cleavage [274]. Southern blot analysis was conducted on genomic
DNA from each sample to identify cleavage along the MLL gene, and a mechanism of
targeted cellular topoisomerase Il inhibition was confirmed through further in vitro assays.
Further studies have also focused on bioflavonoids and MLL translocations, including van
Waalwijk van Doorn-Khosrovani et al. 2007 who used umbilical cord blood treated overnight
with bioflavonoids or etoposide, first assessed for DNA damage by Comet Assay, then left to
recover for 48 hours for analysis of wild type MLL by inverse PCR and FISH [275]. Bariar et
al. 2019 used mouse embryonic stem cells with GFP constructs to produce a reporter
system that was able to identify and quantify translocation events between MLL and AF9
[276]. Cells were incubated with flavonoids or etoposide for 1 hour and then monitored for
GFP+ fluorescence every 24 hours. Translocations were confirmed by DNA extraction and

PCR amplification of the breakpoint using GFP primers.

For use as a model to identify environmental risk factors that induce translocations
associated with childhood leukaemia, these previous studies are limited to having only
investigated bioflavonoids and only target translocations involving MLL. These studies are
limited to only detecting 1 translocation event, whereas there are many translocation events
that have been associated with childhood leukaemia. These studies work on the basis that
bioflavonoids are topoisomerase Il inhibitors, which prevent religation of DSBs induced by
topoisomerase Il, which could then go on to form chromosomal translocations. However,
some environmental exposures could induce translocations via different mechanisms, which
means that the study design would be limited to only exposures that work as topoisomerase
inhibitors. The concentrations of exposures used in this study were often much higher than a

person would be exposed to daily, and exposure length varied between each study.

The key aim of this chapter was to optimise an in vitro translocation model that could detect
a variety of chromosomal translocation events associated with childhood leukaemia, using a

cell line that could be exposed to a wide number of environmental risk factors.
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Reverse transcription PCR (RT-PCR) is often used for clinical diagnosis of leukaemia
cytogenetic subtypes and detection of minimal residual disease [261]. As chromosomal
translocation breakpoints can vary, using genomic DNA to detect translocations via PCR can
be difficult due to potentially very large target sequences that require amplification. RT-PCR
can analyse the fusion genes that are produced by chromosomal translocations providing
shorter target sequences for PCR amplification across the breakpoint junction.

To develop PCR assays for common childhood leukaemia translocations, primer pairs were
chosen from the literature where they had previously been used to detect translocations
using RT-PCR (Table 2.4). The primer sequences were entered into the Basic Local
Alignment Search Tool (BLAST) to ensure the sequence covered the expected region within
the respective translocated genes. Cell lines known to contain the selected translocation
were used as positive controls in PCR reactions, with RNA extracted from cell pellets and
reverse transcribed to cDNA (Table 2.4). Each RT-PCR assay was optimised using the
respective positive templates and the sensitivity of each assay to detect translocations was

analysed.

A defective DDR is more likely to contribute to chromosomal translocations [16]. NALM6 is a
pre-B acute lymphoblastic leukemia cell line which is wild type for p53 but harbours a
homozygous mutation in MSH2, meaning cells lack the protein, which is a key component in
the mismatch repair mechanism. The mismatch repair response is involved in repairing
mismatched bases and small insertions—deletion loops by inducing a single strand nick to
promote removal of the mispair, followed by religation [277]. Deficiencies in mismatch repair
responses are associated with cancers including colorectal cancer and leukaemia and have
been shown to increase mutation rate [278, 279]. When cells are mismatch repair deficient,
double strand breaks are often repaired by microhomology-mediated end joining, which
leads to microsatellite instability, which in turn supresses chromosomal instability and may
reduce the likelihood of translocations forming, due to double strand breaks being repaired.
The mismatch repair response is also involved in supressing HR, preventing potential
incorrect recombination, that could lead to translocations, and as such, deficiencies in
mismatch repair may allow for incorrect recombination by HR [279, 280]. Some studies in
mismatch repair deficient cells found a lack of chromosomal abnormalities, using methods
such as conventional karyotyping and flow cytometrical ploidy analysis, suggesting that
deficient mismatch repair may supress the formation of abnormalities such as chromosomal
translocations [281, 282]. A study by Abdel-Rahman et al. 2001 however, identified multiple
chromosomal translocations in colon cancer cell lines with defective mismatch repair, using
spectral karyotyping [283]. However, a later study, Abdel-Rahman et al. 2005, found that

restoring the mismatch repair response in these cells did not prevent translocations from
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forming and actually had increased chromosomal instability and sensitivity to radiation,
suggesting other mechanisms may be involved [284]. NALM6 cells have been shown to
have a greater resistance to irradiation and compromised DSB repair [285]. Previously,
NALM®6 has been used to detect MLL translocations with exposure to the chemotherapy
drug, etoposide [159]. Furthermore, although NALM6 has been found to have a deletion of
the long arm of chromosome 5 and FISH analysis has shown the presence of translocation,
t(5;12)(g33.2;p13.2), the breakpoint of the translocation does not affect ETV6, one of the
genes of interest [286]. As such, NALM6, was chosen to investigate the induction of
chromosomal translocations due being a pre-B cell type, the most common cell type in
childhood leukaemia, with DDR deficiencies and without the presence of the translocations

under investigation [9, 286].

Etoposide, a known translocation inducer [159], was used in the current study to assess the
ability of the RT-PCR assays developed to detect childhood leukaemia translocations in
NALMBG6 cells. As etoposide has already been associated with known leukaemia
translocations MLL and RUNX1, it would act as a positive exposure control to understand if
the NALM6 translocation model would be able to detect translocations before moving onto
exposures associated with childhood leukaemia risk that have previously not been studied in

the context of inducing translocations [159, 287].

3.2 Development of RT-PCR assays
3.2.1 Optimisation of GAPDH and Beta Actin RT-PCR assays

RT-PCR assays for GAPDH and Beta Actin were developed to determine the optimal
annealing temperature for translation to quantitative PCR assays (qPCR) so that these
primer pairs could be used as reference genes. An annealing temperature gradient was
performed using AmpliTaq Gold™ 360 polymerase for 30 amplification cycles. With a primer
concentration of 2uM, cDNA from the HL60 cell line was used as a positive control at a
concentration of 5ng/pl. An annealing temperature of 60°C produced successful
amplification of both GAPDH and Beta Actin at 150bp, Figure 3.1A. RT-PCR assays were
repeated using HL60 and Kasumi-1 cDNA to ensure successful amplification of reference

genes across different cell types, Figure 3.1B.
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Figure 3.1. Gel electrophoresis visualisation of GAPDH and Beta Actin RT-PCR assay using AmpliTaq Gold™
360 polymerase. A) temperature gradient, B) 60°C annealing temperature with Kasumi-1 and HL60 cDNA. MWM
= molecular weight marker (New England Biosciences 100 bp DNA Ladder).

The HL60 positive controls for GAPDH RT-PCR was sent for Sanger sequencing, Table 3.1,
and the correct target sequence was identified.

Table 3.1. Sanger sequencing for GAPDH PCR.

Sample  Sequence of gene Genes identified
in BLAST
GAPDH CTGCTTTTACTCTGGTAAAGTGGATATTGTTGCCATC  GAPDH
AAT

3.2.2 Optimisation of TCF3-PBX1 and RUNX1-RUNX1T1 RT-PCR assays

To determine the optimal temperature to amplify RUNX1-RUNX1T1 and TCF3-PBX1
fusions, a gradient RT-PCR was performed using AmpliTag Gold™ 360 polymerase and
primers TCF3_F/ PBX1_R and RUNX1_F /RUNX1T1_R. A primer concentration of 2uM
was used with a cDNA template from translocation positive cell lines, 5ng/ul of Pre-B 697 for
TCF3-PBX1, and 4ng/ul of Kasumi-1 for RUNX1-RUNX1T1. Annealing temperatures ranged
between 50 to 60°C for TCF3-PBX1 and 55 to 70°C for RUNX1-RUNX1T1, for 30

amplification cycles.

Under these conditions, bands were detected for TCF3-PBX1 at 450bp across all annealing
temperatures, Figure 3.2A. For RUNX1-RUNX1T1 bands at 500bp were detected at 55°C
and 60°C, Figure 3.2B. An annealing temperature of 60°C was chosen for all further RT-
PCR reactions for TCF3-PBX1 and RUNX1-RUNX1T1.
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Figure 3.2. Gel electrophoresis visualisation of of RT-PCR assay for A) TCF3-PBX1 with Pre-B 697 positive cell
line and B) RUNX1-RUNX1T1 with Kasumi-1 positive cell line . MWM = molecular weight marker (New England
Biosciences 100 bp DNA Ladder).

To ensure the primer pairs only amplified the target fusion genes, the RT-PCR was repeated
with AmpliTagq Gold™ 360 using 2.5ng/ul HL60 cDNA, which does not contain either
translocation events. As high amounts of primer dimer were observed in previous RT-PCRs
(Figure 3.2), the primer concentration was adjusted to 0.3uM with 2.5ng/ul cDNA template
for TCF3-PBX1 and 2ng/ul cDNA for RUNX1-RUNX1T1. RT-PCR product bands were only
seen in the positive cell line controls, Pre-B 697 for TCF3-PBX1 and Kasumi-1 for RUNX1-
RUNX1T1, (Figure 3.3). The ETV6-RUNX1 results will be discussed in the section below.
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Figure 3.3. Gel electrophoresis visualisation of positive and negative cell line controls for A) TCF3-PBX1 and B)
RUNX1-RUNX1T1 RT-PCR assays. MWM = molecular weight marker (New England Biosciences 100 bp DNA
Ladder).
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To further optimise the RT-PCR reactions, a range of primer concentrations, cDNA
concentrations and amplification cycles were explored using AmpliTagq Gold™ 360 to
increase yield and reduce primer dimers. For RUNX1-RUNX1T1 the primer concentrations
used included 0.3uM, 0.5uM and 4pM. For each primer concentration a range of positive
cDNA template concentrations were used from 4ng/pl to 0.1ng/pl of Kasumi-1 with 40
amplification cycles. Positive bands were detected across all primer concentrations, with
intense primer dimer bands seen at 4uM primer concentration, Figure 3.4A. For TCF3-PBX1
a primer concentration of 0.5uM was used with amplification cycles increased to 40 cycles. A
range of positive cDNA template concentrations were used from 5ng/ul to 0.125ng/ul of Pre-
B 697. Bands were detected for all positive samples as seen in Figure 3.4B. Bands were
detected at the lowest cDNA concentration for both translocation events, demonstrating that
the fusion genes can still be detected at lower copies of fusion template when using a 100%

cell line population.
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Figure 3.4. Gel electrophoresis visualisation of TCF3-PBX1 RUNX1-RUNX1T1 RT-PCR assay using AmpliTaq
Gold™ 360 polymerase with a range of primer and cDNA concentrations for 40 amplification cycles. MWM =
molecular weight marker (New England Biosciences 100 bp DNA Ladder).

When switching to PCRBio HS Taq Mix for cost effectiveness, an RT-PCR was performed
using 2.5ng/ul of positive control cDNA and 0.5uM of each primer to ensure the optimised
temperature of 60°C would work for TCF3-PBX1 and RUNX1-RUNX1T1, Figure 3.5. Positive
bands were observed for both primer pairs. The ETV6-RUNX1 and KMT2A-AFF1 results will

be discussed in the section below.
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Figure 3.5. Gel electrophoresis results for PCR annealing temperature check using PCRBio HS Tag Mix. MWM =
molecular weight marker (New England Biosciences 100 bp DNA Ladder). ETV6-RUNX1 and KMT2A-AFF1

results will be discussed in the section 3.3.2.
To confirm positive samples were the correct target sequence, samples were PCR purified
and sent for Sanger sequencing. Table 3.2 shows the sequence of the translocation junction

for Kasumi-1 identifying RUNX1 and RUNX1T1 sequences, and Pre-B 697 identifying TCF3

and PBX1 sequences.

Table 3.2. Sanger sequencing of RUNX1-RUNX1T1 and TCF3-PBX1 positive controls. The sequence relating to
each translocation partner is highlighted in red or blue.

Sequence of translocation junction Genes
identified in
BLAST
Kasumi-1 GATGGGCCCCGAGAACCTCGAAATCGTTACTGAGAA RUNX1 -
G RUNX1T1
Pre-B 697 GGCCTCCCGACTCCTACAGTGTTTTGAGTATCCGAGG TCF3-PBX1
AGCC

To understand the sensitivity of the RT-PCR assay, positive cell lines were diluted with
negative cell lines to give different percentages of positive fusions. For TCF3-PBX1, the
positive Pre-B 697 cell line was diluted with negative Reh cell line. For RUNX1-RUNX1T1,
the positive Kasumi-1 cell line was diluted with negative Pre-B 697 cell line. The RNA was

then extracted from each cell mixture, allowing the amount of total RNA to be consistent
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across different percentages of target fusion product. For TCF3-PBX1, the RT-PCR assay

can visualise translocations in as low as 1 in 100 cells, Figure 3.6.
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Figure 3.6. Gel electrophoresis image for RT-PCR sensitivity of TCF3-PBX1. PCRBIio HS Taq polymerase, for 40
amplification cycles with a primer concentration of 0.5uM. Final cDNA concentration used in RT-PCR was 5ng/pl.
MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

For RUNX1-RUNX1T1, the RT-PCR assay can also visualise translocations as low as 1 in
100 cells, Figure 3.7, however the 1% band is smeary, so although it can be observed, the
product is not as strong as higher percentages of cells so a 2" confirmation would be
beneficial in these cases. Although the bands are the expected molecular weight for the

positive translocation, confirmation by Sanger sequencing would also be beneficial.
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Figure 3.7. Gel electrophoresis image for RT-PCR sensitivity of RUNX1-RUNX1T1 using PCRBio HS Taq
polymerase, for 40 amplification cycles with a primer concentration of 0.5uM. Final cDNA concentration used in
RT-PCR was 5ng/ul. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).
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Due to the presence of primer dimer, the RT-PCRs were repeated using a gradient of
forward and reverse primer concentrations for TCF3-PBX1 and RUNX1-RUNX1T1, Figure
3.8. All primer concentration combinations gave amplification of the expected fusion product
with visually low production of primer dimer (below 100bp), when using 100% positive cell

line cDNA as a template.
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Figure 3.8. Gel electrophoresis image for RT-PCR amplification of A) TCF3-PBX1 and B) RUNX1-RUNX1T1
using a gradient of primer concentrations. PCRBio HS Taq polymerase, for 40 amplification cycles. Primer
concentrations were varied using 2.5ng/pl of positive control templates, Pre-B 697 for TCF3-PBX1 and Kasumi-1
for RUNX1-RUNX1T1. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

However, when using samples which are expected to have a low copy number of the
expected fusion compared to the 100% cell line controls, such as from NALM6 cells exposed
to environmental exposures (benzene, cotinine, caffeine, folic acid), or when using 1% cell
line cDNA, high amounts of primer dimer are still observed when using varying primer
combinations, Figure 3.9. In some cases, positive samples were not amplified sufficiently for
visualisation during gel electrophoresis, Figure 3.9. Due to this, unless stated otherwise, a
higher primer concentration of 0.5uM was used for both forward and reverse primers for
TCF3-PBX1 and RUNX1-RUNX1T1 fusion RT-PCRs.
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Figure 3.9. Gel electrophoresis image for RT-PCR amplification of TCF3-PBX1 and RUNX1-RUNX1T1 with
varying primer concentrations. PCRBio HS Taq polymerase, for 40 amplification cycles. Primer concentrations
were varied using 5ng/pl translocation positive low copy number template for TCF3-PBX1 and 1ng/ul Kasumi-1
for RUNX1-RUNX1T1. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

Due to low copy number and subsequently low DNA concentration obtained from gel
extraction of PCR products, samples were further amplified using nested primers to increase
amount of PCR product required for sequencing to confirm the breakpoint. Primers were
designed to amplify within the original target sequence for TCF3-PBX1 and RUNX1-
RUNX1T1 whilst remaining outside of the breakpoint region. For TCF3-PBX1, the primers
used were TFC3_FNE forward primer and PBX1_RNE reverse primer, shown in Table 2.4.
For RUNX1-RUNX1T1, RUNX1 FNE was used as a forward primer and RUNX1T1 RNE
was used as a reverse primer. Using PCRBio HS Taq polymerase, an annealing
temperature of 60°C, 40 amplification cycles and a primer concentration of 0.5uM, PCR
products were diluted 1 in 10 with water and used as templates for the nested PCR
reactions. Strong bands were seen using positive PCR products as the template for both
TCF3-PBX1 and RUNX1-RUNX1T1, Figure 3.10.
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TCF3-PBX1 Pre-B697 +ve PCR
TCF3-PBX1 sample 1 +ve PCR
TCF3-PBX1 sample 2 +ve PCR
TCF3-PBX1 sample 3 +ve PCR
TCF3-PBX1 sample 4 +ve PCR
TCF3-PBX1 sample 5 +ve PCR
TCF3-PBX1 sample 6 +ve PCR

RUNX1-RUNX1T1 sample 7 +ve PCR
RUNX1-RUNX1T1 sample 8 +ve PCR
RUNX1-RUNX1T1 Kasumi-1 +ve PCR
RUNX1-RUNX1T1 sample 9 +ve PCR
RUNX1-RUNX1T1 sample 10 +ve PCR
RUNX1-RUNX1T1 sample 11 +ve PCR

Figure 3.10. Gel electrophoresis image for PCR amplification of TCF3-PBX1 and RUNX1-RUNX1T1 using nested
primers. The templates used as examples in this diagram are from positive PCR samples observed in chapters 4-
7. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

Products were gel extracted for purification and sequencing. If multiple bands were present,
then the visible bands were extracted and amplified. Sanger sequencing for the positive cell
line templates show the target sequence at 400bp for Kasumi-1 identifying RUNX1 and
RUNX1T1 sequences, and at 150bp for Pre-B 697 identifying TCF3 and PBX1 sequences,
Table 3.3. The breakpoint junction for the cell line controls in the nested PCR is the same as
the breakpoint junction using the original RT-PCR primers, as seen in Table 3.2, therefore it

is appropriate to use the nested primers to amplify when needed.

Table 3.3. Sanger sequencing for RUNX1-RUNX1T1 and TCF3-PBX1 nested PCRs. The sequence relating to
each translocation partner is highlighted in red or blue.

Sequence of translocation junction Genes identified in
BLAST
Kasumi-1 PCR TGGGCCCCGAGAACCTCGAAATCGTACTG RUNX1 - RUNX1T1
Nested AGAAGCA

Pre-B 697 PCR CGGCCTCCCGACTCCTACAGTGTTTTGAG TCF3 - PBX1
Nested TATCCGAGGA

With reliable RT-PCR amplification, TCF3-PBX1 and RUNX1-RUNX1T1 were chosen as the

translocation targets to be investigated in the NALM6 model.

3.2.3 Optimisation of ETV6-RUNX1 and KMT2A-AFF1 PCR assays
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RT-PCR assays for ETV6-RUNX1 and KMT2A-AFF1 were also attempted and went through
many optimisation steps with varying results. Annealing temperature optimisation was
performed using AmpliTag Gold™ 360, with 30 amplification cycles, 2uM primer
concentration and 5ng/ul of positive cell line control cDNA template, Reh for ETV6-RUNX1
and MV4-11 KMT2A-AFF1. At an annealing temperature of 55°C and 60°C, faint bands can
be seen for ETV6-RUNX1 close to 1000bp, Figure 3.11A. No bands were observed for
KMT2A-AFF1 between 55°C-65°C, Figure 3.11A. When the same conditions were repeated
at an annealing temperature of 50°C for KMT2A-AFF1, a band can be seen at 250bp, Figure
3.11B. For ETV6-RUNX1, when the same conditions were repeated at 60°C, a clear band
can be seen near 1000bp, Figure 3.11B.
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Figure 3.11. Gel electrophoresis visualisation of ETV6-RUNX1 and KMT2A-AFF1 PCR assay using AmpliTaqg
Gold™ 360 polymerase. A) Temperature gradient and B) Final annealing temperatures. MWM = molecular
weight marker (New England Biosciences 100 bp DNA Ladder).

To enhance the visibility of the ETV6-RUNX1 PCR product, AmpliTag Gold™ 360 was used
at annealing temperatures of 60°C and 65°C, with and without additional 1mM Magnesium
Chloride and GC enhancer. The AmpliTaq Gold™ 360 alone gave the brightest PCR product
bands at both 60°C and 65°C, although these bands are still faint in comparison to PCR
bands observed for other primer pairs, Figure 3.12. The annealing temperature of 60°C was

used for further RT-PCR reactions.
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Figure 3.12. Gel electrophoresis visualisation of ETV6-RUNX1 PCR assay using AmpliTag Gold™ 360
polymerase. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

Due to the presence of primer dimer in the ETV6-RUNX1 and KMT2A-AFF1 RT-PCR
assays, the assays were further optimised by varying the concentration of primer and cDNA
template used. To increase the visibility of PCR product bands, the number of amplification
cycles was increased to 40 cycles. For ETV6-RUNX1, product bands were seen for cDNA
template concentrations above 1.25ng/ul, across all primer concentrations, Figure 3.13. The
brightest bands were seen using 0.5uM primer, although these bands are still faint in

comparison to PCR bands observed for other primer pairs.
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Figure 3.13. Gel electrophoresis visualisation of ETV6-RUNX1 PCR using AmpliTag Gold™ 360 polymerase.
MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).
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For KMT2A-AFF1, PCR product bands were only seen at a cDNA template concentration of
5ng/ul and primer concentration of 0.5uM and 0.3uM, Figure 3.14. All bands were still very
faint and appeared at less than 200bp.
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Figure 3.14. Gel electrophoresis visualisation of KMT2A-AFF1 PCR using AmpliTaq Gold™ 360 polymerase with
a range of primer and cDNA concentrations. MWM = molecular weight marker (New England Biosciences 100 bp

DNA Ladder).

When switching to PCRBio HS Tag Mix, the RT-PCR was performed using 2.5ng/ul of
positive control and 0.5uM of each primer following the conditions set out in section 2.3.5.
The previous annealing temperatures of 60°C for ETV6-RUNX1 and 50°C for KMT2A-AFF1
were used. A band can be seen in Figure 3.5 at 250bp for KMT2A-AFF1 using positive cell
line MV4-11 cDNA as the template. Sanger sequencing for MV4-11 identified KMT2A and

AFF1 sequences confirming the product was the expected fusion, Table 3.4.

For ETV6-RUNX1, a bright band can be seen at 950bp using positive cell line Reh, Figure
3.5. However, the ETV6-RUNXL1 positive lane also contains some smearing and possible
other faint bands. When the RT-PCR assay for ETV6-RUNX1 was performed using cDNA
templates from NALMG6 cells exposed to DMSO that contained no or very low copies of the
translocation, a bright band could be seen in some samples at 500bp, Figure 3.15A.
Following gel extraction and Sanger sequencing of both bands, 500bp and 950bp, the band
at 500bp was identified as Transportin 3 (TNPO3) located on chromosome 7, and therefore
not related to the fusion gene, whilst the band at 950bp was the expected ETV6-RUNX1
fusion, Table 3.4. Due to the presence of the unspecific binding when using samples with no
or low translocation copies, the ETV6-RUNX1 RT-PCR assay was not chosen as a target for

the model.
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When the RT-PCR assay for KMT2A-AFF1 was performed using cDNA templates that
contained no or very low copies of the translocation (such as cDNA from NALM6 cells
exposed to DMSO, expected to contain no or very low numbers of translocations, used as
an example in Figure 3.15) large amounts of smearing could be consistently seen in each
lane, Figure 3.15B. Due to the smearing and very faint bands making true positives difficult

to identify, the KMT2A-AFF1 RT-PCR assay was not chosen as a target for the model.
Table 3.4. Sanger sequencing for ETV6-RUNX1 and KMT2A-AFF1 positive cell line controls. The sequence

relating to each translocation partner is highlighted in red or blue. Underlined sequences in black refer to shared
sequences between the translocation pair.

Sample Sequence of translocation junction or gene Genes identified in
BLAST
MV4-11  CAAAAACCAAAAGAAAAGGAAATGACCCATTCA  KMT2A - AFF1
TGGC
Reh CCCATTGGGAGAATAGCAGAATGCATACTTGGA ETV6 - RUNX1
950bp ATGAA
Reh GCCTCACCAANGCTGGAGTCTCTCCCTGCTCTG TNPO3
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Figure 3.15. Gel electrophoresis visualisation of A) ETV6-RUNX1 and B) KMT2A-AFF1 RT-PCR using low or no
translocation cDNA as template. Performed using PCRBio HS Taq polymerase, an annealing temperature of
60°C (ETV6-RUNX1) or 50°C (KMT2A-AFF1) for 40 amplification cycles and a primer concentration of 0.5uM
primer. The reaction templates included 5ng/ul of cDNA from samples of NALM6 cells exposed to DMSO (no or
low positive translocation), 2.5ng/pl of positive cDNA (Reh for ETV6-RUNX1 and MV4-11 for KMT2A-AFF1) or a
negative control H,O. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

3.2.4 Optimisation of BCR-ABL1 and PML-RARA PCR assays

Optimisation of RT-PCR assays to detect BCR-ABL1 and PML-RARA translocations started
using AmpliTag Gold™ 360 polymerase with BCR_F / ABL1_R and PML_F / RARA_R

primers. An annealing temperature gradient was performed with 30 amplification cycles,
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2uM primer concentration and 5ng/ul positive cell line cDNA template, K562 for BCR-ABL1
and NB4 for PML-RARA, Table 2.4. No product bands were seen for either BCR-ABL1 or
PML-RARA, Figure 3.16.
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Figure 3.16. Gel electrophoresis visualisation of A) BCR-ABL1 and B) PML-RARA PCR assay using AmpliTaq
Gold™ 360 polymerase. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

RT-PCR assays for BCR-ABL1 and PML-RARA were repeated using AmpliTaq Gold™ 360
with and without the addition of 1mM Magnesium Chloride and GC enhancer. An annealing
temperature gradient was performed with 30 amplification cycles, 2uM primer concentration
and 5ng/ul positive cell line cDNA template or H,O as a negative control. No product bands
were seen for either BCR-ABL1 or PML-RARA, Figure 3.17.

A. BCR-ABL1 B. PML-RARA
Amplitagq + Mg Amplitag + GC Amplitaq
+ GC enhancer enhancer Amplitag + Mg Amplitag + Mg
A

A A i 1

1000bp
1000bp| —
—>
500bp

500bp e
—>

.

S PP VYO O VOV OO OUYOo SPPPPJvVLU
Sohohs Sidihe 5 5o o Sohiho25 K55 3
EmmgoLoI RARIET hin © © T E'—”'—”'-”kDImmgoLoI

Figure 3.17. Gel electrophoresis visualisation of A) BCR-ABL1 and B) PML-RARA PCR assay using AmpliTaq
Gold™ 360 polymerase. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

As no PCR amplification was detected for BCR-ABL1 and PML-RARA, different primer pairs

for each translocation were selected from previous literature, and the RT-PCR reaction
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repeated with AmpliTag Gold™ 360. Primer pairs BCR_F2 / ABL1_R2 and PML_F2/
RARA_R2 were used at a concentration of 2uM. An annealing temperature gradient was
performed at 30 amplification cycles with 5ng/ul of positive cell line cDNA or H,O. No PCR
product bands were detected for BCR-ABL1 or PML-RARA, Figure 3.18. A GAPDH RT-PCR
assay produced product bands for both K562 and NB4, suggesting the cDNA was viable to
use as a PCR template, although the product produced for NB4 was faint in comparison
Figure 3.18.
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Figure 3.18. Gel visualisation of new PCR primer pairs for BCR-ABL1 and PML-RARA with GAPDH PCR on
K562 and NB4 positive controls. MWM = molecular weight marker (New England Biosciences 100 bp DNA
Ladder).

Using primer pair BCR_F2 / ABL1 R2, various polymerases were used to amplify positive
cell line control K562, including PCRBIo Verify Taq Mix, PCR Bio HS Tag Mix Red and
PCRBio HS Taq Mix. A primer concentration of 0.5uM was used across an annealing
temperature gradient for 40 amplification cycles with 5ng/ul of cDNA template. Across all
polymerases and temperatures, numerous bands could be seen in each lane, along with
smearing, Figure 3.19A. Due to number of bands and smearing the BCR-ABL1 assay was
not chosen as a translocation target as it would be difficult to detect translocation
breakpoints and to translate the assay into a qPCR assay. The BCR-ABLL1 translocation is
found in both adult CML, ALL, and AML, and childhood ALL [288]. Many breakpoints have
been identified across these disease types, resulting in fusion transcripts of different lengths
due to different breakpoint junctions [261, 288]. Due to this, the cell line used may not have
been optimal as a positive control for the amplification of the breakpoint junction expected for

the primer pairs used.

The PML-RARA positive cell line NB4 was used as template for the PML_F2 / RARA _R2

primer pair using PCR Bio HS Tag Mix. An annealing temperature gradient was performed
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for 40 amplification cycles with 0.5uM of primer and 5ng/ul of cDNA template. No PCR
product bands were detected across any temperature, Figure 3.19B. As the PML-RARA RT-
PCR assay was unsuccessful in amplifying the positive cell line NB4 following various

optimisation steps, this assay could not be used to detect this translocation.
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Figure 3.19. Gel electrophoresis visualisation of BCR-ABL1 and PML-RARA RT-PCR reactions using different
PCRBIo polymerases. A) BCR-ABL1 and B) PML-RARA. MWM = molecular weight marker (New England
Biosciences 100 bp DNA Ladder).

3.2.5 Development of gPCR assays to detect fusion genes

The use of quantitative PCR (qPCR) assays is useful in quantifying fusion gene expression
in a given sample, as well as offering greater sensitivity than some other PCR assays. As
extraction of RNA and the process of reverse transcription can vary from sample to sample,
the use of reference genes allows for gPCR results to be normalised to report a more
accurate result [289]. GAPDH and Beta Actin were chosen as reference genes for the gPCR
assay. Using the annealing temperature of 60°C, a standard curve was set up for both
GAPDH and Beta Actin using HL60 cDNA diluted 1 in 10 from 1.25ng/ul to 0.000125ng/pl.
Once plotted on a logarithmic scale for each dilution point, Figure 3.20, GAPDH gave an
efficiency of 96.2% and an R? value of 0.9965. For Beta Actin, the efficiency was 99.1% and
the R? value was 0.9599. Working at an efficiency of 100%, the amount of PCR product
should double with each PCR amplification cycle. An efficiency between 90-110% is
desirable [290]. The R? value reports the linearity between each sample, with a desirable
confidence >0.98[290]. The GAPDH results show an efficiency and R? value within the
desirable limits. For Beta Actin, the efficiency is desirable but the R? value is less than the
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desirable limit, which could be due to the preparation of the dilutions. As the confidence is

above 0.95, the Beta Actin primer pair was deemed sufficient for the gPCR assay.
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Figure 3.20. Standard curve for GAPDH and Beta Actin qPCR assay. Positive HL60 cDNA template was diluted 1
in 10 represented by each point of the graph (1.25ng/ul to 0.000125ng/ul). Graph A shows the standard curve for
GAPDH, with an efficiency of 96.2% and an R? value of 0.9965. Graph B shows the standard curve for Beta
Actin, with an efficiency of 99.1% and an R? value of 0.9599.

A gPCR standard curve was set up for both TCF3-PBX1 and RUNX1-RUNX1T1 using 60°C
annealing temperature and positive cell line cDNA diluted 1 in 10 from 1.25ng/ul to
0.000125ng/ul for Pre-B 697 and 1 ng/ul to 0.0001ng/ul for Kasumi-1. Results for TCF3-
PBX1 showed an efficiency of 101.1%, and an R? value of 0.9792, Figure 3.21A, both close
to the desirable range. However, after reporting low Cq values for the negative control, the
gPCR products were ran on an agarose gel, showing contamination in the negative control
therefore invalidating the curve. For RUNX1-RUNX1T1, the standard curve gave an
efficiency of 80.5% and an R? value of 0.9633, Figure 3.21B. Although the R? value was
close to the desirable confidence, the efficiency of the RUNX1-RUNX1T1 qPCR was much
lower, which could be due to ineffective primer pairs or contaminated cDNA template.
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Figure 3.21. Standard curve for TCF3-PBX1 and RUNX1-RUNX1T1 qPCR assay. Positive Kasumi-1 and Pre-B
697 cDNA template was diluted 1 in 10 represented by each point of the graph (1.25ng/ul to 0.000125ng/ul for
Pre-B 697 and 1ng/ul to 0.0001ng/ul for Kasumi-1). Graph A shows the standard curve for TCF3-PBX1, with an
efficiency of 101.1% and an R? value of 0.9792. Graph B shows the standard curve for RUNX1-RUNX1T1, with
an efficiency of 80.5% and an R? value of 0.9633.

To optimise the gPCR assays for TCF3-PBX1 and RUNX1-RUNX1T1, the gPCR standard
curves were repeated, altering conditions to include new cDNA templates, higher starting
cDNA concentrations for dilution, different dilution factors, different primer concentrations
and different sybr green tag mix (not reported). No conditions could produce sufficient

efficiency or R? value.

As the TCF3-PBX1 and RUNX1-RUNXI1T1 primer pairs could not produce a sufficient gPCR
standard curve, these assays were not used subsequently. As consistent PCR results were
produced with the standard PCR method, with a sensitivity of 1%, this method was chosen

over the gPCR assay.

3.3 Tissue culture optimisation
3.3.1 NALMSG cell growth and cell viability

To evaluate the optimum density for NALM6 cell growth and viability, trypan blue exclusion
was used to count viable and non-viable cells every 24 hours over a total of 96 hours, Figure
3.22. When seeded at densities of 0.5x10° and 1x10° cells/ml, at 0 to 24 hours the cells are
in the lag phase, from 24 to 72 hours the cells are in the logarithmic phase, at 72 to 96
hours, the seeding density 0.5x10° cells/ml reaches a plateau whereas the seeding density
1x108 cells/ml enters the death phase with a reduction of cell growth and cell viability, Figure
3.22. As the seeding density 0.5x10° cells/ml maintained a higher cell viability across 96

hours, it was chosen as the optimum seeding density for experiments involving NALM6.
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Figure 3.22. NALM®6 cell growth and cell viability by trypan blue exclusion. NALM6 cells were seeded at 0.5 and 1
x 108 cells/ml and counted every 24 hours using trypan blue exclusion.

3.3.2 NALMBG cell line authentication and mycoplasma testing

Contamination of cell cultures can occur through cross contamination with other cell lines or
through contamination with microorganisms such as mycoplasmas. To authenticate the use
of the NALM6 cell line, a sample was taken from a live culture and sent to Eurofins for STR
profiling. The results for the NALM6 cells used in the translocation model matched the

identifiers reported in NALM6 STR profiles on ExPasy confirming authentication of the cells.

Contamination with mycoplasma can lead to altered RNA and DNA synthesis, chromosomal
aberrations, altered cell metabolism, proliferation and morphology, which could all impact the
reliability of assays performed on mycoplasma positive cells [291]. Using the Venor®GeM
OneStep Mycoplasma Detection Kit, 12 different species of Mycoplasma can be detected
through PCR amplification of a conserved 16S rRNA coding region. Routine mycoplasma
testing was performed on growing cultures, to ensure that any cultures used for downstream

assays were mycoplasma negative, Figure 3.23.
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Figure 3.23. Gel electrophoresis visualisation of NALM6 cell mycoplasma PCR using Venor®GeM OneStep
Mycoplasma Detection Kit. The mycoplasma negative control shows 1 band and the mycoplasma positive control
shows 2 bands. MWM = molecular weight marker (New England Biosciences 100 bp DNA Ladder).

3.4 Etoposide as a model for translocation induction in NALM®6 cells

To assess the ability of translocation induction in NALM6 cells, with detection by RT-PCR

assays, etoposide was used as a translocation inducer, described in Figure 3.24.
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Figure 3.24. Study design for NALM6 etoposide exposure. NALM6 cells were seeded at 0.5x10° cells/ml in 6-well
plates and allowed to grow for 24 hours. Once the cells were in the exponential growth phase, they were exposed
to a range of etoposide concentrations for various lengths of time. After the exposure period, cells were washed,
resuspended in fresh medium and allowed to recover for 24 hours, to give cells time to repair DNA damage and
form translocations, before trypan blue exclusion count and RNA extraction. RNA was then reverse transcribed
for use in the RUNX1-RUNX1T1 RT-PCR assay. One replicate was performed for each concentration and
exposure length.

As expected, exposure to the strongest concentrations of etoposide, 1uM and 10uM, for
longer than 2 hours resulted in a reduction in cell growth and reduced cell viability compared
to the DMSO control, Figure 3.25. Exposure to 10uM of etoposide for any length of time
resulted in less than 50% cell viability, with no increase in overall viable cell number above
0.5x10° cells/ml. For 1uM etoposide, as the length of exposure increased, the number of
cells and percentage of cell viability decreased. For 100nM etoposide exposure, as the
length of exposure time increased the viability of cells decreased, resulting in 70% viability

79



after 48 hours exposure. Exposure to 10nM and 1nM etoposide closely followed the growth

and viability pattern of the DMSO control, with viability staying above 75% for all exposures.

A Cell count after recovery of NALM6 cells B Cell viability after recovery of NALM6 cells
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Figure 3.25. Cell count and viability via trypan blue for NALM6 cells exposed to etoposide. A) Number of NALM6
live cells following a 24-hour recovery after exposure to different concentrations of etoposide for different lengths
of time. B) Cell viability of NALM6 following a 24-hour recovery after exposure to different concentrations of
etoposide for different lengths of time. The graphs show a single replicate for each concentration.

Once assessed by the RUNX1-RUNX1T1 RT-PCR assay, translocations were detected in
NALMBG6 cells exposed to 1uM for 1 hour, and in NALM6 cells exposed to 10nM etoposide for
48 hours, Table 3.5. No translocations were detected in the DMSO controls, Table 3.5.

Table 3.5. Translocation event response to etoposide exposure. NALM6 cells were grown for 24 hours then
exposed to various concentrations of etoposide for different lengths of time. Following exposure cells were
washed and allowed to grow for 24 hours before RNA extraction and RT-PCR assays for RUNX1-RUNX1T1
using AmpliTag Gold™ 360, 0.5uM primer concentration and 40 amplification cycles. Each X represents a
translocation observed for a single replicate.

Concentration of etoposide
DMSO 1nM 10nM 100nM 1uM 10uM

o 1 hour X
LS 2 hours
£50 4 hours
> o &  6hours
© o2 24hours
-1 X ©

e 48 hours X

A further 3 replicates were performed for the conditions where a translocation was detected.
A RUNX1-RUNX1T1 translocation was detected with exposure to 1uM etoposide for 1 hour
in 1 out of 3 replicates, Table 3.6. No translocations were detected for the DMSO controls, or
for 10nM etoposide for 48 hours, Table 3.6.
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Table 3.6. Translocation event response to etoposide exposures previously observed to induce translocations.
NALM®6 cells were grown for 24 hours then exposed to 1uM etoposide for 1 hour and 10nM etoposide for 48
hours. DMSO was used as a negative control for each exposure. Following exposure, cells were washed and
allowed to grow for 24 hours before RNA extraction and RT-PCR assays for RUNX1-RUNX1T1 using PCRBIio
HS taq, 0.5uM primer concentration and 40 amplification cycles. Each number represents the number of
translocations observed for 3 replicates.

Etoposide RUNX1-
exposure RUNX1T1
conditions translocations
DMSO for 1 hour 0
1uM for 1 hour 1
DMSO for 48 hours 0
10nM for 48 hours 0

The 3 samples where a RUNX1-RUNX1T1 translocation was observed were gel extracted
and sent for Sanger sequencing. Etoposide samples (original replicates) 10nM for 48 hours
and 1uM for 1 hour, both identified RUNX1 and RUNX1T1 sequences, with the breakpoint
junction shown in Table 3.7. Sequencing results for the positive repeat of 1uM for 1 hour,
Table 3.7, identified a RUNX1T1 sequence via BLAST, however forward and reverse
sequencing was unable to identify RUNX1 alone across the breakpoint junction, but hits
were found for AML1-ETO RNA sequence (RUNX1-RUNX1T1).

Table 3.7. Sanger sequencing for RUNX1-RUNX1T1 PCR for positive etoposide exposure samples. The
sequence relating to each translocation partner is highlighted in red or blue.

Sequence of translocation Genes identified in BLAST

junction
Etoposide IuM1  TGGGCCCCGAGAACCTCGA
hour AATCGTACTGAGA RN RSNSOI
Etoposide 10nM 48 TGGGCCCCGAGAACCTCGA
hour AATCGTACTGAGA RUNXL - RUNXITL
rEéolﬁ’g:t'sel M1 CGTTAACTAATGGCACGAGC RUNXLT1 (also identified AML1-
hopur H CATTCT ETO RNA sequence)

3.5 Discussion

As translocation breakpoints can vary, resulting in potentially very large DNA sequences that
may be difficult to amplify via standard PCR, RT-PCR allows for the amplification of shorter
sequences by using RNA. As mRNA consists of exons, genetic sequences are much shorter
than the original DNA sequence. However, RNA is much less stable than DNA, making it
difficult to work with, and requires conversion to cDNA by reverse transcription to be used as
a template in RT-PCR reactions. The quality and purity of RNA is important for cDNA
synthesis and DNA contamination is removed using a DNase treatment. This study used a
2-step RT-PCR method which allows for the conversion and storage of cDNA in 1 reaction
before a 2™ reaction to undergo amplification by PCR. Although 2-step RT-PCR increases
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the risk of contamination and experiment failure due to more independent steps than 1-step
RT-PCR, where all reactions occur in the same tube, it allows for stored cDNA to be used in

multiple RT-PCR reactions for different translocation primer pairs.

Although the RT-PCR assays were able to amplify across the fusion breakpoint junction, the
exact breakpoint position in each gene is unknown as the breakpoints may have occurred
within introns, which would have been spliced out on mRNA production. Due to the nature of
translocations, not all translocations may be detected by RT-PCR as some breakpoints may
interfere with gene transcription and as such a gene product may not be produced. However
despite these limitations, RT-PCR is commonly used in detection of chromosomal
translocations and monitoring of minimal residual disease, which is one of the reasons why it
was chosen as the method of detection in this study [261]. The translocations selected were
all common childhood leukaemia subtype identifiers, which are commonly detected by RT-

PCR, so would be able to be detected in the translocation model [261].

Optimisation of RT-PCR assays for TCF3-PBX1 and RUNX1-RUNXI1T1 translocation
partners were successful, with the correct breakpoints sequenced for positive cell line
controls. The assays were able to detect a minimum of 1 translocated cell per 100 negative
cells. The positive cell line controls had high concentrations of the target breakpoint
sequence, which allowed for adequate concentrations of purified PCR product necessary for
Sanger sequencing. As translocations are rare events, positive translocation events in
NALM®6 samples were less common and less concentrated, and as such this often did not
produce adequate concentrations required for Sanger sequencing. However, carrying out a
nested PCR using positive PCR products as templates, provided suitable concentrations for
successful sequencing, with the sequencing for positive cell line controls producing the same
sequencing breakpoint junctions for the original and nested PCRs. This provided successful
RT-PCR assays for 2 common childhood leukaemia associated chromosomal translocations

for use in further experiments.

Optimisation for 4 other leukaemia associated translocation PCRs was unsuccessful. For
ETV6-RUNX1, the primer pairs used produced unspecific binding to a gene identified as
TNPO3, along with the target translocation. Further optimisation for an ETV6-RUNX1 PCR
assay would benefit from new primer design. The KMT2A-AFF1 assay did produce the
correct target sequence, although often with very faint bands. When NALM6 samples were
used with low to no target sequence, the PCR assays resulted in large amounts of smearing
that made identification of any potential bands difficult. Due to this, further optimisation would
be needed to reduce contamination and non-specific amplification. No amplification was

observed for any PML-RARA primer pairs with the NB4 positive cell line control. Further

82



optimisation, such as cell line authentication, would be required to ensure the positive cell
line used was correct for the target sequence. For the BCR-ABL1 assay, amplification was
observed using PCRBiIo Verify and HS tag mixes, however multiple bands were produced
with high levels of smearing, making it difficult to determine if the correct target sequence
had been identified, or whether it was a result of non-specific amplification or contamination.
As BCR-ABL1 translocations can produce many different size fusion proteins with different
disease types, further optimisation of this assay would require different positive cell lines that
match the target sequence and further optimisation of multiple primer pairs [261, 288].
Although these assays require further optimisation, as cDNA from exposure samples can be

stored, it would be possible to run the samples on further PCR assays in the future.

GAPDH and Beta Actin PCRs were successfully optimised for use as a reference gene in
gPCR assays. However, optimisation of TCF3-PBX1 and RUNX1-RUNX1T1 gPCR assays
was unsuccessful due to inefficient standard curves and contamination. Although qPCR is
often more sensitive and able to provide quantitative information on gene expression, as the
aim of this study was to identify the presence of translocations, standard RT-PCR was
deemed sufficient, with its ability to detect translocations in 1 cell per 100, and as such were

chosen for use in further experiments over further optimisation of the gPCR assays.

Selection of the NALM6 cell line in the translocation model was due to its defective DDR and
lack of target translocations [285]. The NALM®6 cell line STR profile was authenticated with
known NALM6 STR profiles, and routine mycoplasma testing was performed on live cultures
to ensure the cultures used in the translocation model were contamination free. An optimal
seeding density of 0.5x10° cells/ml was chosen due to only a slight loss of viability at 96
hours. The NALMG6 cell line followed a typical growth curve, with a slow lag phase between 0
and 24 hours, an exponential growth phase between 24 and 72 hours, and plateau phase
after 72 hours. However, it may be beneficial to explore the impact of a broader range of
seeding densities on NALM6 growth to ensure an optimal balance between cell viability and
length of time needed for exposure to different chemicals, as cells were no longer in the

exponential growth phase after 72 hours.

The chemotherapy drug, etoposide, was used to assess the ability of the PCR assays to
detect translocations induced in NALM6 cells due to its known association with therapy-
related leukemias as a topoisomerase Il inhibitor, with MLL translocations induced in cell
lines exposed to etoposide [159, 287]. As etoposide is known to inhibit the topoisomerase II-
DNA cleavage complex, NALM®6 cells were exposed to etoposide during the exponential
growth phase, when cells are actively replicating. The highest concentration of etoposide

used, 10uM, is a peak serum concentration during etoposide treatment and as such, that
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and all lower concentrations are physiologically relevant [292]. Length of exposure time is
also important in etoposide treatment, so each concentration was left for time intervals
between 1 hour and 48 hours. Following exposure, cells were washed and resuspended in
new medium for 24 hours to remove any remaining etoposide from the growth medium
before harvesting. Etoposide is a known topoisomerase Il inhibitor, which prevents religation
of DSBs induced by topoisomerase Il [159]. As translocations can occur following repair of
DNA DSBs, cells exposed to etoposide were grown for 24 hours in fresh medium to allow
time for repair and translocation formation. To confirm that the exposure and repair time was
sufficient to induce and repair double strand breaks, a COMET assay could have been

performed at each time point to assess the DNA damage [293].

Overall, increased etoposide concentration and increased exposure time reduced cell growth
and viability, for example, after exposure to 10uM etoposide for 48 hours, cell density was
below 0.5 x 108 and cell viability was close to 30%. The RUNX1-RUNX1T1 PCR assay
specifically was used to assess translocation events induced by etoposide, as this
translocation has been shown to be associated with therapy-related leukaemia [287].
Translocation events were observed for exposure to high concentrations of etoposide for
short lengths of time, 1uM for 1 hour, and low concentrations of etoposide for longer periods
of time, 10nM for 48 hours. These translocation events were also found in further replicates
of 1uM for 1 hour. The presence of these translocation events in etoposide exposed cells,
with no translocations observed in the DMSO control cells, provides confidence that the
methods used in this study are sufficient to induce and detect translocation events in NALM6
cells. This chapter demonstrates the successful optimisation of TCF3-PBX1 and RUNX1-
RUNX1T1 PCR assays, and detection of translocation events induced in NALM®6 cells by
RT-PCR assays and provides rationale for use of these methodologies for further

experiments.
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4 Caffeine exposure and translocation induction in NALM®6 cells

4.1 Introduction

Caffeine is widely consumed across the world through intake of drinks, including tea, coffee
and sugary carbonated drinks, and chocolate [128]. Absorbed into the blood stream through
the gastrointestinal tract, caffeine is distributed throughout the body and can cross both the
placenta and testicular barriers [129]. Caffeine is primarily metabolised in the liver by the
enzyme Cytochrome P450 1A2 (CYP1A2), however during pregnancy, CYP1A2 activity is
decreased leading to higher levels of serum caffeine [135, 136, 294]. Moreover, in utero,
neither the foetus nor the placenta contain the CYP1A2 enzyme needed to metabolise
caffeine, so caffeine mainly is cleared via urinary excretion but at a much slower rate than
CYP1A2 metabolism in adults [137, 295].

In vitro studies have shown that caffeine exposure can impact DNA in a variety of ways,
including inhibiting cell cycle checkpoint proteins ATM and ATR, which can allow damaged
DNA to progress through the cell cycle, supressing HR, and perpetuating genomic instability
[148, 156]. Caffeine has also been identified as a topoisomerase antagonist [157]. Other
topoisomerase inhibitors, such as etoposide, are known to induce translocations found in
childhood leukaemia [158, 159]. Whilst caffeine itself has not been directly found to induce
translocations to date, other than in very early studies, this role suggests it may have the

capacity to induce translocations associated with childhood leukaemia.

Most epidemiological studies investigating the association between caffeine and risk of
childhood leukaemia use self-reported consumption of tea and coffee during pregnancy to
assess caffeine exposure [141]. Associations have been observed for increased risk of
childhood leukaemia with daily consumption of two or more cups of coffee during pregnancy
[141-145]. Meanwhile, a study by Milne et al. 2011 observed little significant association
between tea/coffee consumption and ALL overall, but when ALL cases were limited to those
with a balanced translocation, some associations were observed with tea/coffee intake [146].
Consumption of caffeine during pregnancy has also been associated with various adverse
health outcomes in offspring, including restricted growth and cardiovascular development
[136, 138]. Current advice for pregnant women in the UK is to restrict caffeine intake to
200mg per day, equivalent to around two cups of instant coffee [140]. However, the exact
levels of caffeine intake that may contribute to childhood leukaemia is unknown, so it is
important to investigate a range of caffeine concentrations, to provide accurate advice on

safe levels of caffeine consumption during pregnancy.

This chapter describes the use of an in vitro model to investigate the role of physiologically

relevant levels of caffeine exposure on the induction of childhood leukaemia associated
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translocations, TCF3-PBX1 and RUNX1-RUNX1T1. Using NALM®G, a pre-B acute leukaemia
cell line, physiologically relevant caffeine exposures were assessed for their impact on cell

growth and chromosomal translocation induction.

4.2 Methods
4.2.1 Experimental design of preliminary tests to examine the effects of caffeine exposure
on translocation events
To investigate the influence of caffeine exposure on NALM6 cell viability and translocation
induction, as described in Section 2.6.1, a range of physiologically relevant concentrations of
caffeine were chosen using serum caffeine levels reported in literature, Figure 4.1.
Beverages and food contain varying levels of caffeine which result in a range of exposure
depending on the quantity consumed. Due to the decrease in CYP1A2 activity throughout
pregnancy serum caffeine concentrations increase because of reduced clearance, which can
be observed in a study by Yu et al. 2016 [294]. The study measured the caffeine serum
concentrations of pregnant women in different trimesters following a low/medium caffeinated
beverage equivalent to one cup of instant coffee [294]. To reflect the caffeine concentrations
throughout pregnancy, 10uM was chosen to represent average caffeine serum
concentrations in 1% trimester, 20uM caffeine was chosen to reflect the average serum
concentration in 3™ trimester and 40uM was chosen to represent the maximum caffeine
serum concentration observed in the 3" trimester [294]. A study by Klebanoff et al. 1998
also measured caffeine serum content in pregnant non-smokers based on individual caffeine
intake in mg/kg/day. In the Klebanoff et al. 1998 study, the caffeine serum concentration
measured for a medium caffeine intake of two cups of filter coffee per day was equivalent to
10uM (the concentration previously chosen from the Yu et al. 2016 study) [296]. A
concentration of 2uM, equivalent to one cup of tea per day, was also chosen based on the
Klebanoff et al. 1998 study to represent a low caffeine intake [296]. As an extreme
concentration, 80pM was also selected, expected to be equivalent to ~16 cups of filter

coffee.
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Control

Low caffeine intake

Medium caffeine intake/ average concentration in 1% trimester
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Very high 3" trimester concentration
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Figure 4.1. Caffeine concentrations used in preliminary experiments and their corresponding physiological range.

As caffeine experiments were performed in tandem with other exposures discussed in
further chapters, DMSO was used as a common solvent for working stocks. The
translocation events reported for DMSO control, Table 4.1, are the same results reported in

subsequent chapters (Table 5.1 and 6.1).

4.2.2 Design of experiments to investigate the frequency of translocation events in

response to caffeine exposure

To investigate the frequency that translocations may be expected to appear in NALM6 cells
exposed to caffeine, the preliminary experiment was repeated for 20 technical replicates
using 80uM caffeine exposed for 4 days. RNA was extracted from each of the 20 caffeine
replicates and reverse transcribed into cDNA for use as a template in TCF3-PBX1
translocation RT-PCR assays, using HS Taq polymerase with 2.5pmol forward and 5pmol
reverse primers for 40 cycles. As a negative control for frequency experiments ran
simultaneously across all exposure experiments (see chapters 5, 6 and 7 also), NALM6 cells
were grown in 0.1% DMSO for 4 days, to allow for the maximum length of time for
translocations to appear. The DMSO control replicates were used as a template in TCF3-
PBX1 translocation RT-PCR assays, using HS Taqg polymerase with 10pmol primer
concentrations for 40 cycles. The DMSO translocation events results reported in sections

4.3.2,5.3.2,6.3.2 and 7.3.2 are the same. All procedures are described in chapter 2.

4.2.3 Design of experiments to investigate translocation events in response to caffeine

exposure in NALM®6 cells for different models

To optimise the preliminary NALM®6 cell model, two variables were considered: i) the impact
of treating cells either immediately or 24 hours after initial seeding, and ii) single vs daily

dosage of caffeine, as described in Section 2.6.2. Caffeine is suggested to be a
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topoisomerase antagonist, disrupting replication processes, as well as altering cell cycle
checkpoint pathways, which may impact the induction of translocation events when caffeine
exposure occurs when cells are actively replicating [148, 158]. Caffeine exposure is also
likely to occur on a daily basis through coffee, tea and caffeinated soft drinks intake. The

caffeine concentrations used are outlined in Figure 4.2.

Control

Medium caffeine intake/ average concentration in 1° trimester

Extreme concentration

000

Figure 4.2. Caffeine concentrations used in Model’s A-D and their corresponding physiological range.

A number of positive translocation events were selected for further analysis by fluorescence
in situ hybridisation (FISH). Harvested cells fixed in Carnoy’s solution were used to prepare
slides for use with Cytocell breakapart probes. Cells with a TCF3-PBX1 translocation were
analysed with a TCF3 breakapart probe and cells with a RUNX1-RUNX1T1 translocation
were analysed with a RUNX1 breakapart probe. For each probe, four normal bone marrow
samples were prepared and analysed to provide a threshold value over which the
translocation events detected are considered to be genuine events associating with the

exposure, rather than chance findings. The FISH procedure is described in chapter 2.

4.2.4 Investigating the influence of DMSO on translocation induction

Model C conditions were repeated with NALM®6 cells grown in standard medium (no caffeine
or DMSO) or treated with caffeine (with no DMSO present) or standard and low
concentrations of DMSO. Stock caffeine solutions were originally prepared by dissolving
caffeine in boiling water and then further diluting in DMSO for use in the preliminary,
frequency and model experiments. Here, to investigate the effects of caffeine without DMSO,
the caffeine stocks (dissolved in boiling water) were diluted in medium to concentrations of
80uM and 10uM and used to treat NALMG6 cells. The standard and low concentrations of
DMSO chosen to treat NALM6 cells include 0.1%, the standard concentration used in
previous experiments as a control for caffeine exposed cells, and 0.00002%, a
comparatively low concentration of DMSO. NALM®G cells grown in standard RPMI-1640
media were used as a negative control (0% DMSO). During daily dosing, NALM6 control
cells were administered doses of medium. The exposures were repeated in three technical
replicates and two biological replicates, giving six replicates total for each exposure. RNA

was harvested for each sample, reverse transcribed and used as a template for TCF3-PBX1
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and RUNX1-RUNX1T1 RT-PCR assays, using HS Taqg polymerase with 10pmol primer

concentrations for 40 cycles.

4.2.5 Statistical analysis

For trypan blue, resazurin and Cyquant assays the data are presented as mean and
standard error of the mean. The frequency of translocation events between caffeine exposed
and DMSO control cells was analysed by two-tailed Fisher’s exact tests using Graphpad

Prism or https://www.socscistatistics.com/tests/fisher/. The frequency of FISH translocations

in model experiments was analysed using ANOVA tests, followed by Bonferroni’s multiple

comparisons in SPSS.

4.3 Results

4.3.1 Preliminary experiment measuring cell growth and translocation events in NALM6
cells exposed to caffeine

To detect translocations by RT-PCR, NALM6 cells need to be able to proliferate when

exposed to caffeine and maintain adequate cell viability for RNA harvesting. Trypan blue

results show increasing growth for all concentrations from 24 to 72 hours, followed by a

decrease in viable cell count at 96 hours for 10, 20, 40uM caffeine, and slight increases for

2uM and 80uM caffeine and DMSO control cells, Figure 4.3.
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Figure 4.3. Trypan Blue assay of cell growth in NALM6 cells exposed to physiologically relevant concentrations of
caffeine. NALM6 cells were seeded at a density of 0.5 x10° cells/ml in normal RPMI-1640 media. A single dose of
caffeine or DMSO was added and then the cells were incubated at 37°C for up to 96 hours. Trypan blue counts
occurred every 24 hours. The data shows the mean of 2 technical replicates for 1 biological replicate + standard
error.

The cell viability of caffeine exposed cells was measured via resazurin metabolic colorimetric
assay, with no decrease in viability observed overall for all caffeine concentrations compared
to the DMSO control, Figure 4.4.
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Figure 4.4. Resazurin assay measurement of cell viability of NALM6 cells grown in folic acid deficient conditions
at day 2 and day 4. NALMG cells were seeded into 2 well plates at a density of 0.5 x108 cells/ml in folic acid free
RPMI-1640 media. A single dose of caffeine was added into the wells, and then they were incubated at 37°C for
48 hours (plate 1) or 96 hours (plate 2). On day 2 or day 4, resazurin was added to a final concentration of
0.02%, incubated for 4 hours at 37°C, and fluorescence monitored at an excitation wavelength of 560nm and an
emission wavelength of 590nm. The data presented represents 3 technical replicates for 1 biological replicate.
Results are reported as a percentage of the 2uM control + standard error.

Translocation events were only observed for TCF3-PBX1, with 1 event in 1/3 replicates for
each of the following conditions: 80uM exposure for 4 days and 10uM exposure for 2 days,
Table 4.1.

Table 4.1. Translocation events observed for 3 technical replicates of NALM6 cells exposed to a range of
physiologically relevant caffeine concentrations. NALM6 cells were seeded into two 12-well plates at a density of
0.5 x108 cells/ml in normal RPMI-1640 media. A single dose of caffeine or DMSO was added into the wells, and
then they were incubated at 37°C for 48 hours (plate 1) or 96 hours (plate 2). Cells were harvested for RNA
extraction and treated with DNase then reverse transcribed using Precision nanoScript2 Reverse Transcription
Kit to use as a template in RT-PCR assays for TCF3-RUNX1 and RUNX1-RUNX1T1 translocations, using HS
Taq and 10pmol primers. The data presented shows 3 biological replicates. (DMSO control data is used in
subsequent chapters 5 and 6).

Translocation Day cells DMSO 2uM 10uM 20uM 40uM 80uM
harvested Control Caffeine Caffeine Caffeine Caffeine Caffeine
TCF3-PBX1 Day 2 1
(3 replicates) Day 4 1
RUNX1- Day 2
RUNX1T1 Day 4

(3 replicates)

Sanger sequencing of purified PCR product from caffeine 80uM Day 4 is shown in Table 2.
The returned sequence from BLAST identified the correct expected translocated genes for
each sample, allowing for the translocation junction to be identified. Due to low product
concentration, sequencing was unable to be carried out for the translocation observed for

10uM Day 2 caffeine exposure.
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Table 4.2. Sanger sequencing of purified PCR products from preliminary caffeine experiments. Sequences were
entered into BLAST to identify gene matches, and translocation junction between 2 genes was identified.
Underlined letters represent bases that were found to overlap in each gene identified.

Sample Sequence of translocation junction Genes identified in
BLAST
Caffeine 80uUMDay 4 -~~~ ACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1

(TCF3-PBX1)

4.3.2 Frequency of translocation events in response to caffeine exposure

As translocation events were only observed in two caffeine concentrations during preliminary
experiments, it is difficult to establish a pattern of translocation induction. To investigate the
frequency at which caffeine exposure may induce translocations in NALM6 cells, the
preliminary experiment was repeated with 20 technical replicates of 80uM caffeine exposed
for 4 days, alongside a DMSO control. This concentration was chosen as a caffeine
exposure where a translocation event was observed and confirmed via sequencing. Thirteen
TCF3-PBX1 translocation events were observed across 13/20 replicates treated with 80uM
caffeine for 4 days. The DMSO control observed two TCF3-PBX1 events across 2/20
replicates. Analysis by two-tailed Fisher’'s exact test suggests there is a relationship between

caffeine exposure and TCF3-PBX1 translocations (p=<0.0001).

4.3.3 Cell growth, viability and translocation events measured in response to caffeine
exposure in different models

To replicate the preliminary findings where translocations were observed in response to

caffeine exposure and to address the issues of daily dosing and timing of those doses,

further experiments were conducted using NALM6 cells treated with caffeine or DMSO

across 4 different models.

Trypan blue assays were performed every 24 hours following the first exposure to caffeine to
assess the impact of each condition on NALM6 growth, Figure 4.5. In Model A (single
exposure, 24 hours after seeding), caffeine exposed cells were slow to proliferate from 24 to
48 hours compared to the DMSO control, but then viable cell count increased at 72 and 96
hours in line with the DMSO control, Figure 4.5. Cell growth in Model B (single dose at
seeding) was slow in the first 24 hours then viable cell count increased every 24 hours in
caffeine exposed cells similar to the DMSO control, Figure 4.5. In Models C (daily dose, 24
hours after seeding) and D (daily dose at seeding) cells were slow to proliferate for the first
72 hours followed by an increase in viable cell count for all concentrations at 96 hours,

Figure 4.5.

91



Model B

Model A

-~ DMSO
-~ 10uM
- 80uM

Caffeine conc

g
=)
1
N
=)
1

-~ DMSO
-o- 10uM
e 80uM

-
»
]
-
»
]

e
wn
1
e
»
1

e
=]
e
=)

24 48 72 96 24 48 72 96
Time following first exposure (hours) Time following first exposure (hours)

Model ¢

-~ DMSO
-~ 10uM
- 80uM

Proliferation (viable cell count x 105)
o
1

Proliferation (viable cell count x 105)
5
1

Model D Caffeine conc

g
=)
1
N
=)
1

-~ DMSO
-o- 10uM
e 80uM

-
»
]
-
»
]

o
”
1
bt
o
1

e
=]
e
=)

24 48 72 96 24 48 72 96
Time following first exposure (hours) Time following first exposure (hours)

Proliferation (viable cell count x 105)
P
1

Proliferation (viable cell count x 105)
P
L

Figure 4.5. Trypan Blue assay for each of the 4 caffeine exposure models. NALM6 cells were seeded at a density
of 0.5 x108 cells/ml in normal RPMI-1640 media and incubated at 37°C. Caffeine concentrations 10uM and 80uM
were chosen to represent various physiologically relevant caffeine exposures, with the equivalent DMSO (0.1%
v/v) used as a negative control. Trypan blue counts occurred every 24 hours following the first dose of benzene.
The data shows the mean of 2 technical replicates for 1 biological replicate + standard error.

Cell viability assays were performed at day 2 and day 4 following first caffeine exposure
using resazurin and Cyquant. The resazurin assays show no decrease in viability for any

caffeine concentration compared to the DMSO control, Figure 4.6.
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Figure 4.6. Resazurin assay measurements for each of the 4 caffeine exposure models. On day 2 or day 4 of
each model, resazurin was added to a final concentration of 0.02%, incubated for 4 hours at 37°C, and
fluorescence monitored at an excitation wavelength of 560nm and an emission wavelength of 590nm. The data
presented represents 3 technical replicates for 1 biological replicate. Results are reported as a percentage of the
DMSO control + standard error.

Cyquant viability assays also showed no reduction in cell viability across all of the caffeine

concentrations compared to the control, Figure 4.7.
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Figure 4.7. Cyquant assay measurement for each of the 4 caffeine exposure models. On day 2 or day 4 of each
model, samples were taken from each well and frozen at -80°C. Cyquant was added to each sample, incubated
overnight at 4°C and fluorescence monitored at 480nm excitation and 520nm emission. The data presented
represents 3 technical replicates for 1 biological replicate. Results are reported as a percentage of the DMSO
control + standard error.

A total of 11 translocation events were observed across 96 replicates treated with caffeine
overall, Table 4.3. The highest number of translocation events were observed in Model C
with three RUNX1-RUNX1T1 events across 6 replicates treated with 10uM caffeine for 4
days and one RUNX1-RUNX1T1 event across 6 replicates for each condition of cells treated
with 10uM caffeine for 2 days and 80uM for 4 days. A single TCF3-PBX1 events was also
observed in Model C across 6 replicates for each condition of cells treated with 10uM and
80uM caffeine for 2 days. A further three TCF3-PBX1 events were observed in Model B, with
two translocations across 6 replicates treated with 80puM caffeine for 4 days and a single
translocation across 6 replicates treated with 80uM caffeine for 2 days. A single RUNX1-
RUNX1T1 event was observed in Model A across 6 replicates treated with 10uM caffeine for
2 days Table 4.3. Translocation events were also observed in DMSO controls, with 2 TCF3-
PBX1 across 6 replicates of cells treated with DMSO for 2 days in Model B, and 4 RUNX1-
RUNX1T1 events in Model C, with 3 out of 6 replicates in response to 4 days of DMSO

exposure and 1 out of 6 replicates in response to 2 days DMSO exposure, Table 4.3.
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Using Fisher’s exact test, no significance was observed for translocation events in response
to DMSO vs any caffeine treatment (p=1). No significance was observed between single
dose vs daily dose (p= 0.3016) and for treatment following 24 hours growth vs at seeding
(p= 0.1193) using Fisher’s exact test. When considering any caffeine exposure, no
significant difference was observed for the frequency of TCF3-PBX1 and RUNX1-RUNX1T1

events using Fisher’s exact test (p=1).

Table 4.3. Model optimisation translocation events in response to caffeine. Each number represents the number
of positive PCR bands seen during gel electrophoresis for 6 replicates of each condition. NALM6 cells were
seeded at a density of 0.5 x10° cells/ml in normal RPMI-1640 media and incubated at 37°C. Model A: 24 hours
growth, single dose of caffeine or DMSO. Model B: single dose of caffeine or DMSO at seeding. Model C: 24
hours growth, daily dose of caffeine or DMSO. Model D: daily dose of caffeine or DMSO starting at seeding.
Caffeine concentrations 1.5nM, 3nM and 48nM were chosen to represent various physiologically relevant
caffeine exposures, with the equivalent DMSO (0.1% v/v) used as a negative control. On day 2 and day 4 cells
were also harvested for RNA extraction. The resultant RNA was treated with DNase and reverse transcribed
using High-Capacity cDNA Reverse Transcription Kit to use as a template in RT-PCR assays for TCF3-RUNX1
and RUNX1-RUNX1T1 translocations, using HS Taqg with 10pmol primers. The data present shows 3 technical
replicates and 2 biological replicates. (DMSO control data is also presented in chapter 5 (benzene) and chapter 6
(cotinine)).

Translocation Model Day cells DMSO 10puM 80uM
type harvested Control Caffeine Caffeine
Model A Day 2
Day 4
Model B Day 2 1
TCF3-PBX1 Day 4 2 2
(6 replicates) | Model C Day 2 1 1
Day 4
Model D Day 2
Day 4
Model A Day 2 1
Day 4
Model B Day 2
RUNX1- Day 4
SO gl G | Day 2 T ;
Day 4 3 3 1
Model D Day 2
Day 4

As a confirmation of negative results, a selection of samples that did not contain visible
bands during gel electrophoresis were used as a template for PCR using nested primers,
and no amplification was observed. Sanger sequencing of the translocation breakpoints from
caffeine exposed cells showed the expected fusion mMRNA sequence, with the associated
genes identified in BLAST, Table 4.4. Model C caffeine 80uM day 4 was not able to be

sequenced due to low product concentration.
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Table 4.4. Sanger sequencing of translocation events observed in caffeine exposed cells for Model’s A-D.
Positive samples were used as a template for PCR using 10pmol of nested primers, and then purified for
sequencing by DBS genomics. Sequences were entered into BLAST to identify gene matches, and translocation
junction between 2 genes was identified. Underlined letters represent bases that were found to overlap in each
gene identified. Letters with a * indicate that the base was correct in the RUNX1-RUNX1T1 fusion sequence but
different in the original RUNX1T1 mRNA sequence. (G->A)

Sample Sequence of translocation junction Genes identified in
BLAST
Caffeine 80uM Model
B Day 2 (TCF3-PBX1 CCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1
Nested)
Caffeine 80uM Model
B Day 4 #1 (TCF3- CCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1

PBX1 Nested)

Caffeine 80uM Model

B Day 4 #2 (TCF3- CCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1
PBX1 Nested)
Caffeine 80uM Model
C Day 2 (TCF3-PBX1  CCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1
Nested)
Caffeine 10uM Model
CDay 2 (TCF3-PBX1  CCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1
Nested)

Caffeine 10uM Model
A Day 2 (RUNX1- CCCCGTAGAACCTCGAA*ATCGTACTGAGAAG RUNX1 RUNX1T1
RUNX1T1 Nested)

Caffeine 10uM Model
C Day 2 (RUNX1- CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1 RUNX1T1
RUNX1T1 Nested)

Caffeine 10uM Model

C Day 4 #1 (RUNX1- CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1 RUNX1T1
RUNX1T1 Nested)

Caffeine 10uM Model

C Day 4 #2 (RUNX1- CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1 RUNX1T1
RUNX1T1 Nested)

Caffeine 10uM Model

C Day 4 #3 (RUNX1- CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1 RUNX1T1
RUNX1T1 Nested)

The translocation events observed in the DMSO controls underwent Sanger sequencing to
identify the breakpoint junction, all of which were confirmed to be the expected fusion gene

for each translocation, Table 4.5.
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Table 4.5. Sanger sequencing of translocation events observed in DMSO control cells for Model’s A-D. Positive
samples were used as a template for PCR using 10pmol of nested primers, and then purified for sequencing by
DBS genomics. Sequences were entered into BLAST to identify gene matches, and translocation junction
between 2 genes was identified. Underlined letters represent bases that were found to overlap in each gene
identified. Letters with a * indicate that the base was correct in the RUNX1-RUNX1T1 fusion sequence but
different in the original RUNX1T1 mRNA sequence. (G->A). The DMSO controls are referenced in subsequent
chapters 5 and 6.

Sample Sequence of translocation junction Genes identified in
BLAST
DMSO control
Model B Day 4 #1
(TCF3-PBX1
Nested)
DMSO control
Model B Day 4 #2
(TCF3-PBX1
Nested)
DMSO control
Model C Day 2
(RUNX1-RUNX1T1
Nested)
DMSO control
Model C Day 4 #1
(RUNX1-RUNX1T1
Nested)
DMSO control
Model C Day 4 #2
(RUNX1-RUNX1T1
Nested)
DMSO control
Model C Day 4 #3
(RUNX1-RUNX1T1
Nested)

CCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1

CCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1

CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1 RUNX1T1

CCCCGAGAAACCTCGAA*ATCGTACTGGAGAAG RUNX1 RUNX1T1

CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1 RUNX1T1

CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1 RUNX1T1

As a confirmation of translocation events observed by RT-PCR, a number of samples were
selected for fluorescent in situ hybridisation (FISH) analysis with breakapart probes, where a
normal gene appears as a red/green fusion signal, and a translocation, where the
chromosome breaks apart, appears as separated red and green signals. For RUNX1
breakapart probes, nuclei with 2 fusion signals, as shown in Figure 4.8A, were scored as
normal cells. Nuclei with 1 fusion signal and 1 red and green signal at least 2 signal widths
apart, Figure 4.8B, were scored as RUNX1 breaks. Normal bone marrow samples had a
frequency of 0.5% RUNX1 breaks, Table 4.6. The average number of RUNX1 breaks in the
DMSO control nuclei scored was 1.08%, based on individual data in Table 4.6.
Comparatively, the average number of RUNX1 breaks in the caffeine exposed nuclei scored

was 3.4%, based on individual data in Table 4.6.
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Figure 4.8. RUNX1 breakaway probe signals for normal and translocated cells. Images were taken as an
example of normal and translocated cells using the sample Caffeine 10uM Model C Day 4 #2. A RUNX1 normal
cell is expected to have 2 fusion signals, shown in A. With RUNX1 translocated cells, a single fusion is expected
plus a red and green breakapart, indicating the translocation, where the red and green fusion signals are at least
2 signal widths apart, shown in B. Images were taken using an 100X objective on an Olympus BX61 microscope,
with Cytovision software. Any signals that differed from these 2 expected signals were classed as abnormal

signals.
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Table 4.6. RUNX1 breakapart FISH probe results. A selection of samples underwent FISH analysis with RUNX1
breakapart probes. The table shows the sample and the expected translocation as detected by RT-PCR. Four
normal bone marrow samples were prepared as a control. For each sample, the number of normal signals,
breakapart signals and any other abnormal signals were counted in 100 cells, with the percentage of RUNX1
translocations, normal cells, and abnormal cells (not including translocation signals) presented. Details of the
signal patterns in cells that were classed as abnormal, but not containing a standard breakapart translocation,
can be found in the final right hand column.

0, 0,
Expected % % RUNX1 % abnor.mal Notes cfn
Sample . normal . (excluding abnormal signals
translocation translocation .
cells translocations) #
Normal Bone o o o +red, 4 x fusion
Marrow 1 97% 1% 2% signals
Normal Bone o 0 o
Marrow 2 99% 1% 0% (2 x breakapart)
Normal Bone i 96% 0% 4% 2 x -red, -green,
Marrow 3 +green
Normal Bone 0 o o 2 X +red, 2 x
Marrow 4 i 96% 0% 4% +green
DMSO control 0 0 0
Model C Day 2 - 97% 2% 1% -red
DMSO control 0 o o 2 x 3 fusion
Model B Day 4 #2 TCF3-PBXI 98% 0% 2% signals
DMSO control +red, -red, -fusion
RUNX1- 0 0 0 . .
Model C Day 4 RUNX1T1 92.9% 1.4% 5.7% pair, 3 fusion
#1* signals
DMSO control RUNX1- o 0 o
Model CDay4#2  RUNXITI 97% 2% 1% red
DMSO control RUNX1- o o o 2 x 3 fusion
Model C Day 4 #3 RUNX1T1 98% 0% 2% signals
Caffeine 10uM RUNXI 2 x +green, +red, -
Model C Day 4 RUNX1T1 89.6% 1.3% 9.1% red, -green, 2 x 3
H1* fusion signals
Caffeine 10uM RUNX1- . . .
Model CDay4#2  RUNXITI 91% 6% 3% 3 x+green
4 x 3 fusion
Caffeine 10uM RUNX1- 0 0 0 .
+
Model C Day 2 RUNX1T1 91% 3% 6% signals, 2 x +red,
+green

* Less than 100 cells scored during analysis, 70 cells scored for DMSO control Model C Day 4 #1 and 77 cells
scored for Caffeine 10uM Model C Day 4 #1.

# Abnormal signals with + or — green/red suggest gain or loss of RUNX1 material, more than 2 fusion signals
suggest RUNX1 aneuploidy [297, 298]

Following ANOVA analysis with Bonferroni post-hoc tests, no significant differences was
observed for the percentage of RUNXL1 translocations between DMSO control and bone
marrow control (p=1) or caffeine exposed cells (p=0.123). A marginal significance was
observed for the percentage of RUNX1 translocations between bone marrow control and
caffeine exposed cells (p=0.058). When comparing percentage of RUNX1 translocations in
DMSO control (with expected RUNX1-RUNX1T1) vs caffeine exposed (with expected
RUNX1-RUNX1T1), no significant difference was observed (p=0.323). When considering the
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percentage of overall abnormal cells (including translocations), a significant difference is
seen for caffeine exposed cells between both DMSO control (p=0.002) and bone marrow
control (p=0.002), with no significant difference between bone marrow control and DMSO
control (p=1). A significant difference in percentage of overall abnormal cells is observed
between caffeine exposed cells (with expected RUNX1-RUNX1T1) vs DMSO control (with
expected RUNX1-RUNX1T1) (p=0.029).

A TCF3 breakapart probe was used to assess TCF3-PBXL1 translocations in a selection of
samples. Again, nuclei with 2 fusion signals, as shown in Figure 4.9A, were scored as
normal cells. Nuclei with 1 fusion signal and 1 red and green signal at least 2 signal widths
apart, Figure 4.9B, were scored as TCF3 breaks. The frequency of TCF3 breaks in normal
bone marrow samples was observed to be 1%, Table 4.7. In the DMSO control samples
scored, the average frequency of TCF3 breaks was 3%, compared to a frequency of 7.5%

for caffeine exposed samples, based on individual data in Table 4.7.

» ®
y 1 fusion
Red and /
green /
.

breakapart

2 normal fusions

Figure 4.9. TCF3 probe signals for normal and translocated cells. Images were taken as an example of normal
and translocated cells using the sample Caffeine 80uM Model B Day 4 #1. A TCF3 normal cell is expected to
have 2 fusion signals, shown in A. With TCF3 translocated cells, a single fusion is expected plus a red and green
breakapart, indicating the translocation, where the red and green fusion signals are at least 2 signal widths apart,
shown in B. Images were taken using an 100X objective on a Zeiss Axioskop microscope, with Cytovision
software. Any signals that differed from these 2 expected signals were classed as abnormal signals.
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Table 4.7. TCF3 breakapart FISH probe results. A selection of samples underwent FISH analysis with TCF3
breakapart probes. The table shows the sample and the expected translocation as detected by RT-PCR. Four
normal bone marrow samples were prepared as a control. For each sample, the number of normal signals,
breakapart signals and any other abnormal signals were counted in 100 cells, with the frequency of TCF3
translocations, normal cells and abnormal cells (not including translocation signals) presented. Details of the
signal patterns in cells that were classed as abnormal, but not containing a breakapart translocation, can be
found in the final right hand column.

0, 0, I N
Expected % % TCF3 % abnor.ma otes ctn
Sample . normal . (excluding abnormal signals
translocation cells translocation translocations) 4
N:;;fl":f;‘e - 99% 1% 0%
Normal Bone
- 96% 2% 2% + green, - red
Marrow 2
Normal Bone 0 o o 2 X+ green, 2 X -
Marrow 3 S e = red, + red
e : 93% 1% N
+
——— TR s s e I
+ +
oo c;:;ﬂz TCF3-PBXI  93% 3% 4% 2x ie;'e e
. 2Xx+green, 2x+
Caffeine 80pM o o 0 .
Model B Day 4 #1 TCF3-PBX1 84% 10% 6% red, 2.x 3 fusion
signals
Caffeine 80uM TCF3-PBX1 93% 59 2% - green, + red,

Model B Day 4 #2

(breakapart + red)

# Abnormal signals with + or — green/red suggest gain or loss of TCF3 material, more than 2 fusion signals
suggest TCF3 aneuploidy [297, 298]

Following ANOVA analysis with Bonferroni post-hoc tests, no significant differences in the
percentage of TCF3 translocations were observed between DMSO control and bone marrow
control (p=0.675) or caffeine exposed cells (p=0.131). However, a significant difference in
the percentage of TCF3 translocations was observed between bone marrow control and
caffeine exposed cells (p=0.025). When comparing percentage of TCF3 translocations in
DMSO control (with expected TCF3-PBX1) vs caffeine exposed cells (with expected TCF3-
PBX1), no significant difference was observed (p=0.323). When considering the percentage
of overall abnormal cells, no significant difference is observed for caffeine exposed cells vs
both DMSO control (p=0.717) and bone marrow control cells (p=0.121). For the percentage
of overall abnormal cells, no significant difference is observed for caffeine exposed (with
expected TCF3-PBX1) vs DMSO control (with expected TCF3-PBX1)(p=0.527).

When considering overall translocations across all of the samples (TCF3 and PBX1

combined), there was no significant difference observed between bone marrow control and
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DMSO control (p=0.864). However, a significant difference was observed overall for caffeine
exposed cells for both bone marrow control (p=0.003) and DMSO control (p=0.024). These
findings were replicated when analysing the percentage of overall abnormal cells with no
significant difference between bone marrow and DMSO (p=0.941), and a significant
difference observed for caffeine exposed vs bone marrow (p=0.001) and DMSO (p=0.009).

4.3.4 Influence of DMSO on translocation induction in NALM6 cells

Model C conditions were chosen to investigate the influence of DMSO on translocation
induction in NALMG6 cells due to most translocation events being observed during model
optimisation. Out of 6 replicates per exposure, a single TCF3-PBX1 translocation event was
observed for 10uM caffeine with no DMSO, after 4 days exposure, Table 4.8. No

translocation events were observed for NALM6 cells with or without DMSO, Table 4.8.

Table 4.8. Translocation events observed in DMSO experiments.

Translocation Model Day cells NALM®6 10uM 80uM 0.00002% 0.1%
type harvested untreated Caffeine Caffeine DMSO DMSO
No No DMSO
DMSO
TCF3-PBX1 Model Day 2
(6 replicates) C Day 4 1

RUNX1- Model Day 2
RUNX1T1 C Day 4

(6 replicates)

4.4 Discussion

Caffeine consumption varies from person to person depending on intake of caffeine
containing substances, such as tea and coffee. However, during pregnancy, caffeine
concentrations in the plasma can increase even if intake remains static, due to the
decreased activity of CYP1A2. This may mean the impact of caffeine is heightened during
pregnancy and in utero due to prolonged presence of caffeine, further intensified by the lack
of the CYP1A2 enzyme in the foetus and placenta [137, 294]. It is therefore important to
investigate a range of caffeine concentrations to understand the influence that caffeine may
have on the potential induction of chromosomal translocations. However, as caffeine has
been shown to significantly reduce cell viability in a number of different cell types, [299-301],
it is important to ensure the range of physiologically relevant levels of caffeine investigated
does not significantly impact cell death, so that the intended biological end points, i.e.,
translocation events, could be adequately measured. Therefore, cell growth and viability
were measured by trypan blue, resazurin and Cyquant assays, to confirm cell viability was

sufficient to assess these outcomes.
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Similar growth patterns were observed in the preliminary experiments and Model B, a single
dose of caffeine added at seeding, with trypan blue counts showing increasing growth up to
72 hours for caffeine treated and DMSO control cells, with a reduced rate of growth at 96
hours, Figure’s 4.3 and 4.5. Although Model A had an extra 24 hours of growth before
treatment with a single dose, caffeine exposed cells were slow to proliferate compared to
Model B, and only reached a similar cell count to Model B after 72 hours, suggesting that
caffeine may have a negative impact when there are more actively replicating cells, Figure
4.5. Caffeine has been shown to inhibit DNA synthesis, possibly through abrogation of cell
cycle checkpoint kinase Chkl, and delay G1, reducing the progress into S-phase, which
supports these findings [302, 303]. However, for Models C and D, where cells were treated
daily with caffeine following a 24 hour growth period or upon seeding respectively, cell
growth was slow or plateaued between 24 and 72 hours, Figure 4.5. This may be due to the
daily treatment with caffeine providing a higher concentration of exposure, as increasing
concentrations of caffeine have shown a greater reduction in DNA synthesis and cell survival
[299-302]. Growth in Models C and D did not recover until 96 hours, observed more
prominently for Model C, which may be due to the extra 24 hours growth in Model C, which

would suggest that there were a larger density of cells to recover, Figure 4.5.

Both resazurin and Cyquant cell viability assays did not show any reduction in cell viability
across the preliminary experiments and all models for caffeine exposed cells compared to
controls, Figures 4.4, 4.6 and 4.7. Although decreased cell viability has been observed in
response to caffeine exposure in multiple cell types, the concentrations used were much
higher than those used in this study, i.e., millimolar rather than micromolar, which may be
why we do not see any significant reduction in cell viability in this study [299-302]. As such,
to detect smaller differences in viability between low caffeine concentrations, a more

sensitive method may be applied, such as fluorescent-activated cell sorting [304].

The growth and viability data presented in this study were measured in 1 biological replicate,
with trypan blue counts repeated in 2 technical replicates, and resazurin/cyquant assays
repeated in 3 technical replicates. As such, it is difficult to conclude the true effect of caffeine
concentrations on cell growth and viability, and to determine any significant differences
between DMSO control and caffeine exposed cells. These experiments require repeating in
at least 2 biological replicates, with at least 3 technical replicates per experiment.
Differences in growth and viability between assays may also be due to differences in assay
measurement techniques. Trypan blue assays rely on manual counting from a small sample
from the cell population, which can be subject to error and user variability, especially when
few replicates are performed [305]. The Cyquant assay measures cell density by binding

directly to nucleic acid content but does have detection limits based on the quantity of
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binding agent used, and as such high nucleic acid content could be missed [305].
Conversely, resazurin assays measure the viability of cells through colour changes observed
when oxidised resazurin is reduced by metabolically active cells [254]. Caffeine can
influence cellular metabolism through its role as an adenosine receptor antagonist,
phosphodiesterase inhibitor and by inducing calcium release [306]. As such, resazurin
measurements could be disrupted by caffeine’s impact on cell metabolism, since the assay
measures viability via metabolic activity. Due to the limitations of trypan blue and resazurin
assays, measuring cell growth and viability using the Cyquant assay alone would be
suitable. Whilst further biological replicates are required to give a more accurate overview of
cell growth and viability when exposed to caffeine, the results are sufficient to show that cells
are actively proliferating and viable, and therefore a suitable model system to measure

translocations.

The preliminary experiments observed two translocation events across all concentrations in
the TCF3-PBX1 translocation only, Table 4.1. A translocation event was observed at 10uM
caffeine at 2 days exposure, equivalent to medium caffeine intake and average serum
concentration in the first trimester [294]. A translocation was also observed at 80uM caffeine
at 4 days exposure. This was representative of an extreme caffeine concentration, double
the maximum serum concentration observed in 3" trimester, expected to be equivalent to 16
cups of coffee [294, 296]. Studies have observed associations between increased risk of
ALL and consumption of two or more cups of coffee per day, which is equivalent to the
caffeine concentration of 10uM used in the current study where translocation events were
observed [142, 143, 145]. The TCF3-PBX1 translocation is commonly observed in ALL,
however caffeine has not previously been associated with this specific subtype, although
some associations have been observed for other subtypes, MLL and ETV6-RUNX1, which

were not measured here [146].

The translocation TCF3-PBX1 event was reproduced in frequency experiments with 13 out
of 20 replicates observing positive RT-PCRs for 80uM caffeine exposed for 4 days. This
gave an expected TCF3-PBX1 translocation frequency of 65% in response to very high
caffeine concentrations. Two translocation events were also observed in DMSO control cells,
giving an expected translocation frequency of 10%. Although translocations were observed
in the DMSO control cells, analysis by Fisher’s exact test still suggested the rate of TCF3-

PBX1 translocations were significantly associated with caffeine exposure (P=0.0001)

When translocation events were measured across the various models a total of 11
translocations were observed in caffeine exposed cells, Table 4.3. Of these, 4 TCF3-PBX1

translocations were observed at the highest caffeine exposure, 80uM, and 1 TCF3-PBX1
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translocation was observed with 10 uM caffeine exposure, Table 4.3. Conversely, for
RUNX1-RUNX1T1, translocations were more frequently observed at the lower 10uM
caffeine exposure, with 5 translocation events, compared to the higher concentration
exposure, 80uM, where only 1 translocation event was observed, Table 4.3. This suggests
that the type of translocation induced may be dose dependent. Out of the 11 translocation
events observed for caffeine exposed cells, 7 of these were observed in Model C. The
expected translocation frequency of 65% calculated from previous experiments suggests
that with 6 replicates, as in the model experiments, a total of 3-4 translocation events would
be expected for each condition. Most of the model conditions however only observed 1-2
translocation events, with a single condition, 10uM caffeine, Model C day 4, observing 3
RUNX1-RUNX1T1 translocations.

Due to its impact on many cellular processes, caffeine has the potential to contribute to
translocation induction, which is supported by the findings in this study. Caffeine has been
shown to be a topoisomerase inhibitor, a mechanism by which chemotherapy agents such
as etoposide are known to induce DSBs and MLL translocations [157, 159]. Furthermore,
through its involvement in ATM and ATR inhibition, caffeine can affect DNA repair by
evading DNA checkpoint pathways, preventing any DSBs from being correctly repaired
[148]. As such, caffeine has been shown to disrupt HR through interaction with RAD51
filaments which is required for normal DSB repair [153, 156, 307]. As HR is required for
normal repair of DSBS, other repair mechanisms such as conventional and alternative NHEJ
may become more prevalent, allowing DSBs to be repaired with little to no homology,

increasing the likelihood of repair leading to translocation events.

When translocation induction was measured in DMSO control cells for each model, 2 events
were observed in Model B for TCF3-PBX1 and 4 events were observed in Model C for
TCF3-PBX1, Table 4.3. The translocation events in DMSO control cells were observed at a
much higher frequency than previously measured for DMSO control cells in preliminary and
frequency experiments. Due to the presence of these translocation events, particularly the
high frequency observed in Model C for both control and caffeine exposed cells, it is possible
that the DMSO may be contributing to the induction of translocations in NALM6 cells, either
alone or by priming cells to be susceptible to caffeine stressors. DMSO is commonly used as
a cryoprotectant and is generally considered to be non-genotoxic at low concentrations, as
evidenced by a lack of significant DNA damage detected by COMET assays when TK6 cells
were exposed to up to 8% DMSO for 3 hour, however its ability to enter the cell and interact
with DNA means its impact within cells may be underestimated [308-310]. DMSO can alter
gene expression, as shown by Sumida et al. 2011 in a study of human and rat hepatocytes
cultured in 0.1%-2% (v/v) DMSO for 24 hours [311]. Although microarray analysis did find
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some increases in gene expression at 0.1% DMSO, the number of probe sets with altered
expression was more prominent as the DMSO concentration increased [311]. DMSO has
been shown to impact the epigenetic landscape, as investigated by Verheijen et al. 2019,
where cardiac and hepatic microtissues were exposed to 0.1% DMSO for 2 to 336 hours
followed by analysis of the transcriptome, proteome, and the methylation profile [312].
Verheijen et al. 2019, observed differences in gene expression and miRNAs in DMSO
exposed microtissues, and observed differentially methylated regions in the cardiac
microtissues, suggesting there may be tissue specific differences in DMSO effects [312].
DMSO has been shown to influence cellular processes such as cell cycle progression and
mitochondrial integrity [313]. The impact of DMSO on DNA structure could play a major role
in the possible influence of DMSO on translocation induction. DMSO can affect chromatin
condensation and change DNA conformations with increased frequency of Z-DNA observed
in cells exposed to low levels of DMSO (0.1%-1.5% v/v) [314]. As Z-DNA is a left-handed
helix, it can be very fragile and lead to breaks which could result in translocations [123].

Alternatively, the translocation events observed in both DMSO and caffeine exposed cells
could be due to spontaneous events occurring in NALM6 cells. NALM6 cells were chosen to
be used in the translocation screening model due to deficient DNA repair mechanisms,
which are expected to be required for chromosomal translocations [285]. With NALM6 cells
being an immortalised cancer cell line, multiple replications and exogenous stressors can
lead to heterogeneity and development of further mutations [315, 316]. This, along with a
defective repair system that prime cells to develop translocations, suggests that
spontaneous gain of mutations could account for the translocations observed in both the
DMSO and caffeine exposed cells. To understand if spontaneous translocation events are
occurring in this model, the experiments condition should be repeated without DMSO, as
discussed below. Furthermore, in a real life scenario, foetal cells exposed in utero are
unlikely to possess a defective DDR, or the same defective mismatch repair response found
in NALM6 cells, so to more accurately reflect real life, the experiments should be repeated
on a range of cell lines that contain a normal DDR or different defective DDRs, such as TK6
cells with induced HR and NHEJ defects [317].

To visually confirm the presence of the observed translocations using the gold standard
method for their detection, which also can assess detection rates, a selection of
translocation positive samples for both DMSO control and caffeine exposed cells, were
analysed by RUNX1 and TCF3 breakapart FISH probes. In samples analysed with TCF3
probes, a higher frequency of translocations were observed in both caffeine exposed and
DMSO control cells than those observed in normal bone marrow cells, although this wasn’t

significant for DMSO control cells. Although the average percentage of translocations in
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caffeine exposed cells was higher than in DMSO cells, the difference was not statistically
significant. Additionally, the DMSO control with no expected translocations did not observe
any TCF3 translocations above the threshold of the normal bone marrow samples, Table
4.7. For samples analysed with RUNX1 probes, all caffeine exposed cells observed
translocations and abnormalities at a higher frequency than observed in normal bone
marrow samples, which was statistically significant for overall abnormalities but only
marginally significant for translocations alone. There was no significant difference in RUNX1
translocations or overall abnormalities between DMSO control and bone marrow control
cells. Out of the 3 DMSO controls with RUNX1-RUNX1T1 events identified by RT-PCR, only
2 observed RUNX1 translocations at a higher frequency than the normal bone marrow
threshold, Table 4.6. The lack of translocations identified in RT-PCR positive sample DMSO
control Model C Day 4 #3, may be due to false positive PCR results, or translocations may
appear in less than 1% of cells, and so was not captured by FISH since only 100 cells are
routinely counted, Table 4.6. RUNX1 translocations were also observed in RT-PCR negative
sample DMSO control Model C Day 2, Table 4.6. Although this translocation could be
RUNX1-RUNX1T1, as the RUNX1 breakapart probe identifies any translocation of the
RUNX1 gene, the breaks observed with FISH could be other RUNX1 translocations, such as
the common ALL translocation ETV6-RUNX1, and as such this may be why no
translocations are observed in the RT-PCR. When the results for TCF3 and RUNX1 were
combined a significant difference was observed for the percentage of translocations alone
and overall abnormalities in caffeine exposed cells compared to both bone marrow control
and DMSO control cells. This suggests that although translocations have been observed in

DMSO cells, they are more frequent in caffeine exposed cells.

To further investigate the potential influence of DMSO on translocation induction, the
conditions in Model C were repeated with the concentration of DMSO previously used, 0.1%,
a low concentration of DMSO, 0.00002%, plus 10uM and 80uM caffeine with no DMSO, and
NALMB®6 cells with no DMSO or caffeine added. Out of 6 replicates for each condition, only a
single TCF3-PBX1 translocation was observed at 10uM caffeine exposure, Table 4.8.
Although this did not present any clear evidence to support or dismiss the contribution of
DMSO on translocation induction, it does suggest that caffeine does contribute to
translocation induction, and that previous translocations observed in caffeine exposed cells
should not be completely disregarded. Repeating 0%, 0.00002% and 0.1% DMSO
concentrations for a higher number of replicates, such as 20, would provide more accurate

evidence for the frequency of spontaneous or DMSO induced translocation events.

The evidence presented in this chapter suggests that caffeine exposure contributes to

translocation incidence, and this may be translocation type dependent, but given the rarity
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and somewhat random nature of these events, more evidence is required to confirm and

understand the relationship.
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5 Benzene exposure and translocation induction in NALM6 cells

5.1 Introduction

Exposure to benzene, an organic chemical compound, can come from a variety of sources
including cigarette smoking, air pollution, gasoline, and solvents [183]. Some e-cigarette
systems have also shown formation of benzene vapour, with levels lower that conventional
cigarette smoking but higher than found in air pollution [318]. Workplace exposure to
benzene, such as petrol station workers, mechanics, and oil refinery workers, has been
linked to increased incidence of AML in adults [183]. Some epidemiological evidence
suggests that exposure to benzene, including in utero, may increase the risk of childhood
leukemia [202-205]. However not all studies support this hypothesis, which may be due to

limited power or detection methods [201].

Studies have shown that benzene can travel across the placenta, exposing offspring in vivo
at concentrations equal to or higher than maternal concentrations [188]. Benzene has been
shown to cause DNA damage, including breaks, fragmentation, and increased
recombination both in vitro and in animal models through suggested mechanisms such as
increased ROS production which can cause chromosomal instability once legions are
repaired by BER and NER, and disruption of NF-kB which can delay cell cycle progression
[212-214]. In adult AML, an increase in chromosomal translocations was observed for cases
with chronic benzene exposure, with the observed translocations also commonly found in
childhood leukaemia [220-222]. This evidence suggests that benzene exposure in utero may
influence the development of initiating chromosomal translocations involved in childhood

leukaemia.

As benzene exposure can come from numerous sources, there is a range of possible blood
benzene concentrations that could be physiologically relevant, such as benzene exposed
workers with high levels of benzene observed [184, 319, 320]. However, the minimal levels
of exposure, such as those from air pollution, are largely unknown, but may still exert a
biological effect so it is important to investigate a range of benzene concentrations for their
contribution to chromosomal translocation induction, so that accurate advice on different

exposure levels and their risk can be provided.

This chapter describes the use of an in vitro cell line to investigate the role of physiologically
relevant benzene concentrations on the induction of TCF3-PBX1 and RUNX1-RUNX1T1
translocations associated with childhood leukaemia. The acute leukaemia cell line, NALM6,
was exposed to various physiologically relevant concentrations of benzene to allow for the

measurement of chromosomal translocation induction, cell growth and viability.

5.2 Methods
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5.2.1 Experimental design of preliminary tests to examine the effects of benzene exposure
on translocation events
To investigate the influence of benzene exposure on NALM6 cell viability and translocation
induction, as described in Section 2.6.1, a range of benzene concentrations were chosen to
reflect real life exposures, Figure 5.1. A study by Brugnone et al. 1998 measured blood
benzene concentrations in the general population and in participants exposed to benzene in
the workplace, with each population group further split by smokers and non-smokers [319].
Each concentration of benzene chosen for this chapter reflects blood benzene
concentrations observed in the Brugnone study: 1.5nM represents non-smokers in the
general population, 3nM represents general population smokers, 6nM represents the
average level of all benzene workers in the study, 12nM represents the highest benzene
level observed in the general population smokers in the study and 24nM represents the
highest benzene level observed in benzene workers who smoke in the study [319]. A
concentration of 48nM benzene was used as an extremely high exposure level for proof of
principle to understand if concentrations above physiologically relevant levels of benzene

could induce translocations in the event that the physiologically relevant levels did not.

Control

General population non-smoker

General population smoker

Average benzene worker

High concentration in general population smoker

High concentration in benzene worker smoker

Extreme concentration

Figure 5.1. Benzene concentrations used in preliminary experiments and their corresponding physiological range.

5.2.2 Design of experiments to investigate the frequency of translocation events in

response to benzene exposure

To investigate the frequency at which translocations may be expected to appear in NALM6

cells exposed to benzene, the preliminary experiment was repeated for 20 technical
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replicates for 1.5nM and 48nM benzene exposed for 2 days. RNA was extracted from each
of the 20 replicates and reverse transcribed into cDNA for use as a template in RUNX1-
RUNX1T1 and TCF3-PBX1 translocation PCR assays, using HS Tag polymerase and
10pmol primer concentration for 40 cycles. Reported DMSO controls (section 4.2.2) are the

same across all chapters 4-6.

5.2.3 Design of experiments to investigate translocation events in response to benzene

exposure in NALM®6 cells for different models

As described in Section 2.6.2, to optimise the preliminary NALM6 cell model, two variables
were considered: i) the impact of treating cells either immediately or 24 hours after initial
seeding, and ii) single vs daily dosage of benzene. Benzene exposure is likely to occur on a
daily basis through many different routes, including cigarette smoking, second-hand
cigarette smoke and air pollution. The benzene concentrations used to treat cells are

outlined in Figure 5.2.

Control

General population non-smoker

General population smoker

Extreme concentration

Figure 5.2. Benzene concentrations used in Model’s A-D and their corresponding physiological range.

5.2.4 Statistical analysis

Described in section 4.2.4.

5.3 Results

5.3.1 Preliminary experiment measuring cell growth and translocation events in NALM6
cells exposed to benzene

To detect translocations through reverse transcription PCR, NALM®6 cells need to be able to

maintain adequate cell growth for RNA harvesting when exposed to benzene. Trypan blue

results show increasing growth across all benzene concentrations between 24 and 72 hours

after first exposure, Figure 5.3. At 96 hours, viable cell count decreases for all benzene

concentrations, with the highest concentrations, 12nM, 24nM and 48nM having the lowest

viable cell counts compared to control, Figure 5.3.
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Figure 5.3. Trypan blue measurement of cell growth in NALM6 cells exposed to physiologically relevant
concentrations of benzene. NALM6 cells were seeded at a density of 0.5 x10° cells/ml in normal RPMI-1640
media. A single dose of benzene or DMSO was added and then the cells were incubated at 37°C for up to 96
hours. Trypan blue counts occurred every 24 hours. The data shows 1 replicate.

A total of 8 translocation events were observed across all benzene concentrations, table 5.1.
Out of 3 replicates, the highest frequency of translocation events was at 48nM benzene
exposure for 2 days, with 2 RUNX1-RUNX1T1 events in 3 replicates, table 5.1. A RUNX1-
RUNX1T1 event was also observed at 4 days exposure of 48nM and 24nM benzene, table
5.1. The final RUNX1-RUNX1T1 event was observed at 3nM benzene exposure for 2 days,
table 5.1. TCF3-PBX1 translocation events were observed in the lower benzene
concentrations, with events at 1.5nM benzene at both 2 and 4 days exposure, and at 12nM
exposure for 4 days, table 5.1. Fisher exact tests show no significant difference between the
frequency of TCF3-PBX1 versus RUNX1-RUNX1T1 events in benzene exposed and DMSO
control cells (p=0.7126).

Table 5.1. Translocation events observed for NALMG6 cells exposed to a range of physiologically relevant
benzene concentrations. NALM6 cells were seeded into 2 12-well plates at a density of 0.5 x108 cells/ml in
normal RPMI-1640 media. A single dose of benzene or DMSO was added into the wells, and then they were
incubated at 37°C for 48 hours (plate 1) or 96 hours (plate 2). Cells were harvested for RNA extraction and
treated with DNase then reverse transcribed using Precision nanoScript2 Reverse Transcription Kit to use as a
template in RT-PCR assays for TCF3-RUNX1 and RUNX1-RUNX1T1 translocations, using HS Tag and 10pmol
primers. The data present shows 3 biological replicates. (DMSO control data for replicates 2 and 3 are common
to chapters 4 and 6).

Benzene conc.

Translocation Daycells DMSO 15nM 3nM 6nM 12nM 24nM 48nM
harvested Control

TCF3-PBX1 Day 2 1
(3 replicates) Day 4 1 1

RUNX1- Day 2 1 2

RUNX1T1 Day 4 1 1

(3 replicates)
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Sanger sequencing of purified PCR products from positive events are shown in table 5.2.
The returned sequence from BLAST identified the correct expected translocated gene for
each sequenced sample, allowing for the translocation junction to be identified. Due to low
product concentration, sequencing was unable to be carried out for 4 of the translocations

observed.

Table 5.2. Sanger sequencing of purified PCR products from preliminary benzene experiments. Sequences were
entered into BLAST to identify gene matches, and translocation junction between 2 genes was identified.
Underlined letters represent bases that were found to overlap in each gene identified. Letters with a * indicate
that the base was correct in the RUNX1-RUNX1T1 fusion sequence but different in the original RUNX1T1 mRNA
sequence.

Sample Sequence of translocation junction Genes identified
in BLAST
Benzene 1.5nM  GGGCCTCCCGACTCCTACAGTGTTTTGAGTATCCGAGGAG TCF3 PBX1
Day 2rep 1

(TCF3-PBX1)
Benzene 1.5nM GGGCCTCCCGACTCCTACAGTGTTTTGAGTATCCGAGGAG TCF3 PBX1
Day 4rep 1
(TCF3-PBX1)
Benzene 48nM CCTTGAATGGCGCCCCCTCACCA RUNX1T1
Day 2rep 1
(RUNX1-
RUNX1T1)
Benzene 3nM CCCCGAGAACCCTGAAAAAAAGAGGGAGAAG RUNX1 noise
Day 2rep 1 RUNX1T1
(RUNX1-
RUNX1T1)

5.3.2 Frequency of translocation events in response to benzene exposure

The translocation events observed in the preliminary experiments do not provide a clear
pattern of translocation induction due to a limited number of replicates for each exposure. To
investigate the frequency at which translocations may be expected to appear, the preliminary
experiment was replicated 20 times for 1.5nM and 48nM benzene, alongside a DMSO
control. These concentrations were chosen as two extremes of benzene exposure where a
translocation was observed and confirmed via sequencing. For RUNX1-RUNX1T1, no
translocation events were observed in the DMSO control experiments, whereas 5
translocation events were observed across 5/20 replicates treated with 1.5nM benzene and
6 translocation events were observed for 6/20 replicates treated with 48nM benzene.
Analysis by Fisher exact test suggests that the relationship between benzene exposure and
RUNX1-RUNX1T1 translocations may be statistically significant, p= 0.047 for 1.5nM and p=
0.020 for 48nM benzene. For TCF3-PBX1, 2 translocation events were observed across
2/20 replicates treated with DMSO, and 1 translocation event was observed for 1/20
replicates treated with 1.5nM benzene. No significant relationship was observed between
TCF3-PBX1 translocations and 1.5nM benzene exposure when compared with the DMSO

control using Fisher exact test (p= >0.9999). There was no statistical difference using Fisher
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exact tests between the frequency of TCF3-PBX1 vs RUNX1-RUNX1T1 events in response
to 1.5nM benzene exposure (p=0.1818)

5.3.3 Cell growth, viability and translocation events measured in response to benzene
exposure in different models

To replicate the preliminary findings and address the issues of daily dosing and timing of

those doses, further experiments were conducted using NALMG6 cells treated with benzene

or DMSO across 4 different models.

Trypan blue assays were performed every 24 hours following first exposure to benzene to
assess the impact of each condition on NALM6 growth. In Model A (single exposure, 24
hours after seeding), cell growth increased each day across 96 hours with exposure to all
benzene concentrations, but with a decrease in viable cell count at 96 hours with 1.5nM
benzene, Figure 5.4. In Model B (single dose at seeding), growth is slow between 24-48
hours for all condition but then increases every 24 hours for the DMSO control and 1.5nM
benzene, whereas for 3nM and 48nM benzene plateaus between 72 and 96 hours, Figure
5.4. Viable cell count in Models C (daily dose, 24 hours after seeding) and D (daily dose at
seeding) plateaued for all benzene concentrations and DMSO control between 24 and 72
hours, with a sharp increase at 96 hours for Model C, and a gentle increase at 96 hours for
Model D, Figure 5.4.
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Figure 5.4. Trypan Blue Assay for each of the 4 benzene exposure models. NALM6 cells were seeded at a
density of 0.5 x10° cells/ml in normal RPMI-1640 media and incubated at 37°C. Benzene concentrations 1.5nM,
3nM and 48nM were chosen to represent various physiologically relevant benzene exposures, with the equivalent
DMSO (0.1% v/v) used as a negative control. Trypan blue counts occurred every 24 hours following the first dose
of benzene. The data shows the mean of 2 technical replicates for 1 biological replicate + standard error.

Cell viability assays were performed at day 2 and day 4 following first exposure using
resazurin, a metabolic colorimetric assay, and Cyquant, a nucleic acid binding assay. No
decrease in viability compared to control was observed for any benzene exposure in any
model as measured by resazurin, Figure 5.5, indeed with increases in viability compared to

controls were observed across all models.
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Figure 5.5. Resazurin assay measurements for each of the 4 benzene exposure models. On day 2 or day 4 of
each model, resazurin was added to a final concentration of 0.02%, incubated for 4 hours at 37°C, and
fluorescence monitored at an excitation wavelength of 560nm and an emission wavelength of 590nm. The data
presented represents 3 technical replicates for 1 biological replicate. Results are reported as a percentage of the
DMSO control + standard error.

Similarly, Cyquant viability assays show no reduction in cell viability compared to control in

any model, with increases in viability observed across all models, Figure 5.6.

116



Model A

200+

m DMSO
mm 1.5nM
e 3nM

mm 48nM

150

100+

Viability (% of control)
5]
o
1

o
1

Day 2 Day 4

Model C

200+

= DMSO
mm 1.5nM
s 3nM

. 48nM

150

100+

504

Viability (% of control)

Day 2 Day 4

200+

Viabllity (% of control)

200+

150+

100+

w0
T

Viability (% of control)

(=]
1

Day 2

Day 2

Model B

Model D

Day 4

Day 4

Benzene conc.

mm DMSO
M 1.5nM
. 3nM

mm 48nM

Benzene conc.

m DMSO
= 1.5nM
m 3nM

HE 48nM

Figure 5.6. Cyquant assay measurement for each of the 4 benzene exposure models. On day 2 or day 4 of each
model, samples were taken from each well and frozen at -80°C. Cyquant was added to each sample, incubated

overnight at 4°C and fluorescence monitored at 480nm excitation and 520nm emission. The data presented

represents 3 technical replicates for 1 biological replicate. Results are reported as a percentage of the DMSO

control + standard error.

A total of 12 translocation events were observed across 11/144 replicates treated with

benzene, table 5.3. The DMSO control observed a further 6 translocation events across 48

replicates, table 5.3. The highest number of translocation events were observed in Model C,

with a single RUNX1-RUNX1 event across 6 replicates for each condition of cells treated

with 1.5nM and 3nM benzene across 2 and 4 days, a single TCF3-PBX1 event across 6

replicates for cells treated with 3nM and 48nM benzene for 2 days, and 4 RUNX1-RUNX1
events across 12 replicates for cells treated with DMSO alone, table 5.3. Both translocations

were observed in the same replicate for Model C, 3nM at 2 days exposure. Model A had a

single replicate with a RUNX1-RUNX1T1 event after 2 days exposure at each benzene

concentration, table 5.3. Model D had a single TCF3-PBX1 event overall at 1.5nM benzene
for 4 days exposure, table 5.3. In Model B, RUNX1-RUNX1T1 and TCF3-PBX1
translocations were observed in different replicates of 3nM benzene exposure for 2 days, as
well as 2 TCF3-PBX1 events in the DMSO control table 5.3. Using Fisher exact tests, no

significance was observed for translocation events in response to DMSO vs any benzene

treatment (p=0.3776). No significance was observed between single dose vs daily dose

(0.4585) and for treatment following 24 hours growth vs at seeding (p=0.0807) using Fisher

exact tests. When considering any benzene exposure, no significant difference was
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observed for the frequency of TCF3-PBX1 and RUNX1-RUNX1T1 events using Fisher exact
tests (p=0.2508).

Table 5.3. Model optimisation translocation events in response to benzene. Each number represents the number
of positive PCR bands seen during gel electrophoresis for 6 replicates of each condition. NALM6 cells were
seeded at a density of 0.5 x10° cells/ml in normal RPMI-1640 media and incubated at 37°C. Model A: 24 hours
growth, single dose of benzene or DMSO. Model B: single dose of benzene or DMSO at seeding. Model C: 24
hours growth, daily dose of benzene or DMSO. Model D: daily dose of benzene or DMSO starting at seeding.
Benzene concentrations 1.5nM, 3nM and 48nM were chosen to represent various physiologically relevant
benzene exposures, with the equivalent DMSO (0.1% v/v) used as a negative control. On day 2 and day 4 cells
were also harvested for RNA extraction. The resultant RNA was treated with DNase and reverse transcribed
using High-Capacity cDNA Reverse Transcription Kit to use as a template in RT-PCR assays for TCF3-RUNX1
and RUNX1-RUNX1T1 translocations, using HS Taq with 10pmol primers. The data present shows 3 technical
replicates and 2 biological replicates. (DMSO control data is common across caffeine (chapter 4) and cotinine
(chapter 6)).

Benzene conc.

Model Day cells DMSO

Translocation 1.5nM 3nM 48nM

type harvested  Control
Day 2
Model A Y
Day 4
Day 2 1
Model B
TCF3-PBX1 Day 4 2
(6 replicates) Day 2 1 1
Model C y
Day 4
Model D Day 2
Day 4 1
Day 2 1 1 1
Model A y
Day 4
Day 2 1
RUNX1- Model B Day 4
RUN_XlTl (6 Day 2 1 1 1
replicates) Model C
Day 4 3 1 1
Day 2
Model D
Day 4

A selection of negative PCR samples were used as a template for PCR using nested primers
to confirm the negative result, with no amplification observed. Sanger sequencing of the
translocation breakpoints showed the expected fusion mMRNA sequence, with the associated
genes identified in BLAST, table 5.4. Sequencing results for translocations observed with
DMSO treatment be found in chapter 4, table 4.5.
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Table 5.4. Sanger sequencing of PCR positive translocation events identified in each Model. Positive samples
were used as a template for nested PCR using HS taqg polymerase and 10pmol primers, 1-3 nested with original
primers, 4-12 nested with nested primers. Samples were then purified for sequencing by DBS genomics.
Sequences were entered into BLAST to identify gene matches, and translocation junction between 2 genes was
identified. Underlined letters represent bases that were found to overlap in each gene identified. Letters with a *
indicate that the base was correct in the RUNX1-RUNX1T1 fusion sequence but different in the original
RUNX1T1 mRNA sequence.

Sample Sequence of translocation junction Genes
identified in
BLAST
Benzene 48nM
Model C Day 2 GGCCTCCCGACTCCTACAGTGTTTTGAGTATCCGAGGAG TCF3 PBX1
(TCF3-PBX1 Nested)
Benzene 3nM Model
B Day 2 (TCF3-PBX1 GGCCTCCCGACTCCTACAGTGTTTTGAGTATCCGAGGAG  TCF3 PBX1
Nested)
Benzene 1.5nM
Model D Day 4 GGCCTCCCGACTCCTACAGTGTTTTGAGTATCCTAGGAG TCF3 PBX1
(TCF3-PBX1 Nested)
Benzene 3nM Model
C Day 2 (TCF3-PBX1 GGCCTCCCGACTCCTACAGTGTTTTGAGTATCCGAGGAG  TCF3 PBX1

Nested)
Benzene 48nM
Model A Day 2 . RUNX1
(RUNX1-RUNX1T1 CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1T1
Nested)

Benzene 3nM Model RUNX1
A Day 2 (RUNX1- CCCCGAGAACCTCGAA*ATCGTACTGAGGAG RUNX1T1
RUNX1T1 Nested)

Benzene 3nM Model RUNX1
B Day 2 (RUNX1- CCCCGAGAACCTCGAA*ATCGTACTGGAGAAG RUNX1T1
RUNX1T1 Nested)

Benzene 3nM Model RUNX1
C Day 2 (RUNX1- CCCCGAGAACCTCGAA*ATCGTACTGAGAAG RUNX1T1
RUNX1T1 Nested)

Benzene 3nM Model RUNX1
C Day 4 (RUNX1- GAGAACCTCGAA*ATCGTACTGGAGGAAG RUNX1T1

RUNX1T1 Nested)
Benzene 1.5nM

Model A Day 2 CCCCGAGAAACCTCGAA*ATCGTACTGAGAAG RUNX1

(RUNX1-RUNX1T1 RUNX1T1
Ben,;l:rsutaef.)Sn M
(R'\L/'J?\l‘:(el'_gl?ﬁ){ﬁl CCCCGAGAACCTCGAA*ATCGTACTGAGAAG T
Benlzl:r?(taef.)?)n M
(R'\l"J‘,’\S(el'_gl?,\?){le CCCCGAGAACCTCGAA*ATCGTACTGAG-AG Rﬁmﬁ .
Nested)

5.4 Discussion

Concentrations of benzene in the blood can vary based on the environmental exposure
levels, such as ambient benzene exposure (through air pollution, second hand smoke
exposure), with low blood benzene levels of 3nM, or exposure to cigarette smoking and

occupational benzene, with high blood benzene levels of 12nM [319, 320]. It is therefore
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important to investigate a range of benzene concentrations to capture the effect that
variation in benzene exposure may have on biological outcomes. However, as benzene
exposure is associated with hematotoxicity [321], it is important to ensure that physiologically
relevant concentrations were used in this study, described in section 5.2.1, did not cause
significant cell death of NALM6 cells during treatment, so that biological end points of
interest i.e., translocation events could be adequately addressed. Therefore, growth and
viability were measured by trypan blue, resazurin and Cyquant assays to ensure a good

level of cell viability was achieved to assess these outcomes.

In the preliminary experiments and Model B, a single dose of benzene added at seeding,
trypan blue counts show increasing growth up to 72 hours, followed by a decrease or
plateau in cell counts at 96 hours for benzene exposed cells compared to the DMSO control,
Figures 5.3 and 5.4. This pattern of growth was also observed in Model A, a single dose
following 24 hour growth period, with similar viable cell numbers between Model A and B,
even with the extra 24 hours of growth, Figure 5.4. However, for Models C and D, where
daily benzene doses were given after 24 hours growth or at seeding respectively, showed a
different pattern of growth, both with a plateaued growth for the first 72 hours, Figure 5.4.
This could be due to the daily addition of benzene, meaning that cells did not have time to
recover between doses. Indeed, a study observing the impact on benzene exposed mice
found that bone marrow cellularity decreased during daily exposure to benzene, then
increased when exposure was postponed, including significant difference in white blood cell
count compared to control [322], which is in agreement with the observations made here. At
96 hours, the viable cell count for both Model C and Model D increased, with a much steeper
increase for Model C, which may be due to having a larger cell count available for recovery

following the extra 24 hour growth before treatment.

Both resazurin and Cyquant cell viability assays did not show any reduction in cell viability
across all models for benzene exposed cells compared to DMSO controls, Figures 5.5 and
5.6. However, increases in viability compared to the DMSO control were observed in both
resazurin and Cyquant assays across all of the models, Figures 5.5 and 5.6. A study of
benzene exposure on rat pituitary cells over 96 hours observed increased viability using the
methylthiotetrazole (MTT) assay and increased cell energy content using the ATPlite assay,
suggested to be due to benzenes activity as an endocrine disruptor, that can antagonise
receptors and activate oncogenes [323]. This study observed these significant increases at
benzene concentrations of 1.250nM, similar to the concentrations used in the current study,
supporting the increased NALM6 viability observed [323]. Whilst decreases in cell viability
have been observed in rat lymphocytes exposed to benzene and metabolised benzene, the

concentration of benzene used was much higher, i.e 75uM, than the lower physiologically
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relevant concentrations used in the current study [324]. This suggests that benzene may
have a hormetic effect, in that lower concentrations may have some benefits to cell viability,
but higher concentrations are toxic. As has been discussed previously (chapter 4)
observations for growth and viability in this study are likely to be limited due to a single

measurement, but also affected by the differences in assay measurement techniques used.

The preliminary experiment observed both TCF3-PBX1 and RUNX1-RUNX1T1 translocation
events after exposure to physiologically relevant levels of benzene. Translocations were
most frequently observed for RUNX1-RUNX1T1 with 5 events observed across 36 replicates
for any benzene concentration, which included translocations observed at 3nM (smoker),
12nM (benzene worker smoker) and 48nM (extreme) benzene exposure. TCF3-PBX1
translocation events were found at lower benzene concentrations with 2 translocation events
observed at 1.5nM benzene exposure (non-smoker) and 1 event at 12nM (high smoker).
However, the difference in frequency was insignificant, so more replicates may be required

to confirm this finding.

The more frequent RUNX1-RUNX1T1 event was reproduced during the frequency test with
5 events across 20 replicates for 1.5nM benzene exposure and 6 events across 20
replicates for 48nM benzene. No RUNX1-RUNX1T1 events were observed for the DMSO
control in either the preliminary experiment or the frequency test. This gave an expected
RUNX1-RUNX1T1 translocation frequency of 25-30%, with Fisher exact tests suggesting
this was significant for both concentrations. For TCF3-PBX1 only 1 translocation event out of
20 was observed for 1.5nM benzene, a frequency of 5%, and 2 translocation events were
observed in the DMSO control, a frequency of 10%, with Fisher exact tests analysis
suggesting the TCF3-PBX1 events were independent of benzene concentration. When
directly comparing the frequency of events in 1.5nM benzene exposed cells using Fisher
exact tests, no significant difference was observed for the type of translocation (p=0.1818).
However, when all benzene exposures were combined from the frequency experiments (i.e.,
1.5nM and 48nM benzene events), a significant difference was observed between the
number of TCF3-PBX1 and RUNX1-RUNX1T1 events (p= 0.0466). These findings suggest
that the RUNX1-RUNXZ1T1 translocation is likely to be more susceptible to benzene

exposure.

The RUNX1-RUNX1T1 translocation is commonly associated with both childhood and adult
AML [222]. One study of adult AML cases observed an increased number of RUNX1-
RUNX1T1 abnormalities in cases who had been chronically exposed to benzene compared
to non-chronic benzene exposed cases [220]. This suggests the mechanism of benzene

translocation induction may be targeted and more likely to appear in specific gene pairs and
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is in line with our observations here of more RUNX1-RUNX1T1 translocations than TCF3-

PBX1 induced in response to benzene exposure.

When translocations were measured across the various models, again, the RUNX1-
RUNX1T1 translocation was again more prevalent with 8 events across benzene exposed
cells compared to 4 TCF3-PBX1 events, table 5.3. With each benzene concentration
repeated for 6 replicates in total, results of the frequency tests suggest translocations are
expected at a frequency of 1-2 events. The maximum number of translocation events
observed out of 6 replicates across all conditions was 1, in line with the frequency tests.
Model C, daily benzene dose following 24 hour growth period, had the highest number of
translocations with 4 RUNX1-RUNX1T1 events in total, at 1.5nM and 3nM benzene at both 2
day and 4 day exposure, i.e. one per condition, and 2 TCF3-PBX1 events in total, at 2 day
exposure with treatment of 3nM and 48nM benzene. Model A, single benzene dose following
24 hour growth period, had the next highest frequency with 3 RUNX1-RUNX1T1 events, 1 at
each benzene concentration at 2 days exposure. Exposure to benzene has been shown to
dysregulate proliferation and differentiation of haematopoietic cells, with in utero exposure in
mice shown to supress the cell cycle [216, 325]. Both Model A and Model C were exposed to
benzene during the exponential growth phase, suggesting that benzene may have the
largest impact on actively dividing cells.

Benzene is proposed to contribute to leukemogenesis through various mechanisms
including disruption of signalling pathways and the haematopoietic stem cell niche,
mutations, epigenetic alterations, and oxidative stress [215, 216]. The mechanism by which
benzene influences chromosomal translocations could be due to the production of reactive
oxygen species (ROS) [326]. Mice studies of in utero benzene exposure have observed
increased production of ROS in the foetal samples [189]. ROS has been shown to increase
DSBs and impair DNA repair, specifically in myeloid malignancies, both of which are
required for chromosomal translocation occurrence [326, 327]. In future work it would be
useful to measure ROS production and DSB occurrence to further understand the
mechanism by which benzene exposure may induce translocations involved in childhood

leukaemia.

As previously discussed, (chapter 4, section 4.4), translocation events were observed in
some DMSO control cells, which suggests that DMSO may be influencing translocation
development alone, or priming cells to be more susceptible to translocation induction. Also,
as DMSO is a free radical scavenger, it could be expected to provide protection against
benzene induced ROS, suggesting that the true impact of benzene in translocation induction

may also be masked by the presence of DMSO [308, 328]. As such, it would be beneficial to
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repeat these experiments and remove the DMSO, using a different solvent, or diluting

benzene directly into the cell culture medium.

The preliminary data in this chapter suggest that NALM6 cells exposed to physiologically
relevant levels of benzene may influence translocation events, with a higher frequency for
RUNX1-RUNX1T1 translocations, that have been associated with benzene exposure in adult
AML [220]. Statistical tests for translocations observed during frequency tests in response to
benzene exposure suggest a significant difference between RUNX1-RUNX1T1 and TCF3-
PBX1. Although a higher frequency of RUNX1-RUNX1T1 translocations were observed
across preliminary or model experiments, analysis by Fisher’s exact tests does not find any

significance, suggesting more replicates are required to solidify this finding.
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6 Cotinine exposure and translocation induction in NALM®6 cells

6.1 Introduction

Cotinine, the major metabolite of nicotine, is a useful biomarker of nicotine intake [225]. As a
key component of cigarette smoke, nicotine is in an important molecule to monitor due to the
serious impact of smoking on health, including the association with multiple cancers [162].
This importance is further increased due to the rising popularity of e-cigarettes, allowing
nicotine to be inhaled as vapour, seen as a “safer” alternative to traditional cigarette smoking
[329, 330]. Much less is known about the impact of e-cigarettes on health, but some studies
have already shown similar impacts to those found with traditional cigarette smoking, such
as suppression of immune-related genes [331]. Maternal cigarette smoking is associated
with adverse health outcomes in children [168, 169], but associations with childhood

leukaemia through epidemiological studies of parental exposure have been varied [170].

With a longer half-life than nicotine, cotinine is often measured via saliva, urine and blood
[332]. This means that the body is exposed to cotinine for a longer length of time and as
such would make an interesting target to investigate the influence of this exposure on the
induction of translocations, as a component of cigarette smoking and e-cigarettes. Exposure
to cotinine varies between person to person, based on how many cigarettes they smoke, or
via exposure to second hand smoke. The cotinine level ranges to be able to distinguish
between smokers and non-smokers are often debated, and have been observed to fluctuate
between different populations, such as race [332, 333]. When investigating the impact of
cotinine exposure, it is important to consider the range of cotinine levels that people may be

exposed to.

Studies have shown that offspring are exposed to cotinine in utero, with some levels
matching those found in active smokers [87]. Although the carcinogenic role of cotinine is
still inconclusive, in vitro studies have provided evidence of DNA damage and sperm
alteration [236, 239, 242]. This suggests it is a plausible target to investigate if exposure may
initiate translocations associated with childhood leukaemia. To our knowledge no in vitro

studies have identified translocation induction on exposure to cotinine.

This chapter describes the development of an in vitro cell line model to explore the role of
physiologically relevant levels of cotinine exposure on the induction of TCF3-PBX1 and
RUNX1-RUNX1T1 translocations associated with childhood leukaemia. To do this, the
chosen acute leukaemia cell line, NALM6, was exposed to a gradient of cotinine
concentrations, and the effects on cell growth, viability and translocation incidence were

measured.

6.2 Methods
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6.2.1 Experimental design of preliminary tests to examine the effects of cotinine exposure
on translocation events
To investigate the influence of cotinine exposure on NALM®6 cell viability and translocation
induction, a gradient of cotinine concentrations were chosen to reflect real life exposure
based on their relevancy to physiological concentrations using serum cotinine levels
reported in literature, Figure 6.1. The lowest concentration, 10nM cotinine, reflects levels
identified by self-reported non-smokers, with 100nM chosen to represent second hand
smoke exposure [332]. To reflect the serum cotinine levels of average smokers, a
concentration of 1uM was selected [334]. A cotinine concentration of 5uM was chosen to
represent very high smokers. The highest concentration, 10uM, was used as an extremely
high proof of principle exposure level. An overview of the experiment can be found in section
2.6.1.

Control

Non-smoker

Second-hand smoke exposure

Average smoker concentration

Very high smoker concentration

Extreme exposure

Figure 6.1. Cotinine concentrations used in preliminary experiments and their corresponding physiological range.

6.2.2 Design of experiments to investigate the frequency of translocation events in

response to cotinine exposure

To investigate the frequency that translocations can be expected to appear in NALM6 cells
exposed to cotinine, the preliminary experiment was repeated for 20 technical replicates
using 5uM cotinine for 2 days exposure. RNA was extracted from all 20 replicates and
reverse transcribed into cDNA for use as a template in RUNX1-RUNXI1T1 translocation RT-
PCR assays using HS Taq polymerase with 10pmol primers for 40 cycles. Reported DMSO
controls (section 4.2.2) are the same across all chapters 4-6.

6.2.3 Design of experiments to investigate translocation events in response to cotinine

exposure in NALM®6 cells for different models
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As discussed in Section 2.6.2, to optimise the preliminary NALM6 cell model, two variables
were considered: i) the impact of treating cells either immediately or 24 hours after initial
seeding, and ii) single vs daily dosage of cotinine. As cotinine is exposed to the body
through consumption of nicotine, it is unlikely that exposure is at a single time point, and like
with consumption of cigarettes, exposure would be likely to occur frequently and daily. The
cotinine concentrations used to treat cells are outlined in Figure 6.2

Control

Second-hand smoke exposure

Very high smoker concentration

Figure 6.2. Cotinine concentrations used in Model’s A-D and their corresponding physiological range.

6.2.4 Statistical analysis

Described in section 4.2.4.

6.3 Results

6.3.1 Preliminary experiment measuring cell growth and translocation events in NALM6
cells exposed to cotinine

It is important that upon exposure to cotinine, NALM®6 cells are viable enough to continue

proliferating, increasing the chance of translocations to occur and for fusion gene mRNA to

be harvested for detection. Trypan blue assay results show increasing growth for all cotinine

concentrations from 24 to 72 hours, with a reduction in viable cells at 96 hours, Figure 6.3.
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Figure 6.3. Trypan blue measurement of cell growth in NALM6 cells exposed to physiologically relevant
concentrations of cotinine. NALM6 cells were seeded at a density of 0.5 x10° cells/ml in normal RPMI-1640
media. A single dose of cotinine or DMSO was added and then the cells were incubated at 37°C for up to 96
hours. Trypan blue counts occurred every 24 hours. The data shows the mean of 2 technical replicates for 1
biological replicate + standard error.

Using the resazurin assay, it was observed that all cotinine concentrations had higher
percentage viability than the DMSO control at both day 2 and day 4, Figure 6.4.
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Figure 6.4. Resazurin assay measurement of cell viability of NALM6 cells exposed to physiologically relevant
concentrations of cotinine at day 2 and day 4. NALM®6 cells were seeded into 2 well plates at a density of 0.5 x108
cells/ml in normal RPMI-1640 media. A single dose of cotinine or DMSO was added into the wells, and then they
were incubated at 37°C for 48 hours (plate 1) or 96 hours (plate 2). On day 2 or day 4, resazurin was added to a
final concentration of 0.02%, incubated for 4 hours at 37°C, and fluorescence monitored at an excitation
wavelength of 560nm and an emission wavelength of 590nm. The data presented represents 3 technical
replicates for 1 biological replicate. Results are reported as a percentage of the DMSO control + standard error.

Two translocation events were observed for the TCF3-PBX1 translocation, after 2 days
exposure to 100nM and 10nM cotinine, Table 6.1. For the RUNX1-RUNX1T1 translocation,
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a positive event was observed for 2 days exposure to 5uM cotinine, Table 6.1. Fisher exact
tests show no significant difference between the frequency of TCF3-PBX1 versus RUNX1-
RUNX1TL1 events in cotinine exposed and DMSO control cells (p=1).

Table 6.1. Translocation events observed for NALM6 cells exposed to a cotinine concentration gradient. NALM6
cells were seeded into two 12-well plates at a density of 0.5 x10° cells/ml in normal RPMI-1640 media. A single
dose of cotinine or DMSO was added into the wells, and then they were incubated at 37°C for 48 hours (plate 1)
or 96 hours (plate 2). Cells were harvested for RNA extraction and treated with DNase then reverse transcribed
using Precision nanoScript2 Reverse Transcription Kit to use as a template in RT-PCR assays for TCF3-RUNX1
and RUNX1-RUNX1T1 translocations, using HS Taqg and 10pmol primers. The data present shows 3 biological
replicates. (DMSO control data is common across chapters 4 and 5).

Translocation Day cells DMSO 10nM 100nM 1uM S5uM 10pM
harvested Control Cotinine Cotinine Cotinine Cotinine Cotinine
TCF3-PBX1 Day 2 1 1
Day 4
RUNX1- Day 2 1
RUNX1T1 Day 4

Sanger sequencing of purified PCR products from positive events are shown in Table 6.2.
The returned sequence from BLAST identified the correct expected translocated gene for

each sample, allowing for the translocation junction to be identified.

Table 6.2. Sanger sequencing of purified PCR products from cotinine concentration gradient. Sequences were
entered into BLAST to identify gene matches, and translocation junction between 2 genes was identified.
Underlined letters represent bases that were found to overlap in each gene identified. Letters with a * indicate
that the base was correct in the RUNX1-RUNX1T1 fusion sequence but different in the original RUNX1T1 mRNA
sequence.

Sample Sequence of translocation junction Genes identified in
BLAST
Cotinine 100nM Day 2 CCTCCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1
rep 1 (TCF3-PBX1)
Cotinine 10nM Day 2 CCTCCCGACTCCTACAGTGTTTTGAGTATCCGAG TCF3 PBX1
rep 1 (TCF3-PBX1)
Cotinine 5uM Day 2 rep GGGCCCCGAGAACCTCGAA*ATCGTACTGAG RUNX1 RUNX1T1

1 (RUNX1-RUNX1T1)

6.3.2 Frequency of translocation events in response to cotinine exposure

Although some translocation events were observed across the range of cotinine
concentrations, there is no clear pattern of translocation induction over the 3 biological
replicates. To determine the expected frequency of translocation events in response to
cotinine, the preliminary experiments were repeated 20 times. Overall, 7 positive RUNX1-
RUNX1T1 events out of 20 replicates were observed when NALM®6 cells were exposed to
5uM cotinine for 2 days. No RUNX1-RUNX1T1 translocations were observed when NALM6
cells were exposed to DMSO. Analysis by Two-tailed Fisher's exact test suggests there is a
relationship between RUNX1-RUNX1T1 translocation events and cotinine exposure
(p=0.0083).
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6.3.3 Cell growth, viability and translocation events measured in response to cotinine
exposure in different models
To investigate the impact of each model type on the growth of NALM6 cells, a trypan blue
count was performed every 24 hours following the first cotinine exposure, Figure 6.5. In
Model A (single exposure, 24 hours after seeding), cell growth increased across the 96
hours for all concentrations, with viable cell count higher for cotinine exposures than the
DMSO control at hours 72 and 96. Cotinine exposed cells follow the same pattern of
increasing growth every 24 hours as the DMSO control in Model B (single dose at seeding).
In Model C (daily dose, 24 hours after seeding), cotinine exposed cells have increasing
growth across 96 hours, with the DMSO control showing a reduction in viable cell count at
72 hours, followed by a steep increase at 96 hours. Model D cells (daily dose at seeding)
have a slow growth for the first 72 hours compared to the other models. At 96 hours, the
cotinine exposed cells in Model D have a sharp increase in viable cell count, with the DMSO

control cells, showing a gentler increase.
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Figure 6.5. Trypan Blue Assay for each of the 4 cotinine exposure models. NALM6 cells were seeded at a density
of 0.5 x108 cells/ml in normal RPMI-1640 media and incubated at 37°C. Cotinine concentrations 100nM and 5uM
were chosen to represent various physiologically relevant cotinine exposures, with the equivalent DMSO (0.1%
v/v) used as a negative control. Trypan blue counts occurred every 24 hours following the first dose of cotinine.
The data shows the mean of 2 technical replicates for 1 biological replicate + standard error.

Resazurin assays showed an increase in viability across all models for cotinine exposed

cells compared to the DMSO control, Figure 6.6.
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Figure 6.6. Resazurin assay measurements for each of the 4 cotinine exposure models. On day 2 or day 4 of
each model, resazurin was added to a final concentration of 0.02%, incubated for 4 hours at 37°C, and
fluorescence monitored at an excitation wavelength of 560nm and an emission wavelength of 590nm. The data
presented represents 3 technical replicates for 1 biological replicate. Results are reported as a percentage of the

DMSO control + standard error.

Cyquant viability analysis also showed an increase in cell viability across all models for

cotinine exposed cells compared to DMSO controls, Figure 6.7.
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Figure 6.7. Cyquant assay measurement for each of the 4 cotinine exposure models. On day 2 or day 4 of each
model, samples were taken from each well and frozen at -80°C. Cyquant was added to each sample, incubated
overnight at 4°C and fluorescence monitored at 480nm excitation and 520nm emission. The data presented
represents 3 technical replicates for 1 biological replicate. Results are reported as a percentage of the DMSO

control + standard error.

A total of 5 TCF3-PBX1 and 11 RUNX1-RUNX1T1 translocation events were observed

across 96 replicates treated with cotinine, Table 6.3. The highest number of translocation

events were observed in Model C, with a single TCF3-PBX1 event observed across 6

replicates for each condition of cells treated with 100nM cotinine for 4 days and 5uM for 2

days, 2 RUNX1-RUNX1T1 events were observed across 6 replicates for 100nM cotinine

exposure for 2 days, and a single RUNX1-RUNX1T1 event was observed across 6

replicates for 5uM cotinine at exposure of 2 and 4 days. A further 3 translocations were
observed in Model D, with 2 RUNX1-RUNX1T1 events across 6 replicates of 100nM cotinine

exposure for 4 days plus a single TCF3-PBX1 event across 6 replicates for the same

exposure. Finally, a single RUNX1-RUNX1T1 event was observed in Model A across 6

replicates of 100nM cotinine exposure for 2 days. Translocation events were also observed
in DMSO controls for both TCF3-PBX1, in Model B, and RUNX1-RUNX1T1, in Model C,

Table 6.3.

Using Fisher’s exact test, no significance was observed for translocation events in response

to DMSO vs any cotinine treatment (p=0.7805). When considering translocation events in

response to single dose vs daily dose, a significant difference was observed (p= 0.0148),
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however no significant difference was observed for treatment following 24 hours growth vs at
seeding (p= 0.1837). When considering any cotinine exposure, no significant difference was
observed for the frequency of TCF3-PBX1 and RUNX1-RUNX1T1 events using Fisher's
exact test (p=0.3306).

Table 6.3. Model optimisation translocation events in response to cotinine. Each number represents the number
of positive PCR bands seen during gel electrophoresis for 6 replicates of each condition. NALM6 cells were
seeded into 2 identical well plates at a density of 0.5 x108 cells/ml in normal RPMI-1640 media and incubated at
37°C. Model A: 24 hours growth, single dose of cotinine or DMSO. Model B: single dose of cotinine or DMSO at
seeding. Model C: 24 hours growth, daily dose of cotinine or DMSO. Model D: daily dose of cotinine or DMSO
starting at seeding. Cotinine concentrations 100nM and 5uM were chosen to represent various physiologically
relevant cotinine exposures, with the equivalent DMSO (0.1% v/v) used as a negative control. On day 2 and day
4 cells were also harvested for RNA extraction. The resultant RNA was treated with DNase and reverse
transcribed using High-Capacity cDNA Reverse Transcription Kit to use as a template in RT-PCR assays for
TCF3-RUNX1 and RUNX1-RUNXZ1T1 translocations, using HS Taq with 10pmol primers. The data present
shows 3 technical replicates and 2 biological replicates. (DMSO control data is common across chapters 4 and
5).

Translocation Model type hDaaRl/eCsetltla?j CDo'\::tSr(gl Cloot(i): ilxle CoStElrlxI ne
Model A g:z i
TCF3-PBX1 (6 Rl 325 421 2
replicates) Model C ggi . 1
Model D 83 i 1
Model A 83 i 1
RUNX1-RUNX1T1 e 33 421
(6 replicates) Model C 332 é , i
Model D 83 i >

As a confirmation of negative results, a selection of samples that did not contain visible
bands during gel electrophoresis were used as a template for PCR using nested primers,
and no amplification was observed. Sanger sequencing of the translocation breakpoints
showed the expected fusion mMRNA sequence, with the associated genes identified in
BLAST, Table 6.4. Model D cotinine 100nM day 4 was not able to be sequenced due to low
product concentration. Sequencing results for translocations observed with DMSO treatment

be found in chapter 4, table 4.5.
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Table 6.4. Sanger sequencing of PCR positive translocation events identified in each Model. Positive samples
were used as a template for nested PCR using HS tag polymerase and 10pmol nested primers. Samples were
then purified for sequencing by DBS genomics. Sequences were entered into BLAST to identify gene matches,
and translocation junction between 2 genes was identified. Underlined letters represent bases that were found to
overlap in each gene identified. Letters with a * indicate that the base was correct in the RUNX1-RUNX1T1 fusion
sequence but different in the original RUNX1T1 mRNA sequence.

Sample Sequence of translocation Genes
junction identified in
BLAST
Cotinine 5uM Model C Day 2 (TCF3-PBX1 CCTCCCGACTCCTACAGTGTTTT TCF3 PBX1
Nested) GAGTATCCGAG
Cotinine 100nM Model C Day 4 (TCF3- CCTCCCGACTCCTACAGTGTTTT  TCF3 PBX1
PBX1 Nested) GAGTATCCGAG
Cotinine 5uM Model C Day 2 (RUNX1- GGGCCCCGAGAACCTCGAA*ATC RUNX1
RUNX1T1 Nested) GTACTGAG RUNX1T1
Cotinine 5uM Model C Day 4 (RUNX1- GGGCCCCGAGAACCTCGAA*ATC RUNX1
RUNX1T1 Nested) GTACTGAG RUNX1T1
Cotinine 100nM Model A Day 2 (RUNX1- GGGCCCCGAGAACCTCGAA*ATC RUNX1
RUNX1T1 Nested) GTACTGAG RUNX1T1
Cotinine 100nM Model C Day 4 #1 GGGCCCCGAGAACCTCGAA*ATC RUNX1
(RUNX1-RUNX1T1 Nested) GTACTGAG RUNX1T1
Cotinine 100nM Model C Day 4 #2 GGGCCCCGAGAACCTCGAA*ATC RUNX1
(RUNX1-RUNX1T1 Nested) GTACTGAG RUNX1T1
Cotinine 100nM Model D Day 4 #1 GGGCCCCGAGAACCTCGAACTC RUNX1
(RUNX1-RUNX1T1 Nested) GTACTGAG RUNX1T1
Cotinine 100nM Model D Day 4 #2 GGGCCCCGAGAACCTCGAA*ATC RUNX1
(RUNX1-RUNX1T1 Nested) GTACTGAG RUNX1T1

6.4 Discussion

The results of physiologically relevant levels of cotinine exposure on NALM6 cell growth and
viability showed no reduction in cell viability for any cotinine concentration compared with the
DMSO control, Figures 6.3-4. This suggests these concentrations are suitable to be used for
identifying chromosomal translocations, as the cells are capable of growth, and as such can
go on to produce translocations that can be detected, although no reduction in survival could
also suggest that the cells may not have obtained the damage necessary for producing
translocations. The resazurin assay measurements of NALM6 cell viability show that the
viability increases on exposure to cotinine compared to the DMSO control Figure 6.4. An in
vitro study on human urothelial carcinoma cell lines also found that cotinine significantly
increased cell proliferation using the WST-1 assay, although this was observed in cells
exposed to concentrations of 100uM cotinine and above for 3 days, which is a much higher
concentrations used in the current study [335]. As the current study only contains one
biological replicate for the cotinine exposure gradient, it would be beneficial to repeat the
experiment for further biological replicates to obtain a more accurate representation of cell
viability at each physiologically relevant cotinine concentration, however the results here are

in line with findings in the literature that cotinine exposure may increase proliferation.
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Trypan Blue assays demonstrated that cell growth in Model A, single dose during
exponential growth, Model B, single dose at seeding, and Model C, daily dose starting during
exponential growth, increased every 24 hours, Figure 6.5. Cell growth in Model D, daily dose
starting at seeding, is slow for the first 24 hours before increasing at 96 hours, yet cell count
remains lower than in the other models, Figure 6.5. Model D conditions of daily dose of
cotinine starting when cells are seeded, suggest that cotinine exposure initially slows cell
growth, before dramatically increasing. The resazurin and Cyquant viability assays were
generally in agreement, with no significant reductions in cell viability for cotinine exposure
compared to the DMSO control for any model, Figures 6.6-7. All models show an increased
cell viability for 5uM cotinine compared to 100nM cotinine, which is in line with results
observed in a study showing increased proliferation of urothelial carcinoma cells exposed to
higher concentrations of cotinine [335]. As has been discussed previously (chapter 4, section
4.4) observations for growth and viability in this study are likely to be limited due to a single

measurement, but also affected by the differences in assay measurement techniques used.

In the preliminary experiments, a translocation was only observed for RUNX1-RUNX1T1 at
concentrations reflecting those of very high smokers, Table 6.1. Sanger sequencing of the
PCR product confirmed that it was the expected RUNX1-RUNX1T1 fusion product, with
similar sequence pattern overlapping both genes across the translocation junction, Table
6.2. On the other hand, TCF3-PBX1 translocations were observed in cells exposed to low
levels of cotinine, 100nM and 10nM, associated with levels found in non-smokers and
second-hand smoke exposure, Table 6.1. The PCR products from these positive events
were confirmed to be the expected TCF3-PBX1 fusion products, Table 6.2. The RUNX1-
RUNX1T1 translocation is found predominantly in childhood AML, which is much rarer than
childhood ALL, and as such may require a higher level of exposure to induce translocations
[3]. Epidemiological studies have found some association between smoking and specific ALL
subtypes, however this was for ETV6-RUNX1 which was not measured in the current study
[176]. This suggests that there could be an association between level of exposure and
childhood leukaemia subtype, however the difference was not statistically significant, and

more replicates would be needed to understand a true relationship.

The highest frequency found of any of the translocations observed was 1 out of 3 biological
replicates, making it difficult to discern any patterns of translocation induction. The 20
replicates of 5uM cotinine suggest translocations could be observed at a rate of 7 out of 20,
with no translocations seen in the DMSO control. This aligns with observing a rate of 1 out of
3 translocations in the preliminary experiments. The number of positive translocations
detected in the frequency experiment supports the preliminary results, suggesting that the

translocation events observed were not random and at a rate of around 35%.
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Considering the translocation frequency of 7/20 previously determined, 2 translocation
events per 6 replicates were expected to be detected if exposure induced these events. In
Model A, only 1 translocation was detected, suggesting that a single cotinine dose in the
exponential phase is not the optimal condition for inducing translocations, Table 6.3. Model
D observed 2 RUNX1-RUNXZ1 translocations for 100nM cotinine at 4 days exposure, the
expected frequency, with no other translocations observed, Table 6.3. Cell growth for Model
D was slow in the first 72 hours, with daily doses of cotinine starting when NALM6 were
seeded. This slow growth may be why translocation events are not seen at day 2 exposures.
Model C had the highest number of translocations observed for cotinine exposed cells, a
total of 6 events across both translocation types. Model C cells received a daily dose of
cotinine or DMSO 24 hours after seeding, with the number of translocation events
suggesting these conditions are the most likely to induce translocations. A total of 3
translocation events were observed for 5uM cotinine across all models, and a total of 7
events were seen for 100nM cotinine, which suggests that translocation induction in
response to cotinine may be dose dependent. The preliminary results also suggested that
translocation type may be dose dependent, with TCF3-PBX1 events observed with lower
concentrations and RUNX1-RUNX1 events observed with higher concentrations of cotinine,
however this pattern was not observed during model experiments, with no statistical

difference in the type of translocation for cotinine exposed cells.

Cigarette smoking has well categorised carcinogens and known oxidative stress inducers,
that are known to contribute towards cancer [336], but the impact of cotinine is less known. A
study using the alkaline comet assay, used to detect DNA strand breaks, to assess cotinine
exposure in neuroblastoma cells found significant differences in damage index and
frequency when cells were exposed to 0.125mg/ml-2mg/ml cotinine for 3 hours [239]. The
study also used a modified comet assay to evaluate oxidative damage and found increase
damage in cells exposed to 0.125mg/ml-2mg/ml cotinine for 3 hours compared to control,
but not at significant levels. Furthermore, using nasopharyngeal normal and carcinoma cells
it has been demonstrated that oxidative stress led to cleavage of AF9 gene, which is
associated with leukaemia [337]. This suggests that cotinine may induce DSBs through
oxidative damage, and as such could lead to translocation formation, in line with our
preliminary findings. As discussed in section 4.4, the translocation events in DMSO control
cells, however, suggest that DMSO may be contributing to the induction of translocations. As
such, it would be beneficial to repeat these experiments using a different solvent for cotinine,

such as ethanol or dimethyl formamide.

The preliminary data in this chapter suggests that cotinine may induce translocations, but

subsequent data are unclear, and more evidence is required to confirm and understand the
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relationship of cotinine exposure and translocation induction, such as the mechanism of

cotinine on double strand break induction and DDR.
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7 Influence of folate on translocation induction in NALM6 cells

7.1 Introduction

Folates are B-vitamins found throughout the diet in foods such as leafy green vegetables.
The synthetic form of folate monoglutamate, folic acid, is used as a folate supplement and is
used to fortify many food products across the world [338]. Folate plays an important role in
DNA replication due to its role in one-carbon metabolism, required for the synthesis of
purines and pyrimidines, and for methylation reactions [95]. When cells are folate deficient,
the conversion of dUMP to dTMP can be impaired, leading to dUMP misincorporation during
DNA synthesis, which can lead to DSBs [97, 98]. Folate status can also lead to altered

methylation, which has an impact on many cellular processes [90].

Folate deficiency has been associated with an increased risk of cancers, Down’s syndrome
and adverse pregnancy outcomes and birth anomalies [90]. Supplementation with folic acid
in pregnant women has been shown to reduce the formation of NTDs in offspring [105]. The
recommended daily intake for pregnant women is 400ug/day [104]. Although some
countries, including the USA and more recently the UK, have mandatory fortification
programmes, folic acid fortification has been rejected by many countries due to the
increased risk of colorectal cancer and progression of certain cancers, along with other
adverse health outcomes due to high intake of folic acid [339]. High folic acid intake could
lead to increased availability of nucleotides for proliferating cancers. The absorption of folic
acid and metabolism into the active form is limited to >200—400 pg, after which
unmetabolized folic acid is found in the serum, with could lead to accumulated high levels of
folic acid [339]. It is important therefore, to understand the optimal concentration at which

folate provides protection without adverse effects from high folate intake.

In vitro studies of fibroblast cells grown in folate deficient conditions have observed
replication stress, with decreased fork progression rate, increased DSB formation and DNA
repair [340]. In vivo studies using mouse prostate cells have observed DNA strand breaks
and chromosomal rearrangements in folate deficient conditions [121]. As discussed in
section 1.4, previous studies support the hypothesis that folate deficient conditions can make
DNA more susceptible to instability and mutations, but to the best of our knowledge, no in
vitro studies have observed the induction of childhood leukaemia translocations in response

to folate deficient conditions.

This chapter describes the use of an in vitro model to investigate the influence of
physiologically relevant folate concentrations on the induction of childhood leukaemia
associated chromosomal translocations TCF3-PBX1 and RUNX1-RUNX1T1. To achieve

this, NALMG6, an acute leukaemia cell line, was grown in a gradient of folate concentrations,
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equivalent to those found in human serum, followed by measurements of cell growth,

viability, and chromosomal translocation induction.

7.2 Methods
7.2.1 Experimental design of preliminary tests to examine the effects of folate levels on
translocation events
To understand the role folate may play in translocation induction, NALM6 cells were exposed
to a range of folic acid concentrations, chosen to mimic different physiological levels of folate
status, Figure 7.1. Short term folate status is measured through serum folate, with red blood
cell folate a reflection of long-term folate intake [341]. Serum folate levels were considered to
reflect folate concentration in cell medium. As a control, 2uM folic acid was chosen as a
supraphysiological level to reflect normal RMPI-1640 cell culture media [121, 342]. A normal
human serum folate range is considered between 10nM and 50nM, with those boundary
concentrations chosen for this study to represent a low and high “normal” folate level
respectively [107, 343-345]. To represent a low serum folate status, 5nM folic acid was
chosen, with 1nM folic acid considered folate depleted and 0.1nM folic acid considered folate
deficient [345]. A high and very high physiological folate status was also investigated with
folic acid concentrations of 100nM and 200nM, chosen to reflect high levels observed in
colorectal cancer associated with increased proliferation and genetic instability [107, 121,
346].

An overview of the experiment can be found in Section 2.6.1, with NALM6 cells washed and
resuspended in folic acid free RPMI-1640 media to remove any existing folic acid. RNA was
extracted on day 4 which was selected as previous studies suggest it is sufficient to deplete

endogenous folate whist maintaining cell viability [347].
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Figure 7.1. Folic acid concentrations used in preliminary experiments and their corresponding physiological range.

7.2.2 Design of experiments to investigate the frequency of translocation events in
response to folate levels
To investigate the frequency at which translocations may be expected to appear in NALM6
cells grown in different folic acid concentrations, the preliminary experiment was repeated for
10 technical replicates using 1nM folic acid for 4 days. RNA was extracted from all 10 folic
acid replicates and reverse transcribed into cDNA for use as a template in TCF3-PBX1
translocation PCR assays, using HS Taq polymerase with 2.5pmol forward and 5pmol
reverse primers for 40 cycles. Reported DMSO controls (section 4.2.2) are the same across
all chapters 4-6.

7.2.3 Design of experiments to investigate translocation events in response to folate levels
in NALM6 cells for different models

As discussed in Section 2.6.2, to optimise the preliminary NALM6 cell model, two variables
were considered: i) the impact of treating cells either immediately or 24 hours after initial
seeding, and ii) single vs daily dosage of folic acid. As in preliminary experiments, NALM6

cells were washed and resuspended in folic acid free RPMI-1640 media before first dose of
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folic acid was added and