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Evolutionary psychologists have put forward that 
there are evolved differences in risk taking between 
men and women. Potentially, these also play out 
in every day behaviours, such as in traf f ic. We 
�K�\�S�R�W�K�H�V�L�V�H�G���W�K�D�W�����S�H�U�F�H�L�Y�H�G�����J�H�Q�G�H�U���Z�R�X�O�G���L�Q�À�X�H�Q�F�H��
using a pedestrian crossing. In addition, we also 
explored if a contextual factor, presence of daylight, 
could modify risk taking behaviour. 558 pedestrians 
were directly observed and their use of a crossing 
near a Metro station in a large city in the North East 
of England was coded. Using logistic regression, we 
found evidence that women were more inclined than 
men to use the crossing. We found no evidence for a 
contextual effect of daylight or an interaction between 
daylight and gender on use of the crossing. We 
�G�L�V�F�X�V�V���W�K�H���O�L�P�L�W�D�W�L�R�Q�V���D�Q�G���L�P�S�O�L�F�D�W�L�R�Q�V���R�I���W�K�L�V���¿�Q�G�L�Q�J��
with reference to literature on risk taking.

Keywords 
�J�H�Q�G�H�U���G�L�I�I�H�U�H�Q�F�H�V�����S�H�G�H�V�W�U�L�D�Q�����W�U�D�I�¿�F

Introduction
Evolutionary psychologists have argued that there are 
evolved differences in risk taking between men and women 
(e.g., Daly & Wilson, 2001; Wilson & Daly, 1985). In 
line with this argument, there is a large body of evidence 
from various disciplines, ranging from economic decision 
�P�D�N�L�Q�J���W�R���W�U�D�I�¿�F���E�H�K�D�Y�L�R�X�U�����V�X�S�S�R�U�W�L�Q�J���G�L�I�I�H�U�H�Q�F�H�V���L�Q���U�L�V�N��
taking between men and women. The size of this gender 
difference varies by factors such as age and context (e.g., 
Eckel & Grossman, 2008; Kruger & Nesse, 2006) but it 
appears fairly robust. Gender differences are, for example, 
evident from studies on financial risk taking (e.g., Olsen 
& Cox, 2001; Powell & Ansic, 1997). Similarly, this 
difference in risk taking propensity has been demonstrated 
in psychometric measures, with men typically scoring 
higher in measures relating to sensation seeking than 
women (e.g., Killgore, Grugle, Killgore, & Balkin, 2010). 
A meta-analysis covering risk taking concluded that 
there is a gender difference in risk taking attitudes and 
behaviour but with the size varying in the domain studied 

(Byrnes, Miller, & Schafer, 1999).
These gender differences in risk taking have also been 

observed to play out in every day behaviour, such as in 
how we behave in traffic. Among other behaviours, men 
are less likely to wear a seatbelt than women (Calisir & 
Lehto, 2002; Lerner et al., 2001). Men are also more likely 
to run red lights than women (e.g., Konecni, Ebbeson, & 
Konecni, 1976) and, perhaps unsurprisingly, are more 
likely to be involved in (lethal) car accidents (e.g., Waylen 
�	���0�F�.�H�Q�Q�D�������������������$�O�V�R�����L�Q���R�W�K�H�U���W�U�D�I�¿�F���E�H�K�D�Y�L�R�X�U�V���V�X�F�K��
as cycling (Cobey, Laan, Stulp, Buunk, & Pollet, 2013; Pai 
& Jou, 2014) or crossing (Pawlowski, Atwal, & Dunbar, 
2008) men are more likely than women to exhibit risk-
taking behaviour.

The current study primarily aims to conceptually 
replicate previous studies such as Pawlowski et al. 
(2008). It should be noted that multiple studies outside 
of evolutionary psychology have already suggested that 
gender differences in traffic behaviour exist, based on 
scenario studies (e.g., Holland & Hill, 2007) as well 
as via direct observation (e.g., Tom & Granié, 2011). 
Nonetheless, it is important to try and replicate such 
findings (Amir & Sharon, 1990), especially given the 
current replication crisis. Here, we aim to replicate the 
�¿�Q�G�L�Q�J���R�Q���J�H�Q�G�H�U���G�L�I�I�H�U�H�Q�F�H�V���L�Q���H�Y�H�U�\���G�D�\���U�L�V�N�\���E�H�K�D�Y�L�R�X�U��
among pedestrians crossing a busy road. In this particular 
situation, there is a risky but shorter route and a safer but 
longer route (Figure 1). We predict, that all else being 
equal, men will be more inclined to take the risky route 
than women. In addition, we explore if a contextual factor 
plays a role: the presence of daylight. We had no a priori 
hypotheses regarding the effect of daylight. On the one 
hand one could argue that darkness would facilitate norm 
violating behaviour (e.g., Zhong, Bohns, & Gino, 2010). 
On the other hand, one could argue that the risks are 
greater when visibility is poor, therefore one might expect 
more norm compliance when there is no daylight. We also 
explore if this contextual factor interacts with gender.

Methods
Procedure
The first author observed 558 pedestrians (305 women) 
covertly from a parking near a metro station (Kingston 
Park) in Newcastle upon Tyne, a large city in the North-
East of England, between December 2017 and March 2018. 
The final number of pedestrians was determined by the 
set number of hours to be coded (14h). Seven hours were 
coded in the morning between approximately 07:45am and 
08:45am. Another seven hours were spent in the evening 
approximately between 5:00 pm and 6:00 pm. The times 
of day were chosen to correspond with peak commuting 
�W�L�P�H�V���L�Q�W�R���D�Q�G���R�X�W���R�I���1�H�Z�F�D�V�W�O�H���F�L�W�\���F�H�Q�W�U�H�����7�K�H���¿�U�V�W���D�X�W�K�R�U��
unobtrusively coded the perceived gender and which path 
was taken (risky/safe) via use of an IPad. A ‘safe’ code 
was entered when a pedestrian fully used the designated 

http://creativecommons.org/licenses/by/4.0/
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route taking. Individuals were more inclined to take the 
safe route when daylight was present, compared to when 
it was not (Model 2, Odds Ratio: 1.49, Figure 3). In Model 
3, the association between daylight and risk taking was no 
�O�R�Q�J�H�U�� �V�W�D�W�L�V�W�L�F�D�O�O�\�� �V�L�J�Q�L�¿�F�D�Q�W���D�I�W�H�U�� �L�Q�F�R�U�S�R�U�D�W�L�Q�J�� �J�H�Q�G�H�U����
�Z�K�L�F�K�� �U�H�P�D�L�Q�H�G�� �V�W�D�W�L�V�W�L�F�D�O�O�\�� �V�L�J�Q�L�¿�F�D�Q�W���� �0�R�G�H�O�� ���� �V�K�R�Z�H�G��
that there was no statistical evidence for an interaction 
effect. In the absence of daylight, men were relatively more 
inclined than women to take the risky route instead of the 
safe route (Odds Ratio(no daylight): 3.80 vs. Odds Ratio(daylight): 
�������������)�L�J�X�U�H���������E�X�W���Q�R�W���V�W�D�W�L�V�W�L�F�D�O�O�\���V�L�J�Q�L�¿�F�D�Q�W�O�\���V�R��

2

crossing, whereas behaviour was coded as ‘risky’ when 
not fully using the crossing. In addition, the first author 
coded whether the observation was during daylight or 
not, based on www.sunsettimes.co.uk (accessed 23.04.18). 
Only individuals who appeared over 18 were coded (no 
groups/couples). In addition, only individuals for which 
gender could be visually assessed were coded. Individuals 
carrying large objects, pushing bikes, or prams were 
excluded from coding, as were individuals in wheelchairs 
or on mobility scooters. A subset (n = 67) was coded by 
a second coder and showed perfect correspondence for 
�S�H�U�F�H�L�Y�H�G�� �J�H�Q�G�H�U�� �D�Q�G�� �S�D�W�K�� �W�D�N�H�Q�� ���&�U�R�Q�E�D�F�K�¶�V�� �.�� � �� �������� �7�K�H��
�V�W�X�G�\���Z�D�V���D�S�S�U�R�Y�H�G���E�\���W�K�H���H�W�K�L�F�V���F�R�P�P�L�W�W�H�H���Z�K�H�U�H���W�K�H���¿�U�V�W��
author was based.

Statistical analyses
Analyses were conducted in R 3.4.1 (R Development Core 
Team, 2008). We report a series of logistic regressions 
(Menard, 2002) and mosaic plots (Meyer, Zeileis, & 
Hornik, 2006). The preregistration and code associated 
with this paper can be found on the OSF (https://osf.io/
tw7j9/). The associated code also contains additional 
analyses not reported in full here (e.g., Cochran-Mantel-
Haenszel (CMH) test for the stratified table (Cochran, 
1954; Mantel & Haenszel, 1959) and Bayes Factors for 
tabular analyses (Morey, Rouder, Jamil, & Morey, 2015)).

Figure 1. Observational site. The entrance to the metro 
station is to the left of the wooden shoulder. The safe route 
makes use of the crossing, the risky route is effectively 
‘jaywalking’ between the metro entrance and the path.

Results
The odds ratios for the analyses are reported in Table 1. 
Model 1 shows that gender was associated with taking the 
risky path. Men were more inclined to take the risky route 
than women were (Odds Ratio: 3.28, Figure 2). There was 
also a baseline association between daylight presence and 

Table 1. Odds Ratios and model summaries from Logistic 
Regression Models.

Outcome
(1) (2) (3) (4)

Male 3.279*** 3.227*** 2.854***

Not Daylight 1.485* 1.405 1.194
Male*
Not Daylight 1.341

N 558 558 558 558
Log Likelihood �í�������������� �í�������������� �í�������������� �í��������������
AIC 669.856 706.868 668.654 670.069
*p < .05; ** p < .01; *** p < .001

��������

Figure 2. Mosaic plot for gender and risk taking.

������������

���
���

�	�

��

��
���

���
��

���
���

���
	

�
���������� �������

���� ������

������ ������

Discussion
Our data further corroborated the existence of a gender 
difference in everyday risk taking in pedestrian behaviour 
(e.g., Holland & Hill, 2007). In line with Cobey et al. (2013), 
there was a sizable difference between men and women 
in risk taking behaviour. Our study thus successfully 
replicates previous work in this area, and confirms the 
existence of gender differences in every day behaviour 
such as crossing the road. However, we found no evidence 
for a contextual effect. The presence of daylight did not 
significantly predict the route taken, after accounting 
for gender. Neither was there evidence for an interaction 
between gender and the presence or absence of daylight 
on risk taking behaviour. However, it should be noted that 
our study might have been underpowered to detect a subtle 

https://osf.io/tw7j9/
https://osf.io/tw7j9/
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contexts. While we found no evidence for a contextual 
effect (daylight/ no daylight), perhaps in other contexts 
the gender difference in risk taking would be more or 
less pronounced (for example, a metro station in a safe 
neighbourhood versus one in an unsafe neighbourhood). 
Next, we should note that, in this study, we are unable 
to differentiate between risk taking behaviour and norm 
compliance. It could be that we have observed norm 
compliance, or another behaviour, rather than directly 
observing risk taking behaviour. We have assumed that 
in this particular situation norm compliance, using the 
crossing, is the inverse of risk taking behaviour. Yet, given 
that many instances were recorded where the pedestrian 
took the unsafe route, we can question whether this really 
constitutes meaningful risk taking behaviour. In future 
studies, it would be worthwhile to investigate multiple 
sites which might allow for a better differentiation between 
risk taking behaviour and norm compliance. For example, 
variation in how risky the situation is, and/or whether 
norms are salient could allow to better disentangle whether 
the behaviour in question is better characterized as one or 
the other.

Finally, we call for more applied research examining 
behaviour in the real world (Baumeister, Vohs, & Funder, 
2007). While there might be limits to the inferences one 
can make via direct observation (Eibl-Eibesfeldt, 1979), 
it is nonetheless a valuable tool for applied evolutionary 
psychology (Roberts, 2012) and a valuable research 
experience for a bachelor project (Boice, 1983).
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Figure 4. Mosaic plot for gender, daytime and risk taking.
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