Effects of Improved $^{17}$O Correction on Interlaboratory Agreement in Clumped Isotope Calibrations, Estimates of Mineral-Specific Offsets, and Temperature Dependence of Acid Digestion Fractionation
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Abstract The clumped isotopic composition of carbonate-derived CO$_2$ (denoted $\Delta_{47}$) is a function of carbonate formation temperature and in natural samples can act as a recorder of paleoclimate, burial, or diagenetic conditions. The absolute abundance of heavy isotopes in the universal standards VPDB and VSMOW (defined by four parameters: $R^{13}$VPDB, $R^{17}$VSMOW, $R^{18}$VSMOW, and $\lambda$) impact calculated $\Delta_{47}$ values. Here, we investigate whether use of updated and more accurate parameters for these parameters can remove observed interlaboratory differences in the measured T-$\Delta_{47}$ relationship. Using the updated parameters, we reprocess 14 published calibration data sets measured in 11 different laboratories, representing many mineralogies, bulk compositions, sample types, reaction temperatures, and sample preparation and analysis methods. Exploiting this large composite data set ($n = 1,253$ sample replicates), we investigate the possibility for a “universal” clumped isotope calibration. We find that applying updated parameters improves the T-$\Delta_{47}$ relationship (reduces residuals) within most labs and improves overall agreement but does not eliminate all interlaboratory differences. We reaffirm earlier findings that different mineralogies do not require different calibration equations and that cleaning procedures, method of pressure baseline correction, and mass spectrometer type do not affect interlaboratory agreement. We also present new estimates of the temperature dependence of the acid digestion fractionation for $\Delta_{47}$ ($\Delta_{47}^{25}$X), based on combining reprocessed data from four studies, and new theoretical equilibrium values to be used in calculation of the empirical transfer function. Overall, we have ruled out a number of possible causes of interlaboratory disagreement in the T-$\Delta_{47}$ relationship, but many more remain to be investigated.

Plain Language Summary Measured stable and clumped isotope values are fundamentally tied to established compositions of international standard materials. When these standard compositions are updated, it impacts previously published isotope measurements such as those used to define the clumped isotope calibration relationship (the foundation for use of this isotopic proxy as a paleothermometer,
1. Introduction

The carbonate clumped isotope paleothermometer was theorized (Schauble et al., 2006) and demonstrated (Ghosh et al., 2006) in the mid-2000s as a new method of measuring past temperatures using biogenic and inorganic carbonate materials. The biggest benefit of this new method is that it is based on a homogeneous equilibrium reaction (equilibrium distribution of isotopes within one material) and is not dependent on the isotopic composition of the fluid in which the carbonate formed like the traditional oxygen isotope paleothermometer (Ghosh et al., 2006). However, early calibration studies disagreed on the slope of the relationship between formation temperature and the clumped isotopic composition of synthetically precipitated carbonates (Dennis & Schrag, 2010; Ghosh et al., 2006). Following implementation of the “absolute reference frame” (ARF), or “carbon dioxide equilibrium scale” (CDES), correction method (Dennis et al., 2011), which adjusts clumped isotope measurements made in different laboratories or at different times onto a common scale using stochastic gases, gases equilibrated with water at known temperature and carbonates of established composition, the clumped isotope community found improved but not exact agreement between calibration studies. Just over a decade after the initial calibration of this novel proxy method, there is continued effort to resolve increasingly smaller interlaboratory disagreements in calibration studies. For example, recent studies have shown that calibration slopes and intercepts may be biased by low numbers of sample points or replicates analyses or by a limited temperature range investigated (Bonifacie et al., 2017; Fernandez et al., 2017; Katz et al., 2017; Kelson et al., 2017).

In order to calculate the clumped isotopic composition of CO₂ (Δ47), the absolute abundance of heavy isotopes in the universal standards (Vienna Pee Dee Belemnite (VPDB) and Vienna Standard Mean Ocean Water (VSMOW)) must be defined. This is done with four parameters: $R^\text{VPDB}$ (the ratio of $^{13}$C to $^{12}$C in the VPDB carbonate standard), $R^{17}\text{VSMOW}$ and $R^{18}\text{VSMOW}$ (the ratio of $^{17}$O to $^{18}$O in the VSMOW water standard), and $\lambda$ (the slope of the triple oxygen line assumed to describe the fractionation of $^{17}$O relative to $^{18}$O in most natural carbonates). These four values are fundamental to the calculation of Δ47 from raw mass spectrometer outputs (raw voltages or currents) and are input very early in the calculation process. These values were explicitly defined to be 0.0112372, 0.0003799, 0.0020052, and 0.5164, respectively, in Huntington et al. (2009), as part of a step-by-step description of how to calculate Δ47 from raw voltages. This set of values has previously been called the “Gonfiantini” or “Santrock” parameter set after Gonfiantini et al. (1995) or Santrock et al. (1985), where they were previously defined together, although as individual parameter values, they are derived from separate earlier publications (Baertschi, 1976; Craig, 1957; Li et al., 1988; Matsuhisa et al., 1978, respectively).

With improved technology and understanding, our ability to absolutely define the abundance of heavy isotopes in these universal standard materials has improved. For example, a new value for $\lambda$ has been defined based on the relationship seen in global meteoric waters, the reservoir from which many natural carbonates form (Luz & Barkan, 2010). These advancements were summarized by Brand et al. (2010), who put forward a new set of values (0.011180, 0.038475 (as calculated from $R^{18}\text{VSMOW}$ using the new parameters), 0.0020052, and 0.528, respectively) hereafter known as the “IUPAC” parameters (International Union of Pure and Applied Chemistry) and abbreviated as “Br” when needed. Recent studies have investigated the potentially large effects of changing these parameters on calculated Δ47 values, and several of them have advocated for use of the updated IUPAC parameter set over the prior Santrock/Gonfiantini (SG) parameter set (Daéron et al., 2016; Schauer et al., 2016). Due to the use of these fundamental parameters in calculating the Δ47 value of both gas and carbonate standards used in converting to the absolute reference frame, as well as for
unknown carbonate samples, the predicted impact of updating to IUPAC parameters on a final sample $\Delta_{47}$ value is not straightforward and varies depending on the bulk composition ($\delta^{13}C$ and $\delta^{18}O$) of the gas and carbonate standards relative to the bulk composition of the sample itself (Bernasconi et al., 2018; Daéron et al., 2016; Schauer et al., 2016).

Another source of uncertainty is the temperature dependence of the clumped isotope acid digestion fractionation. $\Delta_{47}$ values require correction to account for the effects of the removal of one oxygen atom during acid digestion (conversion of CaCO$_3$ to CO$_2$), which cause an increase in $\Delta_{47}$ values relative to corresponding $\Delta_{63}$ values in the carbonate phase (Bonifacie et al., 2017; Guo et al., 2009; Schauble et al., 2006). In practice, this is defined as the difference between $\Delta_{47}$ values determined from acid digestion at 25 °C and a higher acid temperature (e.g., 70, 75, 90, or 100 °C). The temperature dependence of the acid digestion fractionation, denoted $\Delta^{*}_{25X}$ (where X is the acid digestion temperature greater than 25 °C), has been defined and redefined in a number of studies, in particular to determine whether mineralogical differences are required (Bonifacie et al., 2017; Deflise et al., 2015; van Dijk et al., 2019; Guo et al., 2009; Müller et al., 2017; Murray et al., 2016). The determination of $\Delta^{*}_{25X}$ would also be affected by updating to IUPAC parameters.

An example of the effects of updating to IUPAC parameters on clumped isotope calibration data was demonstrated by Kelson et al. (2017). The authors synthetically precipitated inorganic carbonates at known temperatures using a variety of precipitation techniques, including those used by previous synthetic carbonate studies. The bulk composition of different samples in this study varied dramatically based on the precipitation method used (and therefore the source of carbon), which resulted in significant changes in $\Delta_{47}$ values and improved agreement between samples with the use of IUPAC parameters compared to Santrock/Gonfiantini parameters (removal of differences on the order of 0.05‰). This improved agreement was mainly the result of shifting intercept, as opposed to changes in slope, as predicted by Daéron et al. (2016).

Newly published clumped isotope studies have only begun adopting the new IUPAC parameters in the last year or two. Therefore, if one is limited to comparing published data sets, the scope of possible interlaboratory comparisons is narrow, as demonstrated by two recent studies that compare data between 2 and 4 laboratories each (Bernasconi et al., 2018; Peral et al., 2018). In this study, we have gathered raw clumped isotope calibration data for which formation temperature is relatively well constrained (synthetic with error <±3 °C, majority <±2 °C, allowing higher error for biogenic and natural inorganic samples) from 14 publications, representing 11 different laboratories. We reprocessed each data set with the same computer code, using both the old Santrock/Gonfiantini and the new IUPAC parameter sets. This compilation includes carbonates of variable mineralogy, bulk isotopic composition, and formation temperature, measured in 11 different laboratories using different acid reaction temperatures, sample cleaning procedures, and mass spectrometers (Table 1). We also reprocess data quantifying the temperature dependence of the acid digestion fractionation $\Delta^{*}_{25X}$ from four studies and investigate the effects of using the IUPAC parameter set on this important value. With this comprehensive compilation, we seek to determine whether interlaboratory discrepancies in the relationship between $\Delta_{47}$ and temperature may at least partially be accounted for by implementing the IUPAC parameter set and consistent data processing methods.

We find increased coherence in the $\Delta_{47}$ versus temperature relationship within the majority of studies, taken individually, and somewhat improved interlaboratory agreement when all studies are taken together and data sets are updated to the IUPAC parameter set and processed identically. Within the uncertainty of the data, we reaffirm a lack of evidence of mineralogy-dependent calibrations or temperature dependence of the acid digestion fractionation previously suggested by others (Bonifacie et al., 2017; Deflise et al., 2015). However, systematic discrepancies between laboratories and studies remain and may be the result of choice of standardization scheme (gas versus carbonate standards), kinetic effects during carbonate precipitation, differences in the preparation of orthophosphoric acid, design and operation of the preparation vacuum line, or in mass spectrometry methods. With this data reprocessing effort, we can rule out choice of parameter set and data treatment procedures as the cause of remaining interlaboratory disagreement. This study also reinforces the growing consensus that the large discrepancies observed between the first two clumped isotope calibration studies are not present in more recent studies and remaining differences are much smaller. Continued improvement in standardization, replication, and calibration within the community means that more recent calibrations are more accurate, and for this reason we advise against the tendency that sometimes arises to default to the original Ghosh et al. (2006) calibration, despite its groundbreaking nature.
2. Data Selection and Reprocessing Methods

2.1. Data Selection

We have gathered clumped isotope calibration data from 14 publications for use in this study, with a primary focus on calibration studies using synthetically precipitated carbonates that do not show evidence of kinetic effects, and also including for comparison a few "well-behaved" biogenic and natural inorganic carbonate data sets that approximate apparent equilibrium behavior and have well-constrained formation temperatures (Table 1). Certain biogenic carbonates (e.g., shallow water corals, nautiloids, and brachiopods) and speleothems have been shown to deviate significantly from the generally established clumped isotope calibration line and thus were not included (Affek et al., 2008; Bajnai et al., 2018; Daëron et al., 2011; Davies & John, 2019; Dennis et al., 2013; Kluge & Affek, 2012; Saenger et al., 2012; Saenger et al., 2017; Spooner et al., 2016).

We restrict ourselves to studies that were carried out after the adoption of the absolute reference frame (Dennis et al., 2011), which was created to allow for the greatest interlaboratory comparability. We allow conversion to the absolute reference frame using gas standards (heated or equilibrated) driven to equilibrium through methods accepted by the community (Dennis et al., 2011), carbonate standards accessible to the whole community whose values have been adopted across multiple labs (so called "ETH Table 1. Summary of Sample Preparation Information and Data Processing Information for Published Calibration Data Sets Reprocessed as Part of This Study"

<table>
<thead>
<tr>
<th>#</th>
<th>Study (Ref.)</th>
<th>University (Lab PI)</th>
<th>Sample type</th>
<th>Mineralogy</th>
<th>Reaction vessel type</th>
<th>Acid temperature</th>
<th>Cleaning method</th>
<th>Mass spectrometer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Deffie et al., 2015)</td>
<td>University of Michigan</td>
<td>SYN</td>
<td>CA</td>
<td>CAB</td>
<td>75°C</td>
<td>Static PPQ</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>2</td>
<td>(Winkelstern et al., 2016)</td>
<td>University of Michigan</td>
<td>SYN nat</td>
<td>D</td>
<td>CAB</td>
<td>75°C</td>
<td>Static PPQ</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>3</td>
<td>(Kluge et al., 2015)</td>
<td>Imperial College London</td>
<td>SYN</td>
<td>CAV</td>
<td>IND</td>
<td>70°C and 90°C</td>
<td>Static PPQ</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>4</td>
<td>(García del Real et al., 2016)</td>
<td>Imperial College London</td>
<td>SYN nat</td>
<td>M</td>
<td>IND</td>
<td>90°C</td>
<td>Static PPQ</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>5</td>
<td>(Kelson et al., 2017)</td>
<td>University of Washington</td>
<td>SYN</td>
<td>CA</td>
<td>CAB (most), IND (MC) for 25°C reactions</td>
<td>25°C and 90°C</td>
<td>He-carrier PPQ</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>6</td>
<td>(Tang et al., 2014)</td>
<td>Tulane UCLA (Tripati)</td>
<td>SYN</td>
<td>C</td>
<td>IND</td>
<td>100°C CAB</td>
<td>90°C</td>
<td>Static PPQ GC</td>
</tr>
<tr>
<td>7</td>
<td>(Fernandez et al., 2014)</td>
<td>Tulane</td>
<td>SYN</td>
<td>S</td>
<td>IND</td>
<td>100°C</td>
<td>Static PPQ</td>
<td>Elementar Isoprime 100</td>
</tr>
<tr>
<td>8</td>
<td>(Passeby and Henkes, 2012)</td>
<td>Johns Hopkins University</td>
<td>SYN</td>
<td>C</td>
<td>CAB</td>
<td>90°C</td>
<td>GC</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>9</td>
<td>(Peral et al., 2018)</td>
<td>LSCE</td>
<td>BIO</td>
<td>C</td>
<td>CAB</td>
<td>90°C</td>
<td>He-carrier PPQ GC</td>
<td>Elementar Isoprime 100 Thermo MAT253</td>
</tr>
<tr>
<td>10</td>
<td>(Henkes et al., 2013)</td>
<td>Johns Hopkins University</td>
<td>BIO</td>
<td>CA</td>
<td>CAB</td>
<td>90°C</td>
<td>GC</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>11</td>
<td>(Wacker et al., 2014)</td>
<td>Goethe University</td>
<td>BIO nat</td>
<td>C</td>
<td>CAB</td>
<td>90°C</td>
<td>GC</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>12</td>
<td>(Petrizzo et al., 2014)</td>
<td>UCLA (Young)</td>
<td>BIO</td>
<td>CA</td>
<td>IND (MC)</td>
<td>25°C</td>
<td>GC</td>
<td>Thermo MAT253 w/ peak hopping</td>
</tr>
<tr>
<td>13</td>
<td>(Katz et al., 2017)</td>
<td>IPGP</td>
<td>BIO</td>
<td>C</td>
<td>CAB</td>
<td>90°C</td>
<td>Static PPQ</td>
<td>Thermo MAT253</td>
</tr>
<tr>
<td>14</td>
<td>(Breitenbach et al., 2018)</td>
<td>University of Cambridge</td>
<td>BIO nat</td>
<td>C</td>
<td>IND</td>
<td>70°C</td>
<td>Static PPQ</td>
<td>Thermo MAT253</td>
</tr>
</tbody>
</table>

- Sample type: SYN = synthetic, nat = natural inorganic, BIO = biogenic.
- Mineralogy: C=Calcite, A = aragonite, V = vaterite, M = magnesite, S = siderite, D = dolomite.
- Common acid bath, IND = individual reaction vessels, MC = McCrea-type.
- Cleaning method: Static PPQ = no carrier gas, hand-packed column, He-carrier PPQ = He carrier gas, hand-packed column, GC = gas chromatograph with He carrier gas.
- Preparation device: MOL = manual off-line, APD = automated "Passeby" device, AOL = automated off-line, AKD = automated Kiel-based device.
- Raw data format: smδ = small delta values, smδ Easotope = small delta values from Easotope.
- PreBBL = Pressure baseline: Yes/No/Some. HG = heated gas, EG = equilibrated gas.
- Ext. 1sd = external 1 standard deviation on a single replicate.
We choose not to include older studies that require "retroactive" conversion to the absolute reference frame using in-house standards, although they could, in principle, be converted into the absolute reference frame using a secondary transfer function. Established values for in-house standards are unable to be verified by other groups, often unavailable processed with IUPAC parameters (reprocessing long-term data to recompute established values is beyond the scope of this study), and introduce an additional source of uncertainty to our intercomparison that we eliminate with our data selection criteria.

In order to test whether universal adoption of IUPAC parameters causes convergence of data toward a single clumped isotope calibration equation, we seek out calibration studies using carbonates of varied mineralogy, including calcite, aragonite, dolomite, vaterite, siderite, and magnesite. We allow for different acid digestion temperatures (25, 70, 75, 90, and 100 °C), reaction methodologies (common acid bath versus individual Kiel versus McCrea-style reaction vessels, McCrea, 1950), and cleaning procedures (helium flow through gas chromatograph [GC] column versus custom-packed trap with helium carrier gas versus static Porapak\textsuperscript{TM} [PPQ] trap with no carrier gas). We also include data collected on different mass spectrometer models (Thermo MAT253 versus Isoprime 100), using different data acquisition techniques (traditional long integration time on single cup configuration vs. shorter integration time with peak hopping) and different pressure baseline (PBL) background correction methods (measured once per sample, once per acquisition, or no PBL correction at all). Details of sample preparation methodology for all included studies are summarized in Table 1.

These selection criteria result in the inclusion of eight published inorganic carbonate calibration studies (Deffeyes et al., 2015; Fernandez et al., 2014; García del Real et al., 2016; Kelson et al., 2017; Kluge et al., 2015; Passey & Henkes, 2012; Tang et al., 2014; Winkelstern et al., 2016). We also reprocessed six
biogenic/natural inorganic calibration studies for comparison (Breitenbach et al., 2018; Henkes et al., 2013; Katz et al., 2017; Peral et al., 2018; Petrizzo et al., 2014; Wacker et al., 2014). In total, our analysis reprocessed 5,448 unique sample and standard replicates measured in 11 different laboratories for a total of 263 individual samples (132 synthetic, 118 biogenic, and 13 natural inorganic).

These criteria eliminate many calibration studies that partially or fully consist of data collected prior to the adoption of the absolute reference frame and/or do not follow the currently established reproducibility norms (sufficient number of standards analyzed, bracketing of unknown replicates by standard replicates, and distribution of replicate analysis over many days). Eliminated studies are both synthetic (Dennis & Schrag, 2010; Falk & Kelemen, 2015; Ghosh et al., 2006; Stolper & Eiler, 2015; Zaarur et al., 2013) and biogenic/natural (Affek et al., 2008; Came et al., 2007, 2014; Daëron et al., 2011; Douglas et al., 2014; Eagle et al., 2010, 2013, 2015; Ghosh et al., 2007; Grauel et al., 2013; Kluge & Affek, 2012; Thiagarajan et al., 2011; Tripati et al., 2010; Zaarur et al., 2011) sample sets. Other studies were eliminated due to samples being affected by kinetic processes after a forced aragonite-to-calcite phase transition (Staudigel & Swart, 2016), insufficient constraint on formation temperature (low temperature magnesite from García del Real et al., 2016; Came et al., 2017; Sample et al., 2017), and lack of access to raw data (voltages/currents or sample mean δ45, δ48 values) needed for this exercise.

Our data selection criteria result in the elimination of the two original clumped isotope calibration studies (Dennis & Schrag, 2010; Ghosh et al., 2006), which show the greatest interstudy disagreement, as well as all other “steep slope” calibrations (Eagle et al., 2010; Ghosh et al., 2007; Tripati et al., 2010; Zaarur et al., 2013). Ghosh et al. (2006) in particular represents a very early study with few replicates per sample and insufficient standards measured, by today’s standards and other “steep slope” calibrations all predate the adoption of the absolute reference frame. Although some of these early studies can be or have been converted into the absolute reference frame using in-house carbonate standards and secondary transfer functions (Daëron et al., 2016; Dennis et al., 2011; Zaarur et al., 2013), this is not ideal and inclusion of these studies would introduce additional, and difficult to constrain, uncertainty to our interlab comparison efforts, complicating our ability to test whether or not continued interlaboratory disagreement can be explained by use of an outdated (Santrock/Gonfiantini) parameter set. However, based on the behavior of samples found here following parameter updates and the distribution of bulk compositions in samples from these two early studies, it is unlikely that the disagreement between the two early studies can be explained by use of Santrock/Gonfiantini parameters (as also concluded by Daëron et al., 2016).

### 2.2. Reprocessing Methods

Data processing workflow is summarized in Figure 1. Because the four fundamental parameters ($R_{VPDB}^{13}$, $R_{VSMOW}^{17}$, $R_{VSMOW}^{18}$, and $\lambda$) are used in the earliest stages of the clumped isotope calculation, reprocessing must be carried out on very raw data. Where possible, we began with the raw mass spectrometer output (raw voltages or currents). When this was not possible, we began with the sample mean small delta values ($\delta^{45}$, $\delta^{46}$, $\delta^{47}$, $\delta^{48}$, and $\delta^{49}$). Using data where raw voltages were available, we demonstrated that these two methods produce final $\delta^{13}C$, $\delta^{18}O$, and $\Delta_{47}$ values (in ‰) equivalent out to the fourth or fifth decimal place, well beyond the third decimal place to which clumped isotope values are usually reported (Text S1 and Table S1). If performed in the original study, background corrections (“pressure baseline correction”—Bernasconi et al., 2013; Fiebig et al., 2016; He et al., 2012; Peral et al., 2018; Petrizzo & Young, 2014; Rosenheim et al., 2013; Schauer et al., 2016; Venturelli & Rosenheim, 2019) are carried out prior to calculating the small delta values (Table 1).

Beginning with the small delta values ($\delta^{45}$ to $\delta^{49}$), unless otherwise noted, all data sets are treated identically when calculating $\delta^{13}C$, $\delta^{18}O$, and raw $\Delta_{47}$ values. Data was processed using a modified version of the code in Huntington et al. (2009), rewritten in the statistical program “R” (https://www.R-project.org/), and available in the supporting information. $\delta^{18}O$ values of the analyzed CO2 were calculated using the optimize() function in R and were not converted to carbonate $\delta^{18}O$ because it was not needed for this study. Some data contributors provided data analyzed using the freely available clumped isotope data analysis software “Easotope” (John & Bowen, 2016), already processed using both parameter sets (achievable in this program in only a few clicks). Easotope produces final values nearly identical to those produced by the R code (Text S1), but in order to eliminate as many variables in data processing as possible, Easotope data was reprocessed.
from sample mean δ^{45} to δ^{49} values as well. This resulted in Δ_{47} values within 0.001‰ of Easotope output and highlighted the effects of rounding intermediate values. In the R code, δ^{13}C, δ^{18}O, and raw Δ_{47} values were all calculated using a single parameter set (either SG or IUPAC (Br)), unlike the original Huntington et al. (2009) code that used δ^{13}C and δ^{18}O values exported by the Thermo data analysis program ISODAT instead of calculating them explicitly. ISODAT uses a set of parameters that differ slightly from the Santrock/Gonfiantini parameter set described above, with \( R^{17}_{\text{VSMOW}} = 0.0004023261 \) (Santrock et al., 1985) instead of 0.0003799 (Huntington et al., 2009; Li et al., 1988).

To transition raw Δ_{47} values into the ARF frame, we reproduce the correction methods of the original study as closely as possible. We select the same reference frame correction intervals or “windows” and use a fixed interval, moving window, or combination approach, whichever was originally used. Given the highly variable behavior and stability of different mass spectrometers, we assume that the authors of the original study knew best and had optimized the correction methods for their individual machine and study interval. Study-specific notes on correction methods can be found in the Text S2 and are summarized in Table 1.

Transition of raw Δ_{47} values into the ARF (Dennis et al., 2011) requires calculation of three parameters: SlopeEGL (slope of equilibrium gas line(s) in δ^{47} versus Δ_{47} space—heated gases, CO_2-H_2O equilibrations, or a combination of the two fit together), SlopeETF, and IntETF (slope and intercept of the empirical transfer function). The empirical transfer function (ETF) plots the intercepts of the equilibrium gas lines (or carbonate standards corrected for SlopeEGL) against the “true” Δ_{47} value for the corresponding equilibration/formation temperature (1000 °C for heated gases, typically 0–60 °C for CO_2-H_2O equilibrations, defined value for carbonate standards previously established relative to gas standards). This true Δ_{47} value or theoretical equilibrium Δ_{47} value (hereafter \( \Delta_{47,TE} \)) was originally defined as the thermodynamic equilibrium value at the corresponding equilibration temperature, and was approximated using equation (A2) of Dennis et al. (2011), a fourth-order polynomial fit through thermodynamic calculations of Wang et al. (2004). Due to rounding of universal constants used in the original thermodynamic calculations

Figure 1. Diagram describing inputs, outputs, and processing steps in the data reprocessing workflow used in this study. Abbreviations and subscripts used throughout the manuscript are assembled here for reference.
(Planck’s constant, speed of light, and Boltzmann constant with only 0–2 decimal places in scientific notation instead of 8–9 as they are best defined, Fisher & Ullrich, 2016) and in conversion between Celsius and Kelvin (using +273 instead of +273.15), as well as inherent uncertainty in using a polynomial fit approximation, the \( \Delta_{17-TE} \) values assumed in different studies differ slightly (Text S3 and Figure S1). To eliminate this variable in our interstudy comparison, we recalculated the thermodynamic equilibrium values using long-format versions of the universal constants, the correct conversion between Celsius and Kelvin, and a higher-order (seventh-order) polynomial fit with long-format decimal coefficients. We reprocess all calibration data using both the older values (“WD” for Wang/Dennis) and new values (“P” for Petersen et al., this study; Figure 1). We provide a read-off table for the new \( \Delta_{47-TE} \) values at many temperatures between −12 and 1000 °C, as well as the seventh-order polynomial fit through this new data to be used for temperatures not included in the read-off table (Table S2). The choice of \( \Delta_{47-TE} \) values changes the SlopeETF and IntETF ARF parameters but not SlopeEGL.

In the case of studies using carbonates to convert data into the absolute reference frame, we use published \( \Delta_{47-TE} \) values where possible and otherwise (e.g., for in-house standards) rely on author-provided values, established within the absolute reference frame using gases within an individual lab. Of labs using carbonate standards exclusively (ETH-Zurich, LSCE, Cambridge) or in- combination with gas standards (Imperial) to create a reference frame, most use the “ETH standards,” four pure carbonates with varying bulk and clumped isotopic compositions created and provided to the community by the ETH-Zurich lab (Bernasconi et al., 2018; Meckler et al., 2014; Müller et al., 2017). For Santrock/Gonfiantini reprocessing, we use \( \Delta_{47-TE} \) values published by Müller et al. (2017) for the ETH carbonate standards (ETH-1 = 0.265‰, ETH-2 = 0.267‰, ETH-3 = 0.703‰, and ETH-4 = 0.522‰). For IUPAC parameter reprocessing, we use \( \Delta_{47-TE} \) values from Bernasconi et al. (2018; ETH-1 = 0.258‰, ETH-2 = 0.256‰, ETH-3 = 0.691‰, and ETH-4 = 0.507‰). Use of identical values across studies using carbonates to convert to the absolute reference frame has been shown to improve interlaboratory agreement (Bernasconi et al., 2018). A benefit of using exclusively carbonate standards is that even if \( \Delta_{47-TE} \) values used initially are incorrect, using the same values to correct data from all laboratories allows for direct comparison within a single framework. This should also be the case when using exclusively gas standards and was the initial definition of the absolute reference frame (Dennis et al., 2011). However, gas standards do not account for the effects of acid digestion on sample unknowns. Issues could also arise if incorrect \( \Delta_{47-TE} \) values of carbonate standards are combined with defined \( \Delta_{47-TE} \) values of gas standards. In this case, our choice to use identical \( \Delta_{47-TE} \) values for all laboratories using the ETH standards (exclusively or in combination with gas standards) is meant to eliminate another potential variable.

The last step toward calculating a final \( \Delta_{47} \) value is correction for the reaction-temperature-dependent fractionation induced by loss of one oxygen in conversion from calcium carbonate (CaCO₃) to CO₂. The full acid fractionation factor (\( \Delta_{\text{mineralogy}}^{*}X \) for a given mineralogy and acid temperature X; as defined by Bonifacie et al., 2017) relates the measured \( \Delta_{47} \) value of extracted CO₂ and the \( \Delta_{63} \) value in the original solid carbonate (Schauble et al., 2006). In practice, instead of using \( \Delta_{\text{mineralogy}}^{*}X \) to correct CO₂ \( \Delta_{47} \) values to a carbonate \( \Delta_{63} \) value, measured \( \Delta_{47} \) values are corrected relative to a reference reaction at 25 °C by applying a fixed value, colloquially and ambiguously known as the “acid fractionation factor”, that is a function of acid temperature X (\( \Delta_{25}^{*}X \); as defined by Bonifacie et al., 2017). Without applying any acid fractionation correction, \( \Delta_{47} \) values for samples reacted at the same temperature can be directly compared, but a choice of \( \Delta_{25}^{*}X \) (or \( \Delta_{T1-T2}^{*}X \) between any two reaction temperatures) is necessary to compare samples reacted at different acid temperatures. A variety of theoretical (Guo et al., 2009) and experimental (Bonifacie et al., 2017; Deflise et al., 2015; van Dijk et al., 2019; Guo et al., 2009; Henkes et al., 2013; Kelson et al., 2017; Müller et al., 2017; Murray et al., 2016; Passey et al., 2010; Tripati et al., 2015; Wacker et al., 2013; Winkelstern et al., 2016) values for \( \Delta_{\text{mineralogy}}^{*}X \) and \( \Delta_{25}^{*}X \) have been put forward. Many of these experimental studies have found similar behavior across differing mineralologies (Bonifacie et al., 2017; Deflise et al., 2015; Kelson et al., 2017; Wacker et al., 2013; Winkelstern et al., 2016), with nondistinguishable values (\( \Delta_{\text{dolomite}}^{*}90 \) values within error of theoretical \( \Delta_{\text{calcite}}^{*}90 \) values, Bonifacie et al., 2017), overlapping calibration data (Bonifacie et al., 2017; Deflise et al., 2015; Kelson et al., 2017; Wacker et al., 2013; Winkelstern et al., 2016), or identical \( \Delta_{25}^{*}X \) values across multiple mineralologies (Deflise et al., 2015). However, a few studies have found mineralogy-specific behavior in \( \Delta_{47} \) (van Dijk et al., 2019; Müller et al., 2017; Murray et al., 2016; Tripati et al., 2015), such as...
Müller et al. (2017) who found a measurable difference on the order of 0.05% between calcite, aragonite and dolomite (Δ*calcite70 versus Δ*aragonite70 versus Δ*dolomite70). Figure 1 includes a summary of abbreviations and subscripts relating to, among other things, acid digestion fractionation corrections.

In order to eliminate another variable from our interstudy comparison (and in accordance with our findings here, discussed below), we choose to use the same Δ*25,X values for all mineralogies, although this assumption is explored further in this study. We derive our Δ*25,X values by reprocessing and combining data from four studies (Defilese et al., 2015; Henkes et al., 2013; Kelson et al., 2017; Kluge et al., 2015). Because our primary objective was reprocessing calibration data sets, we limited ourselves to Δ*25,X data contained in the 14 studies listed in Table 1. Unfortunately, none of the studies showing mineralogical differences in Δ47 or Δ*25,X (Müller et al., 2017; Murray et al., 2016; Tripati et al., 2015) were included. New Δ*25,X values can be found in Tables 2 and S3. In practice, we apply four slightly different sets of data to solve for the mass-47 isotope ratio, depending on the appropriate combination of SG versus IUPAC parameters and W/D versus P Δ47,TE values used to calculate sample Δ47,RF. In some instances, we will compare Δ47,RF values without adding Δ*25,X to isolate the effects of changing parameter sets or Δ47,TE values. Final calibration data can easily be presented relative to a reference reaction at 90 °C by subtracting the Δ*25,90 value from final values (although this implicitly includes some acid fractionation correction for samples not reacted at 90 °C).

After all these steps, the result is a Δ47 value converted into the absolute reference frame and corrected for the acid digestion fractionation (Δ47,RFAC, reference frame acid corrected), processed using either SG parameters or IUPAC parameters (Br), with use of either Wang/Dennis Δ47,TE values (WD) or Petersen et al. values (P) from this study (Figure 1). Data sets will be referred to by the first author’s last name as opposed to a full citation in figures and discussion where new conclusions are drawn based on reprocessing. A full citation will be used where we intend to reference an insight or conclusion from the original study.

### 2.3. Treatment of Uncertainty

The measurement of the doubly substituted, mass-47 isotopologue of CO2 central to the clumped isotope method (13C18O16O) is conducted near the shot-noise limits of modern mass spectrometry technology. To combat this, users generally measure each sample unknown a minimum of 3 times (n = 3 replicates of ~3–8 mg CaCO3 each) or more (n > 7 replicates of ~0.1 mg CaCO3 with a Kiel device, Schmid & Bernasconi, 2010, or n = 4–6 replicates of ~1–1.5 mg CaCO3, Petersen & Schrag, 2014). The final Δ47 value is then taken as the mean of these n replicates and the error is the standard error on the mean (1SE = 1sd/SQRT(n), “internal error”). Depending on when these replicates were run relative to each other, this internal error may underestimate the true variability of replicates of the same sample over time (long-term, “external error”; Fernandez et al., 2017). External error is better captured by the long-term reproducibility of carbonate standards, run many times over the measurement intervals. External error for a sample unknown measured n times is then taken as the standard error calculated using the average standard deviation of the carbonate standards measured many times (1extSE = 1sd_carbstds/SQRT(n)). As was recently recommended by others (Bonifacie et al., 2017; Fernandez et al., 2017; Kelson et al., 2017), we present both internal and external 1SE values on sample means but choose to use the external error as representing the overall uncertainty. In particular, we preferred the external error in this case because it is unchanged across the
transition from Santrock/Gonfiantini to IUPAC parameters, leading to identical weighting of samples in comparable regressions, unlike in Levitt et al. (2018).

2.4. Linear Regression Methods and Interlaboratory Comparison of $\Delta_{47}$-T Calibrations

The temperature sensitivity of reprocessed data was evaluated via a Monte Carlo least squares regression approach to take into account error in estimated formation temperature and measured $\Delta_{47}$. Specifically, a $\Delta_{47}$ and formation temperature pair was selected from within the 1SE (external) uncertainty bounds of each individual replicate assuming normal distributions, and a linear model was fit to these data. This approach has the advantage of giving greater weight to samples with greater replication. The routine was repeated 10,000 times to build a distribution of calibration slopes and intercepts that accounts for uncertainty in $\Delta_{47}$ measurements and formation temperature estimates. Inputs to this analysis are (1) assumed Gaussian error on each $\Delta_{47}$ replicate, based on 60–120 cycles of the mass spectrometer and (2) assumed Gaussian errors in formation temperature as reported by initial authors (independent of measured $\Delta_{47}$). Therefore, the output distributions in slope and intercept are also expected to be Gaussian. The mean and standard error of the 10,000 iterations was used as the best estimate of each parameter of the linear model. This approach was applied to generate $\Delta_{47}$-temperature relationships for all combinations of parameter sets (SG and IUPAC), $\Delta_{47}$-TE values (WD and P), and $\Delta^*_{25}$-X relationships (Defliese et al., 2015, and our updated compilation, using the appropriate parameters and $\Delta_{47}$-TE values). Regressions were performed on subsets of data that included only synthetic data, and data with formation temperatures below 100 °C (Tables 3 and S4).

For each individual pair of calibration studies, we assess whether the observations are likely to reflect a single underlying $T$-$\Delta_{47}$ relationship by performing an analysis of covariance (ANCOVA), modified to account for the assigned uncertainties in temperature and $\Delta_{47}$ observations. In a first step, we compute two independent weighted orthogonal distance regression lines, one for each of the two studies. This yields best fit values and model standard errors for both slopes and both intercepts. Note that in order to better account for potential unrecognized sources of error, for studies with a chi-square value larger than the degree of freedom in the model, slope and intercept standard errors are conservatively scaled by the square root of the reduced chi-square, $\sqrt{\chi^2/(N-2)}$, N being the number of observations. We may then estimate the probability ($P_\chi$) for the null hypothesis that the two slopes are identical, taking into account the model standard errors. If the slopes are found to be statistically indistinguishable (at a 95% confidence level), the observations from both data sets are jointly fit to a new regression model with two parallel lines. If the difference in the intercept values of these two lines is statistically indistinguishable from zero (with a null $p$ value of $P_\chi$), the hypothesis that the two data sets reflect a single underlying relationship between $\Delta_{47}$ and $T$ cannot be excluded at that confidence level.

We assess community convergence in two more ways. We compare single-study Deming regressions (taking into account error in $x$ and $y$, or formation temperature and $\Delta_{47}$ in this case) and calculate the range in $\Delta_{47}$ predicted for a formation temperature of 25 °C and, similarly, the range in temperature predicted for a $\Delta_{47}$ value of 0.700‰.

3. Results and Discussion

3.1. Effects of Updating to New Theoretical Equilibrium $\Delta_{47}$ ($\Delta_{47}$-TE) Values on Sample $\Delta_{47}$-RF

The second step in conversion of $\Delta_{47}$ values into the absolute reference frame requires defining the true $\Delta_{47}$ values for gas and carbonate standards. These are defined as the thermodynamic equilibrium $\Delta_{47}$ value of CO$_2$ at the corresponding temperature ($\Delta_{47}$-TE) and were defined by Dennis et al. (2011) based on thermo-dynamic calculations of Wang et al. (2004). Due to the order of the polynomial fit and the imprecise conversion from Celsius to Kelvin implemented by Dennis et al. (2011) in initially defining these values, $\Delta_{47}$-TE values could vary, even for the same equilibrium temperature, depending on whether they were taken from the table of raw theoretical values (Dennis et al., 2011, Appendix D) and the published summary table (Dennis et al., 2011, Table 1) or were calculated anew using the polynomial fit (Dennis et al., 2011, equation (A2)). This inconsistency in the definition of $\Delta_{47}$-TE values used by different laboratories contributes to the observed scatter in data between studies.
As part of this study, we recalculated the thermodynamic equilibrium values following Wang et al. (2004), using long-form versions of universal constants, precise conversion from Celsius to Kelvin, and updated IUPAC parameters (Text S3). New Δ47,TE values (Petersen, this study, abbreviated as P) are lower than published WD values across the entire temperature range spanning 0 to 1000 °C by 0% to 0.006‰, with the largest discrepancies occurring around 25 °C, near the temperature at which many labs produce equilibrated gases (Figure S1). Use of IUPAC versus SG parameters had a very minor effect on calculated Δ47,TE values (0%–0.0005‰), with the dominant contributor to the change being use of long-form versions of universal constants (Text S3). Updating to new Δ47,TE values causes a decrease in final sample ΔRF,RFAC values (ΔΔRFAC WD-P) of 0 to 0.006‰, with similar behavior across all reprocessed data sets (Figure 2). Excluding data that show no difference in Δ47,RFAC when new Petersen Δ47,TE values are used (data from Breitenbach et al., 2018; Peral et al., 2018, and a small number samples from the Kluge et al., 2015; García del Real et al., 2016), the mean shift in Δ47,RF is 0.003‰ ± 3E–5‰ (1SE). These samples that have ΔΔRF,RF of zero (difference in ΔRF calculated using WD versus P Δ47,TE values; Figure 1) are all from measurement sessions that used exclusively 1000 °C heated gases and carbonate standards (no equilibrated gases) or carbonate standards alone. Δ47,TE values for carbonate standards were not changed between WD and new ETF calculations, and the Δ47,TE value for heated gases (1000 °C) is identical to the fourth decimal place in both WD and new calculations. In reality, Δ47,TE values for all carbonate standards should be updated as well because their established Δ47,TE values are inherently tied to gas standards using WD Δ47,TE values via the absolute reference frame, but reprocessing at this deeper level is beyond the scope of this study. Bernasconi et al. (2018) argues that as long as a consistent set of Δ47,TE values are used by all laboratories, the benefits of the carbonate-based standardization will be realized, even if Δ47,TE values are not correct.

The effect of using slightly different Δ47,TE values in original data corrections due to varied readings of Dennis et al. (2011; i.e., values taken from table vs. calculated from polynomial equation) is likely comparable to the order of magnitude of ΔΔRF (WD-P; 0%–0.006‰). Although we did not strictly quantify the effects on ΔΔRF of establishing a consistent set of Δ47,TE values (WD or P) compared to using variable Δ47,TE values between studies, we expect the order of magnitude to be the same (~0%–0.006‰), much less than the effects of changing from SG to IUPAC parameters (~0.025‰ to ~0.044‰, see below). Although small, this magnitude of variability is relevant compared to the size of remaining differences between clumped isotope data from different laboratories and studies (see below).

Beyond issues created by varied readings of Dennis et al. (2011), additional definitions/calculations of Δ47,TE values exist (Cao & Liu, 2012; Webb & Miller, 2014). Hill et al. (2014) calculated Δ47,TE values using a more accurate and comprehensive method than used here, excluding some of the approximations and assumptions present in both Wang
Figure 3. Change in fully corrected $\Delta_{47}$ ($\Delta\Delta_{47}$RF) for all sample replicates as the result of updating from Santrock/Gonfiantini (SG) to International Union of Pure and Applied Chemistry (IUPAC) parameters (Br), separated by study (a) or plotted against IUPAC $\delta^{13}$C (b) and $\delta^{18}$O (c). Colors in all panels correspond to study, with first author name listed in corresponding color in (a) and more details given in Table 1. Data shown here was corrected using the updated $\Delta_{47}$-TE values (Petersen, P, this study), but results are nearly identical for data corrected with Wang/Dennis et al. (2011), which will bring a higher level of consistency to past and future studies.

3.2. Effects of Updating From SG to IUPAC Parameters on Sample $\Delta_{47}$-RF

Across all fourteen reprocessed data sets, using IUPAC parameters instead of SG parameters causes a change in reference-frame-acid-corrected $\Delta_{47}$ values ($\Delta\Delta_{47}$RF SG-Br) of $-0.025\%$ to $+0.044\%$ (Figure 3a) with changes varying in magnitude by laboratory and study. In general, $\Delta\Delta_{47}$RF (SG-Br) values show a positive correlation with sample $\delta^{13}$C (Figure 3b) and a weaker negative correlation with sample $\delta^{18}$O (Figure 3c), although the strength of the correlation varies by laboratory and study. Multiple studies (Defliese, Kelson, Henkes/Passley, Wacker, and Katz) show significant positive correlations ($r^2 > 0.75$, $p$ value <0.05) between $\Delta\Delta_{47}$RF (SG-Br) values and sample $\delta^{13}$C (Figure S2). A significant negative correlation ($r^2 > 0.75$, $p$ value <0.05) with sample $\delta^{18}$O is seen in four studies (Winkelstern, Garcia, Fernandez/Tang, and Peral; Figure S3). The largest $\Delta\Delta_{47}$RF (SG-Br) values (up to $+0.044\%$) are seen in the studies from University of Michigan (Defliese/Winkelstern; Figure 3a).

The magnitude of $\Delta\Delta_{47}$RF (SG-Br) is difficult to predict without fully reprocessing data because it depends on both the bulk composition ($\delta^{13}$C and $\delta^{18}$O) of the samples and gas/carbonate standards used to calculate the ARF parameters. In particular, the larger the difference between sample and standard compositions, the larger $\Delta\Delta_{47}$RF (SG-Br). (Note: This is different than equation (10) in Daëron et al. (2016) which can be used to accurately predict changes in raw $\Delta_{47}$.) Figure S4 summarizes the bulk compositions of samples and gas/carbonate standards used in each study. Bernasconi et al. (2018) showed that the magnitude of $\Delta\Delta_{47}$RF (SG-Br) is larger in laboratories that use gas standards with nearly constant $\delta^{13}$C and variable $\delta^{18}$O compared with laboratories that use gas standards of variable $\delta^{13}$C and $\delta^{18}$O owing to the fact that the effect of changing parameters is of opposite sign relating to $\delta^{13}$C and $\delta^{18}$O, confirming a similar finding from a synthetic data study (Daëron et al., 2016, Figure 6). Daëron et al. (2016) also found that where sample $\delta^{13}$C is equal to gas standard $\delta^{13}$C, $\Delta\Delta_{47}$RF (SG-Br) will be zero. This is demonstrated most clearly in data sets from Henkes/Passley and Kelson (Figures 3b and S2). In these studies, heated and equilibrated gases were all created from a single tank imparting a single $\delta^{13}$C composition on all gas standards (tank $\delta^{13}$C $\approx$ $-5.5\%$ for Henkes/Passley and $\approx$ $-10\%$ for two of three measurement sessions in Kelson (the third measurement session also included standards with a $\delta^{13}$C composition of $-35.5\%$). The composition of the tank corresponds to the points of zero $\Delta\Delta_{47}$RF (SG-Br) for each study (Figures 3b and S2). Katz et al. (2017) did not use a single tank, but the $\delta^{13}$C compositions of gas standards varied over a very narrow range around
0‰ (Figure S4), so a positive correlation with sample δ¹³C composition intersecting zero $\Delta_{47,RF}$ (SG-Br) around 0‰ is still visible.

3.3. Effects of Updating From SG to IUPAC Parameters on the Temperature Dependence of the Acid Digestion Fractionation ($\Delta^{*}_{25,X}$)

Changes in $\Delta^{*}_{25-90}$ are small when updating to IUPAC parameters. This is not surprising, because quantifying $\Delta^{*}_{25,X}$ is done by measuring the same sample at multiple reaction temperatures and, although the reaction temperature has an impact on both $\Delta_{47}$ and $\delta^{18}O$, the change in bulk composition is minor between samples reacted at 90 and 25 °C, meaning that changes in $\Delta_{47}$ due to updating the parameter set will be very similar for all replicates of that sample, assuming they were converted into the absolute reference frame using similar gas standards and/or carbonates.

To date, only three studies have published data relevant to the acid digestion fractionation calculated using IUPAC parameters (van Dijk et al., 2019; Kelson et al., 2017; Müller et al., 2017). Three other studies reprocessed here in addition to Kelson et al. (2017) include samples reacted at multiple acid temperatures, either explicitly to measure the temperature dependence of the acid digestion fractionation ($\Delta^{*}_{25,X}$; Deflise et al., 2015; Henkes et al., 2013) or due to changing lab practices (Kluge et al., 2015). Relevant reprocessed data from all four studies were combined to assess the effects of updating from SG to IUPAC parameters on calculated $\Delta^{*}_{25,X}$ values. Unfortunately, raw data from some of the earliest analyses from Deflise et al. (2015) have been lost, including many of the 25 °C replicates. Nevertheless, taken together, these four studies include 151 replicates covering the three most common mineralogies (calcite [$n = 87$], aragonite [$n = 48$], dolomite [$n = 16$]). This includes good representation at both 25 °C ($n = 52$) and 90 °C ($n = 67$), allowing for robust assessment of $\Delta^{*}_{25-90}$. A single vaterite sample from Kluge et al. (2015) having only two replicates each at 70 and 90 °C was excluded from analysis due to lack of sufficient replicates and acid temperature range for that mineralogy. This represents the largest data set to date directed at resolving the temperature sensitivity of the clumped isotope acid digestion fractionation.

Looking at $\Delta_{47,RF}$ (Br, P), we find values of +0.066‰, +0.072‰, +0.088‰, and +0.098‰ for reactions at 70, 75, 90, and 100 °C, respectively ($\Delta^{*}_{25-70}$, $\Delta^{*}_{25-75}$, $\Delta^{*}_{25-90}$, and $\Delta^{*}_{25-100}$). This corresponds to a temperature sensitivity of the acid digestion fractionation of $\sim 0.001/°C$, identical to the theoretical prediction of Guo et al. (2009). We find that within this data set, updating from SG to IUPAC parameters causes a reduction in $\Delta^{*}_{25-90}$ of 0.006‰ ($\Delta^{*}_{25-90} = +0.095‰$ for SG,WD versus +0.089‰ for Br,WD, all mineralogies combined, $n = 151$) and switching from WD to P $\Delta_{47,TE}$ values causes an additional reduction of 0.001‰ (25 °C = +0.088‰ for Br,P; Table 2). The error on these $\Delta^{*}_{25-90}$ values ($\pm 0.006‰$ for all mineralogies combined) is such that the overall change of 0.007‰ is barely statistically significant. Similar reductions in the $\Delta^{*}_{25-90}$ of 0.005‰–0.007‰ are seen for calcite and aragonite, when treated separately, suggesting the direction of change is robust, but note that the error on these subsets of data is larger ($\pm 0.008‰$ for calcite, $\pm 0.011‰$ for aragonite). In contrast, the dolomite data, which constitute 16 analyses of a single sample from a single lab, show a total reduction in $\Delta^{*}_{25-90}$ of only 0.001 ± 0.010‰ from SG,WD to Br,P.

We find that regardless of parameter set used, calcite, aragonite, and dolomite produce $\Delta^{*}_{25,X}$ values that are equivalent within error (Table 2) supporting previous findings by some that multiple mineralogies can use the same $\Delta^{*}_{25,X}$ values (Bonifacie et al., 2017; Deflise et al., 2015; Kelson et al., 2017; Kluge & John, 2015; Wacker et al., 2013; Winkelstern et al., 2016). We must note, however, that none of the data that initially suggested large mineralogical differences in $\Delta^{*}_{25,X}$ was included in this reprocessing effort. This data set is not able to interrogate $\Delta_{\text{mineralogy}}^{X}$ values (difference between $\Delta_{47}$ of CO2 and $\Delta_{63}$ of solid carbonate), which some have suggested shows mineralogical differences as well (van Dijk et al., 2019; Müller et al., 2017).

For internal consistency and to more completely quantify the effects of parameter change, we apply the same set of $\Delta^{*}_{25,X}$ values for all samples, regardless of mineralogy. When choosing which $\Delta^{*}_{25,X}$ values to use, we recommend following a similar practice and selecting the $\Delta^{*}_{25,X}$ value corresponding to not only your acid reaction temperature X but also the appropriate $\delta^{17}O$ correction parameters and $\Delta_{47,TE}$ values. Calculated $\Delta^{*}_{25,X}$ values for different parameter sets and mineralogies can be found in Tables 2 and S3.
3.4. Composite Synthetic Calibration Using Santrock Versus IUPAC Parameters

Considering only synthetic carbonates (studies 1–8 in Table 1, with natural dolomites from Winkelstern et al. (2016) and all magnesites from García del Real et al. (2016) excluded), disagreement between laboratories is reduced after updating to IUPAC parameters but is not eliminated (Figure 4). Visually, this improved agreement is most apparent in the high temperature range, where the Winkelstern, Passey, and Kluge data align better when IUPAC parameters are used to process data (Figures 4c and 4d).

Statistically, this is evidenced by reduced total residuals listed in Figures 4c and 4d and slightly improved $r^2$ values listed in Table 3.

Using synthetic carbonate samples only ($n = 451$ replicates), processed using IUPAC parameters, new $\Delta_{47} - \text{TE}$ values (Petersen, P, this study) and new $\Delta^*_{25,X}$ values (this study). Error bars represent 1SE external error on the sample mean $\Delta_{47}$ (vertical) or reported error in formation temperature (horizontal). Colors correspond to study, with first author name listed in corresponding color (more details given in Table 1). Theoretical predictions of clumping in solid calcite by Schauble et al. (2006) and calcite and aragonite by Hill et al. (2014) combined with experimentally or theoretically determined fractionation between solid calcite or aragonite, respectively, and CO$_2$ from Guo et al. (2009) updated to the absolute reference frame ($\Delta^*_{\text{calcite}} = +0.232$ becomes +0.268‰, $\Delta^*_{\text{aragonite}} = +0.229$‰ becomes +0.264‰ using Table 4 of Dennis et al., 2011) shown for comparison, although these inherently include an estimation of $\Delta^*_{25,X}$ that has not been updated to IUPAC parameters. This would only differ by 0.004‰ if updated using $\Delta^*_{\text{dolomite90}}$ from Bonifacie et al. (2017) and our +0.088‰ $\Delta^*_{25,90}$ value (Table 2). Linear fit through all data calculated using Monte Carlo sampling approach, with statistics and fit parameters listed in Table 2 and shown in lower right of panels (a) and (c). Total residuals are calculated as the sum of the square of the absolute value of the offset between observed and predicted from the synthetic composite calibration.
rules out the null hypothesis that temperature and \( \Delta_{47} \) are uncorrelated and does not directly speak to the goodness of fit.

Some data sets may have already been updated to IUPAC parameters prior to the publication of this study and therefore without access to our updated \( \Delta_{47, \text{TE}} \) or \( \Delta^{*}_{25, \text{X}} \) values (i.e., using WD \( \Delta_{47, \text{TE}} \) values, and one of many possible \( \Delta^{*}_{25, \text{X}} \) values). To facilitate more immediate use of this composite calibration, we also present fit parameters for the same synthetic data set, using IUPAC parameters, WD \( \Delta_{47, \text{TE}} \) values, and our new \( \Delta^{*}_{25, \text{X}} \) values (Table 3), under the assumption that \( \Delta^{*}_{25, \text{X}} \) values are simple to update.

Tables 3 and S4 include slopes, intercepts, and corresponding errors and measures of correlation strength for linear regressions through data processed different ways (SG versus Br, WD versus P) and for accompanying subsets of the data having formation temperatures <100 °C. When selecting a calibration equation to use, it is vital that new unknown sample data be processed using the same parameters and \( \Delta_{47, \text{TE}} \) values as the selected calibration equation, because although slopes are similar, intercepts can vary by ~0.05‰ (Tables 3 and S4). Small reported errors on calibration slope and intercept are the result of Monte Carlo sampling through a very large data set (\( n = 451 \) synthetic replicates, \( n = 379 \) synthetic <100 °C, \( n = 1253 \) total sample replicates, \( n = 1181 \) total < 100 °C).

Overall, the magnitude of the improved interlaboratory agreement obtained by updating to IUPAC parameters is limited (the minimal improvement in the composite synthetic calibration), indicating that remaining offsets must be caused by the continued presence of interlaboratory inconsistencies related to other variables such as precipitation methods, \( \text{CO}_2 \) extraction techniques, other sample/standard preparation specifics, or choice of carbonates versus gas standards for conversion to the absolute reference frame (Bernasconi et al., 2018) as opposed to raw data processing procedures, which were identical here.

### 3.5. Biogenic and Natural Inorganic Samples Similar to Synthetic Samples

Biogenic and natural inorganic samples included here (selected based on previously demonstrating apparent equilibrium behavior) behave similarly to synthetic carbonates (Figure S5). There is no visible trend in \( \Delta_{47} \) (deviation from \( \Delta_{47} \) predicted with equations (1) or (2)), which would indicate that biogenic carbonates follow a different calibration slope than synthetic carbonates (although we have not included corals, speleothems, or nautiloids). This synthetic-biogenic agreement has been seen in previous studies where both types of carbonates were analyzed in the same lab (e.g., Breitenbach et al., 2018). Additionally, the scatter in points around the composite calibration line (±0.05‰ at the replicate level, Figures 4 and S5) is of the same magnitude for synthetic, biogenic, and natural inorganic samples, despite higher uncertainty in formation temperature for some biogenic and natural inorganic samples. Therefore, it is fair to extrapolate the calculated uncertainty and predictive power of the synthetic calibration (how well a temperature can be measured) to natural samples analyzed the same way.

Taking each study separately, the fit residuals decrease in three of the five studies (Petrizzo, Katz and Breitenbach, not Henkes or Wacker). When taken together, the conversion to IUPAC parameters does not noticeably improve the agreement between biogenic studies, but decreases the total residuals from the synthetic calibration line (calculated as the sum of the squares of all \( \Delta_{47} \) values) slightly from 0.048 to 0.041 when IUPAC parameters are used (Figure S5).

Rather than representing a characteristic of biogenic samples in general, this minimal improvement is likely the result of the facts that (1) the labs in which biogenic calibration studies were performed tend to show smaller offsets between Santrock/Gonfiatini and IUPAC parameters than other labs (Figure 3a) and (2) biogenic samples tend to cover a smaller range in bulk composition than synthetically precipitated samples (Figure S4), providing less potential for large shifts. The spectacular discrepancies (up to 0.06‰) erased by updating to IUPAC parameters documented by Kelson et al. (2017) and Schauer et al. (2016) are only possible when the bulk composition of individual samples differ substantially, a feature of synthetically precipitated carbonates derived from different carbon sources/\( \text{CO}_2 \) tanks but rarely found in marine biogenic carbonates. However, we cannot rule out the possibility that the remaining discrepancies between these four biogenic studies (Figures 7 and S5) represent the existence of real differences between calibrations for various types of biogenic carbonates (foraminifera versus mollusks versus occoliths, etc.).
3.6. No Evidence for Mineralogy-Dependent Calibration Offsets

Theoretical modeling has suggested that different carbonate mineralogies should be defined by different, subparallel calibration lines ($\Delta_{47}$ versus $10^6/T^2$), with offsets on the order of 0.03%$^\circ C^{-1}$ to 0.05%$^\circ C^{-1}$ (Guo et al., 2009; Hill et al., 2014; Schauble et al., 2006). These theoretical calibration lines combine predictions of equilibrium clumping in different carbonate mineralogies ($\Delta_{63}$; Hill et al., 2014; Schauble et al., 2006) with modeled mineralogical differences in the carbonate-to-CO$_2$ fractionation (e.g., $\Delta^{*}_{\text{dolomite}}$ or $\Delta^{*}_{\text{calcite}}$; Guo et al., 2009). Contrary to these theoretical predictions, many, but not all (e.g., van Dijk et al., 2019), experimental studies have found that carbonates of different mineralogies measured in the same laboratory seem to follow identical calibration lines (Bonifacie et al., 2017; Breitenbach et al., 2018; Deflise et al., 2015; Kluge & John, 2015; Winkelstern et al., 2016). We examine if offsets between carbonate mineralogies exist in the large and mineralogically varied data set compiled for this study.

Figure 5 compares calcite and non-calcite mineralogies corrected using both parameter sets. Updating to IUPAC parameters erases differences on the order of 0.025%$^\circ C^{-1}$ between dolomite and calcite data in our data set (Figure 5). This is likely not a mineralogical effect, but instead due to the fact that all dolomite data here was measured at University of Michigan, which shows the largest effects of updating to IUPAC parameters (Figure 3a). In addition to being apparent in the overlapping 95% confidence intervals shown in Figure 5b where each mineralogy is considered separately (as a linear fit through offsets from a calcite-only regression), this lack of distinction between mineralogies also holds up statistically. An ANCOVA analysis results in slopes and intercepts that are not statistically differentiable between all pairs of mineralogies when using IUPAC parameters. Only dolomite has a statistically distinguishable intercept from other mineralogies (all excluding magnesite) and slope (compared to calcite only) when using Santrock/Gonfiantini parameters, as is also indicated in the clear offset between dolomite and the other mineralogies that can be seen in Figure 5a.

As shown in their Figure 4, Bonifacie et al. (2017) observed $\Delta^{*}_{\text{dolomite90}}$ values (difference between $\Delta_{47}$ of CO$_2$ extracted in 90 °C acid and theoretical $\Delta_{63}$ of solid dolomite) of +0.176‰, lower than the +0.198‰ $\Delta^{*}_{\text{calcite90}}$ values seen by Passey and Henkes (2012). Use of IUPAC parameters reduces Passey $\Delta^{*}_{\text{calcite90}}$ values slightly and also brings high-temperature dolomite data from Winkelstern et al. (2016) into better alignment with other dolomite data (Bonifacie et al., 2017), which although not updated here, is not expected to change much based on changes in the Katz data set measured in the same lab (Figure S6).

The fact that calcite, aragonite, and dolomite (at the least) appear to follow identical calibration lines in this data set does not necessarily mean that mineralogical differences in clumping do not exist within the carbonate. It is possible that equilibrium clumping varies between carbonate mineralogies (in $\Delta_{63}$), but mineralogical differences in the full acid fractionation factor $\Delta^{*}_{\text{mineralogy}}$ vary such that they cancel out (within the error of our measurements), resulting in a single apparent relationship between temperature and $\Delta_{47}$ that can be applied to all six included mineralogies. However, theory predicts the opposite—that mineralogical differences in $\Delta_{63}$ clumping and in the carbonate-to-CO$_2$ fractionation ($\Delta^{*}_{\text{mineralogy}}$) are additive, resulting in offsets of ~0.05%$^\circ C^{-1}$ between calibration lines (e.g., Guo et al., 2009).

3.7. Assessment of the Coherence of the Composite Calibration Equation

One issue that has existed in the clumped isotope literature is the “two slope problem” evident in the large disagreement between the first two clumped isotope calibration studies published (Dennis & Schrag, 2010; Ghosh et al., 2006). Even after retroactive updating to the absolute reference frame, these two calibration lines are offset by the equivalent of ~14 °C around 0 °C and by ~30 °C around 100 °C, crossing in between (Dennis et al., 2011). This expanded into a “multislope problem” with the publication of a travertine calibration by Kele et al. (2015), with a slope intermediate between the first two studies (Kele = 0.044 versus Dennis = 0.036 versus Ghosh = 0.063 × 10$^{63}$), and most subsequent studies have fallen somewhere within this range. Direct comparison of intercepts in subsequent studies has been more difficult due to use of evolving acid digestion corrections over time. We can use our multistudy composite data set to investigate the range of slopes and intercepts in individual studies and subsets of the full data set, when all data is processed identically and uses the same $\Delta^{*}_{\text{25-3}}$ value set across all studies.

Fit residuals within individual studies are improved in 11 out of 14 cases (excluding Passey, Henkes, and Wacker), as evidenced by increased $r^2$ values in linear regressions through data from each individual
Although it is mathematically straightforward to aggregate observations from all calibration studies and compute an overall regression model for the whole data set (which we have done in equation (1) for all synthetic data and report in Table S4 for other subsets of data), doing so is only meaningful if we have confidence that all studies reflect a unique underlying true relationship between $\Delta_{47}$ and temperature, with random observation errors. Figure 6 and Table S6 summarize the results of the ANCOVA tests investigating whether differences in $T$-$\Delta_{47}$ relationships between labs are statistically significant, using the most updated data set ($\Delta_{47}$-RFAC(Br,P,newAFF)). Out of the 91 calibration pairs considered here, only 10 yield statistically significant differences in slope (at the 95% confidence level), which is reassuring. The remaining 81 pairs yield statistically indistinguishable slopes (42 of which are also statistically indistinguishable in intercept). These
numbers indicate pairwise agreement. Considering all mathematically possible values of slope and intercept, at most 9 studies out of 14 can be in simultaneous agreement. These results only correspond to a slight improvement over the use of the Gonfiantini et al. (1995) $^{17}$O correction parameters in the pairwise comparisons (same number of pairs indistinguishable for slope/intercept; 10 with differences in both slope/intercept versus 11 for SG/P). Synthetic studies in particular are brought into closer agreement with use of IUPAC parameters (Kelson, Kluge, and Winkelstern). Whether the results of this comparison exercise are interpreted as encouraging or not, it appears clear that the use of new $^{17}$O correction parameters does not fully reconcile the results from different calibration studies.

It is possible that remaining differences between calibration studies result from systematic analytical biases between laboratories, use of carbonate vs. gas standards to convert into the absolute reference frame, the existence of different $T$–$\Delta_{47}$ relationships in different types of carbonates (e.g., Daëron et al., 2019), precipitation conditions of synthetic carbonates (e.g., pH, saturation, or precipitation rate), or other details of sample preparation. If so, it becomes problematic to justify the use of a "universal" regression line obtained from the aggregated data set. However, the convergence of slope in many of these studies suggests we are getting closer to understanding the underlying nature of the $T$–$\Delta_{47}$ relationship.

3.8. Causes of Remaining Interlaboratory Differences

Although differences between calibrations are increasingly minor, their persistence suggests that further improvement in clumped isotope methods and calibration is necessary. Here, we have eliminated a number of possible causes of interlaboratory disagreement. By restricting ourselves to studies performed after the adoption of the absolute reference frame, where the gas and/or carbonate standards analyzed concurrently with unknowns were selected with the purpose of tracking changes in the

Figure 6. Ninety-five percent confidence ellipses for the calibration slope and intercept value estimated at 25 °C of each reprocessed study using International Union of Pure and Applied Chemistry parameters and Petersen $\Delta_{47}$-TE values (left) versus Santrock/Gonfiantini (SG) parameters and Wang/Dennis (WD) $\Delta_{47}$-TE values (right). Updated $\Delta_{25-X}$ values are used in both cases. First author name is plotted in the centroid of each ellipse. Using $\Delta_{47}$-RFAC(Br,P,newAFF) Values, at most 9 of 14 studies can be in agreement at once.

Figure 7. Offset between sample mean $\Delta_{47}$-RFAC values and the synthetic composite calibration (equation (1)), processed using International Union of Pure and Applied Chemistry (IUPAC) parameters, new $\Delta_{47}$-TE values (Petersen, P) and new $\Delta_{25-X}$ values (this study), separated by study, with 1SE external standard error bars. Colors correspond to study, with first author name listed in corresponding color (more details given in Table 1). A few natural inorganic points from Winkelstern and Garcia are included in the synthetic section with the majority of the data from those studies. Data from Kele et al. (2015) was updated using IUPAC parameters by Bernasconi et al. (2018) and three additional samples were included ("Kele+ "). Bonifacie et al. (2017) data uses older Santrock/Gonfiantini (SG) parameters but is not expected to change much based on the limited change in data from Katz et al. (2017) and the composition of standards used at IPGP. Both Kele+ and Bonifacie data have been updated to use new $\Delta_{25-X}$ values. In grey panel, the full range in scatter around the synthetic composite calibration combining all 14 reprocessed studies is displayed (Range Br/P) and compared to the larger range for the same data processed using SG parameters, Wang/Dennis (WD) $\Delta_{47}$-TE values and new $\Delta_{25-X}$ values (range SG/WD).
reference frame, we rule out a poorly constrained gas-based reference frame as a source of uncertainty (although systematic study of the errors associated with conversion to the absolute reference frame has never been carried out, and some suggest that gas-based reference frames may be inadequate, Bernasconi et al., 2018). We have also eliminated variations in the temperature dependence of the acid digestion fractionation ($\Delta_{25 \cdot x}$), $\Delta_{47 \cdot TE}$ values, or $\delta^{17}O$ correction parameters (which were not uniformly applied across studies in the original publications—e.g., Petrizzo et al., 2014) as causes of the remaining disagreement. Obvious calibration differences due to methods of sample cleaning (GC versus He-carryer PPQ versus static PPQ trap), mass spectrometer (Thermo 253 or 253+ versus Isoprime 100 versus Thermo 253 with peak hopping), or background/pressure baseline measurement method (once per day or longer versus once per sample versus once per acquisition versus none at all) are not apparent from comparisons of data generated in different laboratories. However, other differences are less easily assessed, even via the extensive data reprocessing exercise presented here. As suggested by several studies (Bajnai et al., 2018; Daëron et al., 2019; Davies & John, 2019; Dennis et al., 2013; Saenger et al., 2012, 2017; Spooner et al., 2016), overall and internal isotopic equilibrium appears to not always be attained during biologically mediated carbonate precipitation, and slight and variable kinetically induced departures from equilibrium might also occur during laboratory precipitation of synthetic carbonates. Moreover, Bernasconi et al. (2018) and Bonifacie et al. (2017) pointed out that steep and rapidly changing mass spectrometer linearity may contribute to uncertainty and discrepancies among calibration data sets. Reference frame stability and correction window choice were not investigated here, and practices vary dramatically between laboratories based on the behavior of their individual mass spectrometer. Additionally, background/pressure baseline correction and data reduction methods should be further investigated. While moving to a carbonate standard-based correction scheme would not necessarily reveal which of these slight differences in method is causing the remaining minor disagreements, their use has the promising potential to remove persistent interlab biases in both calibration and acid digestion fractionation data (Bernasconi et al., 2018; Peral et al., 2018).

Our results support the idea that current best practices in data calibration and reduction do noticeably (and in some cases dramatically) improve the fidelity of $\Delta_{47}$ data, yet it seems that a truly universal calibration remains elusive. Going forward, laboratories may reasonably choose to continue to use their in-house generated calibrations to account for artifacts by lab- or instrument-specific sample preparation and analytical conditions, particularly if the in-house calibration is based on many samples spanning a large temperature range bracketing sample unknowns. In other cases, it may be beneficial (i.e., in terms of confidence in and precision of temperature estimates) to take advantage of the large sample size and temperature range represented by the composite calibration presented in equation (1). Workers could also choose to “pin” themselves to this or another existing calibration via the analysis of carbonate standards and/or synthetic carbonates, but use the slope defined by equation (1).

3.9. Performance of the Clumped Isotope Paleothermometer

Researchers both within and outside of the clumped isotope community may ask “How good is the clumped isotope paleothermometer?” or “How big is the error on a typical clumped isotope temperature?” Toward this end, we lay out the following observations.

Typical long-term reproducibility (1sd) on the $\Delta_{47}$ measurement is $\sim 0.02\%$ (or $\sim 0.04\%$ for the Kiel microsampling method where unknowns are replicated many more times; Table 1). Assuming N replicates per unknown (typically 3 is the minimum number of replicates considered “best practice” for labs using traditional sample sizes of 3–8 mg/replicate), this translates to an external standard error of $0.02/\sqrt{N}$ on $\Delta_{47 \cdot RFAC}$ ($0.012\%$ for $N = 3$). Depending on the sample mean $\Delta_{47}$ value, the same level of uncertainty in $\Delta_{47}$ translates to a vastly different amount of uncertainty in temperature due to the shape of the relationship between temperature and $\Delta_{47}$. Colored lines in Figure 8 shows how the error in temperature grows as temperature increases (and $\Delta_{47}$ decreases) for $N = 1, 4,$ and 10.

Uncertainty in the slope and intercept of the $T-\Delta_{47}$ calibration equation also contribute to total uncertainty on a clumped isotope temperature. Although the reported errors on the slope and intercept in equation (1) are quite small due to the Monte Carlo sampling procedure and the large number of samples included, this overestimates how well we actually know the true slope and intercept of the $T-\Delta_{47}$ calibration (not to mention that the existence of a single universal calibration is still debated). The persistence of differences
between single-lab calibrations (as demonstrated by offsets in Figure 7 and statistically distinguishable slopes and/or intercepts in 49 pairwise comparisons shown in Table S6) indicates that existing and new labs still need to constrain the $T$-$\Delta_{47}$ calibration internally in order to produce robust clumped isotope temperatures. It appears that the remaining differences are largely in the intercept as opposed to the slope. The convergence of calibration slopes shown in Figure 6 and Tables S5 and S6 mean the community is already able to robustly reconstruct relative temperature change across many labs. Despite remaining interlaboratory differences elevating the apparent uncertainty in the $T$-$\Delta_{47}$ calibration, within a single lab using an internally well-constrained calibration (including $N > 30$ replicates), the analytical error still dwarfs the error contributed by the uncertainty in slope and intercept (black lines, Figure 8). As a result, total uncertainty on a typical clumped isotope temperature is dominated by analytical error.

4. Future Recommendations for $\Delta_{47}$ Data Reduction and Reporting

This compilation study has brought to light some room for improvement in data processing and reporting within the clumped isotope community and moves us to make some recommendations for future studies.

To begin with, we recommend using the updated IUPAC parameters for all data processing from this point forward. For best accuracy, established values for all internal laboratory carbonate standards should also be updated or re-established using IUPAC parameters. We recommend using a consistent set of $\Delta_{47}$-TE values (listed in the read-off table in Table S2) instead of the polynomial fit equation in Dennis et al. (2011) to calculate the empirical transfer function. We recommend using the new $\Delta_{25-X}$ values determined from four combined, reprocessed studies (Table 2) to correct for the fractionating effects of acid digestion.

To calculate temperatures for sample unknowns, it is important to use a calibration equation based on data processed using the same parameters as the unknowns. This includes the choice of parameters (IUPAC versus Santrock/Gonfiantini), $\Delta_{47}$-TE values, and acid fractionation $\Delta_{25-X}$ values.

While there is no easy correction that can be applied to published $\Delta_{47}$ data calculated with S/G parameters, workers may be able to predict the magnitude of change that could be expected by looking at the bulk isotopic composition of sample and standards and the magnitude of change ($\Delta\Delta_{47}$-RF [SG-Br]) calculated here for various studies. For example, although a portion of the dolomite data in Bonifacie et al. (2017) was measured at Caltech, the fact that other data measured in the same lab (Institut de Physique du Globe de Paris, Katz et al., 2017) did not change much suggests that the IPGP portion of the Bonifacie et al. (2017) data also would not change much.

It has already become general practice to include data tables of replicate-level sample data as material accompanying published works. We support this and advocate that it become universally adopted. In addition to being good for scientific transparency and data accessibility within the community, it aligns with new open-access policies put forward by funding agencies and publishers. However, we found that existing tables rarely contained the sufficiently raw data (replicate mean $\delta^{45}$-$\delta^{46}$ values, postbackground correction) needed to reprocess using updated parameters such as was done in this study. It is unlikely that the IUPAC parameter set is the final say on the true values of $R^{3}\text{VPDB}, R^{3}\text{VSMOW}, R^{18}\text{VSMOW},$ and $\lambda$, and these parameters may be updated again in the future, requiring another round of reprocessing to utilize older published clumped isotope data. Therefore, we recommend that all future published studies include (1) replicate mean $\delta^{45}-\delta^{46}$ values for all sample and standard replicates (in-house or community-wide carbonates, equilibrated
In 11 out of 14 studies, data processed using IUPAC parameters showed improved agreement (determined by raw voltages or sample mean using different reaction temperatures, cleaning procedures, and mass spectrometers. Beginning from either of variable mineralogy, bulk composition, and formation temperature, measured in 10 different laboratories.

We assembled and reprocessed data from 14 studies (8 synthetic and 6 biogenic/natural), including carbonates or heated gases), (2) sufficient information about how ARF parameters were calculated (which standards were used to correct which samples, correction intervals, moving windows, etc.), and (3) reference (working) gas composition at the time of analysis. This is the minimum needed to perform the data reprocessing described in this study. Software platforms like Easotope (John & Bowen, 2016) make exporting this level of data to Excel very simple, and can go further by exporting a full data set for a particular study with the “trim database” function. Having a data set available as a mini-Easotope database allows external users to reprocess the data at will and supports end-to-end transparency in data selection and processing. Reporting of carbonate standard data (whether used for reference frame calculations or not) is highly encouraged and will aid in interstudy comparison as well as documentation of long-term, external reproducibility. Additionally, information about preparation techniques like reaction temperature, reaction vessel type, cleaning method, etc., and information about the samples themselves like mineralogy, collection locality, carbonate type/taxa, and geologic age may be vital in future reprocessing efforts and should also be included.

To facilitate improved and standardized data reporting, we have established a data template with the archiving database EarthChem that includes columns for the necessary raw data, as well as sample collection and preparation information, and provides a doi number for each archived data set. All data sets in this study will be archived in this database along with publication of this manuscript, and a blank template will be available from EarthChem for future use.

5. Summary and Conclusions

The clumped isotopic composition of CO₂ derived from carbonate (denoted Δ⁴⁷) is a function of carbonate formation temperature, and in natural samples can act as a recorder of paleoclimate, burial, or diagenetic conditions, depending on the sample type. In order to calculate Δ⁴⁷, values defining the absolute abundance of heavy isotopes in the universal standards VPDB and VSMOW (defined by four parameters: \( R^{13}_{\text{VPDB}} \), \( R^{17}_{\text{VSMOW}} \), \( R^{18}_{\text{VSMOW}} \), and \( \lambda \)) are incorporated into calculations at a very early level. These values have been recently revised and updated from the “SG” parameter set defined in early clumped isotope publications (Huntington et al., 2009) to newer values defined by Brand et al. (2010). The purpose of this study was to determine the effects of this parameter update and to determine whether this could resolve ongoing interlaboratory discrepancies in calibration data.

We assembled and reprocessed data from 14 studies (8 synthetic and 6 biogenic/natural), including carbonates of variable mineralogy, bulk composition, and formation temperature, measured in 10 different laboratories using different reaction temperatures, cleaning procedures, and mass spectrometers. Beginning from either raw voltages or sample mean δ₁⁴ to δ₁⁹ values, data was reprocessed two ways, using the SG parameters defined by Huntington et al. (2009) or the updated “IUPAC” parameters defined by Brand et al. (2010).

In 11 out of 14 studies, data processed using IUPAC parameters showed improved agreement (determined by the \( r^2 \) value of a linear fit through data from each individual study) compared to the same data processed using SG parameters. A composite calibration combining all 8 synthetic studies (equation (1)) showed only marginally improved statistics, although scatter between samples with high formation temperatures visibly diminished. The magnitude of the change in Δ⁴⁷RFAC produced by updating to IUPAC parameters is complex and dependent on both the bulk composition of an individual sample and the bulk composition of the gas or carbonate standards used to correct that sample into the absolute reference frame. As a result, no “transfer function” can be used to easily update old data and data must be reprocessed from the rawest format.

This large compilation of clumped isotope data including data measured many different ways but well-referenced to standards and processed identically gives us the unique ability to test whether a universal calibration may exist for carbonate clumped isotopes. From this data set, there is no indication that carbonates of different mineralogy or sample type (synthetic vs. natural or biogenic) require different calibration equations. Acid digestion fractionation data of all mineralogies agree as well, although no studies initially reporting larger (order +0.15‰) fractionation factors were included and reprocessed here. There is no observed difference in data from labs using or not using the PBL correction. Type of mass spectrometer and method of sample cleaning (GC versus PPQ trap) also do not appear to cause systematic offsets.
Slopes of individual calibrations are clustered around 0.033–0.041 × 10^6 (excluding Passey, which has a very narrow Δ_{47} range) and 81 out of 91 pairwise comparisons show indistinguishable slopes at the 95% confidence level, demonstrating that the “multiple slopes” issue that plagued the clumped isotope community in its infancy has been largely eliminated (although no studies initially showing the steeper slopes met all criteria for inclusion in this study, so direct comparison was impossible). Additionally, the range in Δ_{47} values predicted for 25 °C from 14 individual calibrations decreases from 0.060‰ to 0.038‰ with the adoption of IUPAC parameters and 9 out of 14 studies can be in simultaneous agreement in slope and intercept within error, showing increased coherence across the community. Whether you interpret this improved agreement as encouraging or view the remaining discrepancies as discouraging, this study shows that the continued differences in intercept (equivalent to ±6 °C) must be due to other differences in analytical conditions that remain to be systematically investigated. Such investigations may be enabled by increased use of internationally available carbon standards (Bernasconi et al., 2018) in addition to using identical parameter sets and constants presented here.

In this study, we have ruled out several possible causes of these remaining discrepancies—compositionally dependent biases introduced by the use of incorrect standard parameters, data reduction methods, and use of different acid fractionation corrections and Δ_{47,TE} values. This still leaves many future avenues for investigation and improvement.
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