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950 D. Farinotti et al.: Results from the Ice Thickness Models Intercomparison eXperiment

Abstract. Knowledge of the ice thickness distribution of extended the considerations to valley glaciers of idealized
glaciers and ice caps is an important prerequisite for manyshapes, whilst Li et al. (2012) additionally accounted for the
glaciological and hydrological investigations. A wealth of effect of side drag from the glacier margins. Common to
approaches has recently been presented for inferring icéhese three approaches is the assumption of a constant and
thickness from characteristics of the surface. With the Iceknown basal shear stress. Haeberli and Hoelzle (1995) were
Thickness Models Intercomparison eXperiment (ITMIX) we the rst suggesting that the latter can be estimated from the
performed the rst coordinated assessment quantifying in-glacier elevation range, and the corresponding parametriza-
dividual model performance. A set of 17 different models tion has been used in a series of recent studies (e.g. Paul and
showed that individual ice thickness estimates can differ conLinsbauer, 2011; Linsbauer et al., 2012; Frey et al., 2014).
siderably — locally by a spread comparable to the observed Early approaches that take into account mass conservation
thickness. Averaging the results of multiple models, howeverand ice ow dynamics go back to Budd and Allison (1975)
signi cantly improved the results: on average over the 21 and Rasmussen (1988), whose ideas were further developed
considered test cases, comparison against direct ice thicknegy Fastook et al. (1995) and Farinotti et al. (2009). The latter
measurements revealed deviations on the order of20%  approach was successively extended by Huss and Farinotti
of the mean ice thickness (lestimate). Models relying on  (2012), who presented the rst globally complete estimate
multiple data sets — such as surface ice velocity elds, surfacdor the ice thickness distribution of individual glaciers. Alter-
mass balance, or rates of ice thickness change — showed higtative methods based on more rigorous inverse modelling, in
sensitivity to input data quality. Together with the require- contrast, have often focused on additionally inferring basal
ment of being able to handle large regions in an automatedlipperiness together with bedrock topography (e.g. Gud-
fashion, the capacity of better accounting for uncertainties inmundsson et al., 2001; Thorsteinsson et al., 2003; Raymond-
the input data will be a key for an improved next generationPralong and Gudmundsson, 2011; Mosbeux et al., 2016).
of ice thickness estimation approaches. In the recent past, the number of methods aiming at esti-
mating the ice thickness distribution from characteristics of
the surface has increased at a rapid pace. Methods have been
presented that include additional data such as surface veloc-
1 Introduction ities and mass balance (e.g. Morlighem et al., 2011; McN-
abb et al., 2012; Clarke et al., 2013; Farinotti et al., 2013;
The ice thickness distribution of a glacier, ice cap, or ice Huss and Farinotti, 2014; Gantayat et al., 2014; Brinkerhoff
sheet is a fundamental parameter for many glaciological apet al., 2016), as well as approaches that make iterative use
plications. It determines the total volume of the ice body, of more complex forward models of ice ow (e.g. van Pelt
which is crucial to quantify water availability or sea-level etal., 2013; Michel et al., 2013, 2014) or non-physical meth-
change, and provides the link between surface and subglaciads based on neural network approaches (Clarke et al., 2009;
topography, which is a prerequisite for ice ow modelling Hagq et al., 2014). This development has led to a situation in
studies. Despite this importance, knowledge about the icavhich a wealth of approaches is potentially available, but no
thickness of glaciers and ice caps around the globe is limassessment comparing the relative strengths and weaknesses
ited — a fact linked mainly to the dif culties in measuring of the models exists.
ice thickness directly. To overcome this problem, a number Against this background, the working group on glacier
of methods have been developed to infer the total volumece thickness estimation, hosted by the International Asso-
and/or the ice thickness distribution of ice masses from char¢iation of Cryospheric Sciences (www.cryosphericsciences.
acteristics of the surface. org), launched the Ice Thickness Models Intercomparison
Amongst the simplest methods, so-called “scaling ap-eXperiment (ITMIX). The experiment aimed at conducting
proaches” are the most popular (see Bahr et al., 2015, foa coordinated comparison between models capable of esti-
a recent review). These approaches explore relationships benating the ice thickness distribution of glaciers and ice caps
tween the area and the volume of a glacier (e.g. Chen anffom surface characteristics. Emphasis was put on evaluating
Ohmura, 1990; Bahr et al., 1997), partially including other the model performance when no a priori information on ac-
characteristics such as glacier length or surface slope (e.dual ice thickness is provided. This was to focus on the most
Lauthi, 2009; Radi and Hock, 2011; Grinsted, 2013). Such widespread application of such models, that is, the estimation
approaches, however, yield estimates of the mean ice thickef the ice thickness of an unmeasured glacier.
ness and total volume of a glacier only. This article presents both the experimental set-up of
Methods that yield distributed information about the ice ITMIX and the results of the intercomparison. The accu-
thickness generally rely on theoretical considerations. Nyeracy of individual approaches is assessed in a uni ed manner,
(1952), for example, noted that for the case of an idealizedand the strengths and shortcomings of individual models are
glacier of in nite width, ice thickness can be calculated from highlighted. By doing so, ITMIX not only provides quantita-
the surface slope using estimates of basal shear stress and dise constraints on the accuracies that can be expected from
suming perfect plastic behaviour. Nye (1965) successivelyindividual models but also aims at setting the basis for devel-
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Table 1.Overview of the test cases considered in ITMIX. Glacier type follows the GLIMS classi cation guidance (Rau et al., 2005). “Calv”
indicates whether the glacier or ice cap is affected by calving (x) or not (=). The following abbreviations are used: glacier area (A); simple
basin (SB); compound basin (CB); mountain (mtn.); glacier outline (OL); digital elevation model of the glacier surface (DEM); surface mass
balance (SMB); surface ice ow velocity (Vel.); rate of ice thickness char@g@); ice thickness measurements (H); unpublished data
(Unpub.). References to the data are given.

Test case Type Calv A (kR Available data and source
Academy Ice cap X 5587.2 OL, DEM, H: Dowdeswell et al. (2002)
Agqutikitsoq SB valley gl. - 2.8 OL, DEM, H: Marcer et al. (2017)
Austfonna Ice cap X 7804.8 OL, DEM: Moholdt and Kaab (2012 h=@3MB: Unpub. G. Moholdt;
Vel.: Dowdeswell et al. (2008); H: Dowdeswell et al. (1986)
Brewster SB mountain gl. - 2.5 OL:LINZ (2013); DEM: Columbus et al. (2011); SMB: Anderson et al. (2010);
Vel.: Unpub. B. Anderson; H: Willis et al. (2009)
Columbia CB valley gl. X 937.1 OL, DEM, H: McNabb et al. (2012)
Devon Ice cap X 14015.0 OL, DEM, H: Dowdeswell et al. (2004); Vel.: Unpub. GAMMA
Elbrus Crater mnt. gl. - 120.8 O@h=@H: Unpub. RA%; DEM: Zolotarev and Khrkovets (2000);
SMB: WGMS (1991-2012)
Freya SB valley gl. - 5.3 OL, DEM, H: Unpub. ZAMG SMB: Hynek et al. (2015)
Hellstugubreen CB valley gl. - 2.8 OL: Andreassen et al. (2008); DEM, S®B-@Andreassen et al. (2016);
Vel.: Unpub. NVE%; H: Andreassen et al. (2015)
Kesselwandferner ~ SB mountain gl. - 4.1 OL, DEM: Fischer et al. (2015); SMB: Fischer et al. (2014);
H: Fischer and Kuhn (2013)
Mocho Crater mnt. gl. - 15.2 OL, H: Geostudios LTA (2014); DEM: ASTER GDEM;v2
SMB: Unpub. M. Schaefer
North Glacier SBvalley gl. - 7.0 OL, DEM, H: Wilson et al. (2013); Vel.: Unpub. G. Flowers
South Glacier SB valley gl. - 5.3 OL, DEM, H: Wilson et al. (2013); SMB: Wheler et al. (2014);
Vel.: Flowers et al. (2011)
Starbuck CB outlet gl. X 259.7 OL, H: Farinotti et al. (2014); DEM: Cook et al. (2012)
Tasman CB valley gl. - 100.3 OL: LINZ (2013); DEM: Columbus et al. (2011);
SMB, Vel.: Unpub. B. Anderson; H: Anderton (1975)
Unteraar CB valley gl. - 22.7 OL, DEM@h=@8MB: Unpub. VAW-ETHZ; Vel.: Vogel et al. (2012);
H: Bauder et al. (2003)
Urumqi SB mountain gl. - 1.6 OL, DEM, SMB, H: Wang et al. (2016)
Washmawapta Cirque mnt. gl. - 0.9 OL, DEM, H: Sanders et al. (2010)
Syntheticl CB valley gl. - 10.3 OL, DEM, SMB, Vel@ h=@H: Unpub. C. Martin and D. Farinotti
Synthetic2 CB mountain gl. - 35.3 OL, DEM, SMB, Ve®h=@H: Unpub. C. Martin and D. Farinotti
Synthetic3 Ice cap - 89.9 OL, DEM, SMB, Ve@ h=@H: Unpub. C. Martin and D. Farinotti

1 GAMMA Remote Sensing Research and Consulting AG, Giimligen, Switzerland; contact person: T. Strozzi.

2 Russian Academy of Sciences, Institute of Geography, Moscow, Russia; contact person: S. Kutuzov.

3 Zentralanstalt fiir Meteorologie and Geodynamik (ZAMG), Vienna, Austria; contact person: D. Binder.

4 Norwegian Water Resources and Energy Directorate (NVE), Oslo, Norway; contact person: L. M. Andreassen.

5 ASTER GDEM is a product of NASA and METI.

6 Laboratory of Hydraulics, Hydrology and Glaciology (VAW), ETH Zurich, Zurich, Switzerland; contact person: A. Bauder.

oping a new generation of improved ice thickness estimation The input data referred to the surface characteristics of a
approaches. prede ned set of 21 test cases (see next section, Table 1, and
Fig. 1) and participants were asked to use these data for gen-
erating an estimate of the corresponding ice thickness dis-
tribution. Results were collected and compared to direct ice
2 Experimental set-up thickness measurements.
No prior information about ice thickness was provided,
ITMIX was conducted as an open experiment, with a call and the participants were asked not to make use of published
for participation posted on the email distribution list “Cry- ice thickness measurements referring to the considered test
olist” (http://cryolist.org/) on 13 October 2015. Individual re- cases for model calibration. This was to mimic the general
searchers known to have developed a method for estimatingase in which the ice thickness distribution for unmeasured
glacier ice thickness were invited personally. Upon registra-glaciers has to be estimated. The compliance to the above
tion, participants were granted access to the input data necesdle relied on honesty.
sary for the experiment and the corresponding set of instruc-
tions.
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Participants were asked to treat as many test cases as pc
sible and to consider data availability (see next section an(umgia o sfieetigibreen
Table 1) as the only factor limiting the number of addressed /\Washmawapta - % Elbrus 8 Urumai
cases. Details on the considered test cases and the parti(NorthGlacier nieraar

Devone Freya @ Austfonna @ Academy

. . . . i Kesselwandferner
pating models are given in Sects. 3 and 4 respectively. Ar SouthGlacigy
overview of the solutions submitted to the experiment is
given in Table 2. Tasman
Mocho @

Brewster
@ Starbuck

3 Considered test cases and data

The considered test cases included 15 glaciers and 3 icEigure 1. Overview of the considered real-world test cases. Note
caps for which direct ice thickness measurements are availthat some names are shortened for Cpnvenience (Academy is
able and 3 synthetically generated glaciers virtually “grown” Academy of Sciences Ice Cap; Devon is Devon Ice Cap; Mo-
over known bedrock topographies (more detailed informa-ChO is Glaciar Mocho-Choshuenco; Unteraar is Unteraargletscher;
tion below). The real-world test cases (see Fig. 1 for geo-Uumdiis Urumai Glacier no. 1).
graphical distribution) were chosen to re ect different glacier
morphologies (see Table 1) and different climatic regions, The svnthetic test cases were generated by “arowing” ice
whilst the synthetic test cases were included to have a set y g . Y9 9
of experiments for which all necessary information is per- masses over known bedrock topographies with the Elmer/ice
. . . ice ow model (Gagliardini et al., 2013). To do so, selected
fectly known. Since most published approaches for estimat- . (Gag . )
ing ice thickness were developed for applications on moun_deglamerlzed areas located in the European Alps were ex-
g P bp tracted from local high-resolution DEMs (product DHM25

tain gIa_mers and s_maller ice caps, ice sheets were not mby the Swiss Federal Of ce of Topography) and the ow
cluded in the experiment.

. : model forced with a prescribed SMB eld. The SMB eld
F(.Jr. each t_est case, the mp_ut_ data provided to_the IT'\/waas either generated by prescribing an equilibrium-line al-
participants included at a minimum (a) an outline of the

glacier or ice cap and (b) a gridded digital elevation modelt|tude and two separate SMB elevation gradients for the ac-

(DEM) of the ice surface. Further information was provided i:umulaugn ”and ablation zone (test cases Synthet|c1. and
; . oo “Synthetic2”) or by constructing the eld through a multiple
on a case-by-case basis depending on data availability, in-

cluding the spatial distribution of the (i) surface mass bal_Iinear regression between SMB and terrain elevation, slope,
ance (SMB), (i) rate of ice thickness chang®@ k=@&nd aspect, curvature, and local position (test case “Synthetic3”).

. . . In the latter case, the individual regression parameters were
(i) surface ow velocity. An overview of the data available 9 P

UL : de ned arbitrarily but such to ensure a plausible range for the

for individual test cases and the corresponding data sources . : )

o . . resulting SMB eld. The Elmer/Ice simulations were stopped
is given in Tables 2 and 1 respectively. ; o ; :

For the real-world test cases. and whenever possible ternafter the formation of a glacier judged to be of suitable size

' b ' . and shape, and the correspond@h=@nd surface veloc-

Glacier outlines and DEMs were snapshots for a given point'sty elds were extracted. No sliding at the glacier base was

" " . assumed, and all three resulting geometries were close to
in time, whereas SMB@h=@and velocity elds generally steady state. Note that, to avoid numerical instabilities, the

rgferred to multi-year averages for an gpoch as clqse as POYEM used for prescribing the bedrock topography had to be
sible to the corresponding DEM. Glacier-wide estimates Ofsmoothed signi cantly. For anonymizing the individual loca-

surface velocities were not available for any of the consid-,. 2 . -
Y tions, the original coordinates were removed, and the indi-

ered cases. For obtaining a possibly complete coverage, VSidual tiles arbitrarily rotated and shifted in elevation.

locities from separate sources were therefore merged, which All data provided as input to the ITMIX participants, as

often qu to discontinuities along the tile margins. .. well as the results submitted by individual models, will be
Ice thickness measurements were only used for quantify-

. L provided as an electronic Supplement to this article. The di-

N9 r_nc_)del performance but were notdlstnbuf[ed tothe ITMIX rect ice thickness measurements were additionally included

participants. Bedrock elevations were obtained by subtract- . ; : :

; . . ) in the Glacier Thickness Database (GlaThiDa) version 2

ing observed ice thicknesses from surface elevations, an
. . GMS, 2016).

the bedrock was assumed to remain unchanged over time.

The time periods the individual data sets are referring to

are given in Supplement Table S1. Note that no specic4 Participating models

information about the uncertainties associated to individual

measurements were available. Reported uncertainties for icBhe ITMIX call for participation was answered by 13 re-

thickness measurements, however, are typically below 5 %search groups having access to 15 different models in to-

(Plewes and Hubbard, 2001). tal. Two modelling approaches were used twice, with two
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independent implementations stemming from two different
groups, nine models were published prior to the call, one
model consisted of a modi cation of an existing approach,
and ve models were previously unpublished. In total, thus,
17 different models submitted individual solutions (Table 2).

The 17 approaches providing individual solutions can be
classi ed into ve different categories: (1) approaches cast-
ing ice thickness inversion as a minimization problemir(-
mization approachds(2) approaches based on mass conser-
vation (mass conserving approacheg§3) approaches based
on a parametrization of basal shear stresiseér-stress-
based approachgs(4) approaches based on observed sur-
face velocities \(elocity-based approachgsand (5) other
approaches. The principle of each of the ve categories is
brie y described hereafter. A more detailed description, in-
cluding information about parameter choices, is found in the
Supplement (Supplement Sect. S1). The supplementary de-
scription is exhaustive for unpublished approaches and is
held at a minimum for published ones.

4.1 Minimization approaches

Methods within this category formulate the problem of ice

D. Farinotti et al.: Results from the Ice Thickness Models Intercomparison eXperiment

approach allows for transient surface geometries to be
taken into account. If available, the mismatch between
calculated and observed surface velocities is used for
both stopping the iteration procedure and for optimiz-
ing the model parameters affecting basal sliding and
deformational ow. The implemented forward model
“SIADYN" is part of the ICEDYN package (Sect. 3.3 in
Reerink et al., 2010), relies on the vertically integrated
shallow ice approximation (e.g. Hutter, 1983), and in-
cludes Weertman-type sliding (Huybrechts, 1991).

“Fuerst” (Furst et al., unpublished; Supplement
Sect. S1.4) differs from the two above approaches in
that the cost function is not linked to surface elevations.
Instead, the function penalizes (i) negative thickness
values, (ii) the mismatch between modelled and ob-
served surface velocities, (iii) the mismatch between
modelled and observed SMB, and (iv) strong spatial
variations in ice thickness or surface velocities. The
forward model is based on Elmer/ice (Gagliardini
et al.,, 2013) and the mass conservation approach of
Morlighem et al. (2011).

thickness inversion as a minimization problem. They do so4.2 Mass conserving approaches

by de ning a cost function that penalizes the difference be-

tween a modelled and an observable quantity. Typically, theV€thods appertaining to this category are based on the prin-
observable quantity includes the elevation of the glacier sur£iple of mass conservation. If ice is treated as an incompress-
face (e.g. Leclercq et al., 2012; Michel et al., 2013; van Peltible medium, the corresponding continuum equation states
et al., 2013), which can be obtained from a surface DEM.that the ice ux divergence g has to be compensated by
Given an initial guess for the Subglacia| bedrock topography’the rate of ice thickness Chan%]and the climatic mass bal-

a forward model for glacierice ow is then used to predict the ancell?
observable quantity. The difference between model and ob- @h
servation is subsequently used to update the model, and the qD —
procedure is repeated iteratively to minimize the cost func- @t
tion. The forward model can be of any type, generally con-The methods of this category estimate the distribution of
siders mass conservation (see next section), and often religsoth @?t\and Pand use that estimate to quantify the glacier's
on a higher-order representation of ice dynamics. Three modmass turnover along the glacier. The mass ux is then con-
els of this category participated in ITMIX: verted into ice thickness by prescribing some constitutive
relation. Most often, an integrated form of Glen's ow law

— “Brinkerhoff-v2" (Brinkerhoff, unpublished; see Sup- : : :
plement Sect. S1.2 for details) includes three terms in.(Glen’ 1955) is used. The corresponding equation, solved for

the cost function. The rstterm quanti es the difference ice thickness, is then generally formulated as
between modelled and observed surface elevations; the S
second penalizes strong spatial variations in bedrock el p nc2 a &
evations; and the third is used to impose zero ice thick- 2A fg sin/n

ness outside the glacier boundaries. If available, surface ) o . o
ow velocities are used to additionally invert for the Wherehis glacier ice thickness) the mean speci c ice vol-
basal traction eld. The forward model is based on the UMe UX, A the ow rate factorn Glen's ow law exponent,

Blatter—Pattyn approximation to the Stokes equations the ice densityg the gravitation_al acceleration, the sur-
(Pattyn, 2003). face slope, anfl a factor accounting for valley shape, basal

sliding, and parameter uncertainty. To avoid in nhefor
— “VanPeltLeclercq” (adapted from van Pelt et al., 2013; tending to zero, a minimal surface slope is often imposed,
see Supplement Sect. S1.17) has a cost function baseat is averaged over a given distance. Based on theoretical
on the difference of modelled and observed surface el-considerations (Kamb and Echelmeyer, 1986), this distance
evation as well. In contrast to Brinkerhoff-v2, which should correspond to 10-20 times the ice thickness. In most
evaluates the cost function for steady-state surfaces, thisases, the ice thickness is rst inferred along prescribed ice

@

)
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ow lines and then distributed across the glacier or ice cap by
choosing a suitable interpolation scheme. Five of the models
participating in ITMIX belong to this category.

— “Farinotti” (Farinotti et al., 2009, also referred to as

ITEM in the literature; see Supplement Sect. S1.3) eval-
uates Eq. (2) for manually digitized “ice ow catch-
ments” and along manually prede ned ice ow lines.
The ice volume ux across individual cross sections is
estimated by integrating the SMB eld of the corre-
sponding upstream area. The method was the rst sug-
gesting that the necessity of a steady-state assumption
can be circumvented when directly estimating the dif-
ferencel’ @ h=@ather than imposing constraints on
the two terms separately. Many of the approaches within
this and other categories have adopted this idea.

“Maussion” (Maussion et al., unpublished; see Supple-

955

“Morlighem” (Morlighem et al., 2011; Supplement
Sect. S1.13) was originally designed to Il gaps be-
tween ground-penetrating radar measurements over ice
sheets. As such, it was cast as an optimization prob-
lem minimizing the mis t between observed and mod-
elled thicknesses. Since no such measurements were
provided within ITMIX, the method was applied with-
out the minimization scheme. The method is thus purely
based on mass conservation. Ice thickness is computed
by requiring the ice ux divergence to be balanced by
the rate of thickness change and the net surface and
basal mass balances (see Eq. 1). For the test cases for
which no ice velocities were provided, the shallow ice
approximation (see below) was used together with an
assumption of no-sliding to convert the computed ice
mass ux into ice thickness.

ment Sect. S1.12) is based on the same approach &3 Shear-stress-based approaches

Farinotti et al. (2009). By relying on the Open Global

Glacier Model version 0.1.1 (OGGM v0.1.1; Maus- Methods of this category rely on the shallow ice approxima-
sion et al., 2017), however, it fully automatizes the tion (e.g Fowler and Larson, 1978). In the latter, the relation

method, thus making it applicable at larger scales. Au-
tomatization is achieved by generating multiple ow
lines according to the methods presented in Kienholz

®)

g sin

et al. (2014). The major difference between Maus-iS assumed to hold true everywhere, from which it follows
sion/OGGM and the approaches Farinotti or Huss is thathat knowledge of the basal shear stressallows for the
SMB is not prescribed as a linear function of elevation ice thickness to be determined. Most existing approaches es-
but with a temperature-index model driven by gridded timate  from the empirical relation proposed by Haeberli

climate data (Marzeion et al., 2012).

and Hoelzle (1995), which relatesto the elevation range

S of a glacier. The denominator of the right-hand side of the
“Huss” (Huss and Farinotti, 2012, HF-model; see Sup- gquation often includes an additional factarwith a similar
plement Sect. S1.9) extends Eq. (2) to account for adyeaning as described for Eq. (2). The models of this category
ditional factors such as basal sliding, longitudinal vari- sstly differ from the ones in the last section in that they do

ations in the valley shape factor, frontal ablation, and ot account for mass conservation. Three such approaches
the in uence of ice temperature and the climatic regime. participated in ITMIX:

The latter is achieved by imposing site-speci ¢ param-
eters. A major difference compared to other models in
this category is that all calculations are performed on
elevation bands. Mean elevation-band thickness is then
extrapolated to a spatially distributed eld by consider-
ing local surface slope and the distance from the glacier
margin. The approach was the rst ice thickness model
that was applied to the global scale.

“GCbedstress” (Clarke et al., 2013; see Supplement

Sec. S1.7) shares many conceptual features with —

Farinotti et al. (2009) as well, but it differs in its im-
plementation. Manually delineated ow sheds are trans-
versely dissected by ladder-like “rungs” representing
ux gates. Ice ow discharges — derived from integra-
tion of the mass contribution from the upstream area —
are then applied to intervening cells by interpolation.
“Raw” ice thickness is derived from Eqg. (2) and the nal
ice thickness is smoothed by minimizing a cost function
that negotiates a tradeoff between accepting the raw es-
timates or maximizing the smoothness of the solution.

www.the-cryosphere.net/11/949/2017/

“Linsbauer” (Linsbauer et al., 2009, 2012, GlabTop; see
Sect, S1.10) was the rst proposing to use the empirical
relation by Haeberli and Hoelzle (1995) to solve Eq. (3).
This is done by considering manually digitized branch
lines, and determining within 50 m elevation bins. An

ice thickness distribution is then obtained by interpolat-
ing the so-obtained ice thickness along several branch
lines.

“Machguth” (Frey et al., 2014, GlabTop2; see Supple-
ment Sect. S1.11) is based on the same concept but over-
comes the need of manually drawing branch lines by ap-
plying the relation at randomly selected grid cells. Dur-
ing this process, is determined from the average slope
of all grid cells within a prede ned elevation buffer. The
nal ice thickness distribution is derived from interpola-
tion of the randomly selected points and the condition of
zero ice thickness at the glacier margin. The procedure
by which the random points are selected has an in u-
ence on the shape of the obtained bedrock topography.

The Cryosphere, 11, 949-970, 2017
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— “RAAJglabtop2” (re-implemented from Frey et al.,, 4.5 Other approaches

2014, see Supplement Sect. S1.15) is an independent

re-implementation of the Machguth model. Individual This last category includes two additional approaches that
differences in terms of coding solutions may exist but cannot be classi ed in any of the categories above:

were not assessed during the experiment.

4.4 \elocity-based approaches

As for models in Sect. 4.2, models in this category are based

on an integrated form of Glen's ow law (Glen, 1955). Dif-
ferently as in Eq. (2), however, the ow law is either ex-
pressed as

nClus uUup
hD oA o 4)
whereus andup, are the surface and basal ice ow velocities
respectively, or such to replacgin Eq. (2) with the depth-
averaged pro le velocityt (sinceq D uh). An assumption
relatingus to up or U is then made, which usually implies
postulating the existence of some coef cidrar k%or which
up D kus or U D k%s holds true everywhere. Four models
participating in ITMIX follow this strategy:

— “Gantayat” (Gantayat et al., 2014; see Supplement
Sect. S1.5) solves Eq. (4) in elevation bands, and by sub-

stituting according to Eq. (3). The central assumption
is thatup D 0:25us. A nal, gridded ice thickness distri-

bution is then obtained by smoothing the elevation-band

thickness with a 3 3 kernel.

— “RAAJgantayat” (re-implemented from Gantayat et al.

— “GCneuralnet” (Clarke et al., 2009; see Supplement

Sect. S1.8) is based on articial neural networks
(ANNSs) and thus neglects any kind of glacier physics.
The basic assumption is that the bedrock topography
underneath glacierized areas closely resembles nearby
ice-free landscapes. In principle, the method uses an
elevation-dependent azimuthal stencil to “paste” ice-
free landscape sections into glacierized parts of a given
region.

— “Brinkerhoff” (Brinkerhoff et al., 2016; see Supplement

Sect. S1.1) poses the problem of nding bedrock ele-
vations in the context of Bayesian inference. The main
hypothesis is that both bed elevations and ice ux di-
vergence can be modelled as Gaussian random elds
with assumed covariance but unknown mean. Depth-
averaged velocities are found by solving the continuity
equation (Eqg. 1) and by prescribing normally distributed
likelihoods with known covariance around the available
velocity, SMB, and@ h=@lata. A Metropolis—Hastings
algorithm (Hastings, 1970) is then used to generate sam-
ples from the posterior distribution of bed elevations.

' 5 Results and discussion
2014, see Supplement Sect. S1.14) follows exactly the

same procedure. In fact, the method is an independen, total, 189 different solutions were submitted to ITMIX

re-implementation of the Gantayat approach.

(Table 2). Three models (Farinotti, Huss, Linsbauer) were
“Gantayat-v2” (adapted from Gantayat et al., 2014; able to handle all 21 test cases, one model handled 20 cases

Supplement Sect. S1.6) closely follows the original (Machguth), and one model handled 19 cases (Maussion).
approach by Gantayat et al. (2014). Instead of soly-Data availability was the main factor hindering the consid-
ing Eq. (4) for elevation bands, however, the equationeration of additional test cases. This is particularly true for
is solved for discrete points along manually digitized the approaches (a) Brinkerhoff, Brinkerhoff-v2, Morlighem,
branch lines. Interpolation between various branch linesand VanPeltLeclercq, requiring SMB at least; (b) Gantayat,
is then used to obtain an ice thickness distribution. NoteGantayat-v2, and RAAJgantayat, requiring surface velocity
that none of the approaches based on the ideas by Gan€!ds; (c) Fuerst, requiring SMB@ h=@end velocity elds

tayat et al. (2014) account for mass conservation.

simultaneously; and (d) GCneuralnet, requiring surrounding
ice-free terrain for algorithm training. For the approaches

— “Rabatel” (Rabatel et al., unpublished; see Supplemenigcpedstress, RAAJglabtop2, and Rabatel, the time required

Sect. S1.16) is based on the knowledge of surfaceor model set-up was a deterrent for considering additional
velocities as well but includes some elements of thetest cases.

mass conserving approaches. Basically, the ice thick-

ness along individual glacier cross sections is calculateds.1  Between-model comparison

by assuming thai D 0:8us and by determining the ice

volume ux for a given cross section from an estimate Locally, the solutions provided by the different models can
of the mass ux from the upstream area. Combining this differ considerably. As an example, Fig. 2 provides an
information allows for the area of a given cross section overview of the solutions generated for the test case “Un-

to be computed, and the spatial distributiorugfalong

teraar” (the real-world case considered by the largest number

the cross section is used to determine the local ice thick-of models). The large differences between the solutions are
ness. The nal ice thickness distribution is obtained by particularly evident when comparing the average composite

interpolation of various cross sections.
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Figure 2. Overview of the range of solutions provided by the ensemble of models. The example refers to the test case “Unteraar”. The rst
four panels show composites for tfe) average(b) spread(c) minimal, and(d) maximal ice thickness distribution of the 15 submitted
solutions. The model providing the minimal and maximal ice thickness for a given location is depicted in(ppaetf). Models that did

not consider the speci c test case are greyed out on the bottom right legend.

all solutions grid cell by grid cell; Fig. 2a) with the local en- preted as valley walls as well, thus causing the surrounding
semble spread (i.e. the spread between all solutions at a giveine thickness to be too thin. Flagging debris-covered glacier
grid cell; Fig. 2b). Often, the local spread is larger than the lo-parts and treating them as a special case could be an option
cal average. This observation holds true for most of the othefor alleviating this issue. For Fuerst, large ice thicknesses
test cases as well (not shown). (locally exceeding 900 m) mostly occur in the accumulation
Figure 2c and d provide insights into the composition of area. This is the area for which no measured ice ow veloci-
the ensemble spread by presenting the composites of thiges were available, thus precluding precise model constraint.
minimum and maximum provided thicknesses respectively.Uncertainties in this area are propagated downstream thus
The models providing the most extreme solutions are deperturbing the inferred ice thickness even in areas with ve-
picted in Fig. 2e and f. In the Unteraar example, the ap-locity information. For the particular test case, the approach
proaches GCneuralnet and Fuerst tend to provide the smallesiso provides the minimal ice thickness for large areas, indi-
and largest local ice thickness of the ensemble respectivelycating that important oscillations are present in the estimated
For the speci c case, closer inspection shows that the venyice thickness eld.
low ice thicknesses estimated by GCneuralnet are associated The overall tendency for individual models to provide “ex-
with the debris-covered parts of the glacier and with the steegreme” solutions is shown in Fig. 3. Two models (Rabatel and
slopes delimiting these parts in particular. This is an artefacitGCbedstress) seem to be particularly prone to predict large
introduced by the speci ¢ set-up of the stencil used within ice thicknesses, providing the largest ice thickness of the en-
the ANN. In fact, Clarke et al. (2009) found that including semble for 33 and 25 % of the area they considered. Although
steep ice in the de nition of valley walls can be advanta- for Rabatel the basis of the statement is weak (only one test
geous for ANN training. An unforeseen consequence is thatase considered), possible explanations lie in (a) the possi-
steep ice walls close to debris-covered glacier ice are interble overestimation of the area contributing to the ice volume
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solution adopted to allow the ANN stencil to be trained (see
Supplement Sect. S1.8) might be an additional cause.

Although the above observations provide insights into the
general behaviour of individual models, it should be noted
that a tendency of providing extreme results is not necessar-
ily an indicator of poor model performance. Actual model
performance, in fact, can only be assessed through compari-
son against direct observations (see next section).

5.2 Comparison to ice thickness measurements

The solutions submitted by individual models are compared
to ice thickness measurements in Figs. 4 and 5. For every
glacier, the gures show one selected pro le along and one
across the mainice ow direction. The previously noted large
spread between individual solutions re-emerges, as well as
the tendency of individual models to produce rather large os-
cillations. The spread is particularly pronounced for ice caps
(Academy, Austfonna, Devon) and for across- ow pro les
Figure 3. Share of “extreme results” provided by individual mod- (Fig. 5).
els. An extreme result is de ned as either the minimum (MIN) or |t is interesting to note that the spread between models is
maximum (MAX) ice thickness occurring in the ensemble of so- not reduced when individual model categories are considered
lutions provided for a given test case. The share is based on tes:geparatew (see also Fig. S3). We interpret this as an indica-
case area and assigns equal weights to all cases (a 10% "fractiofioy that even models based on the same conceptual princi-
of MAX solutions provided” indicates, for example, that on aver- é)les can be regarded as independent. Whilst this is not sur-

age, the model generated the maximal ice thickness for 10 % of th ising for the minimization aporoaches since thev are based
area of any considered case). The number of test cases considergd 9 PP y

by individual models is given. Models are sorted according to theON Very differgnt forward modells (see Segt. 4'1_)’ 9r for the
categories introduced in Sect. 4. mass conserving approaches since they differ signi cantly in

terms of implementation (Sect. 4.2), the observation is rather

unexpected for the shear-stress-based and velocity-based ap-

proaches (Sects. 4.3 and 4.4 respectively). The latter two
ux of individual pro les and (b) the assumed relation be- categories, in fact, both rely on very similar concepts. Fig-
tween depth-averaged and surface ow velocity (see Suppleure 5 reveals that for shear-stress-based approaches the dif-
ment Sect. S1.16). For GChedstress the possible reasons darences are particularly prominent for ice caps, in the vicin-
less clear. The no-sliding assumption included by the modelty of ice divides in particular. This seems to be related to
(see Supplement Sect. S1.7) — which causes systematicalthe way individual models (a) subdivide individual ice caps,
higher thickness estimates than if sliding is assumed — couldb) treat the resulting boundaries, and (c) handle very small
be a reason. The model, however, seems not to be particisurface slopes. Also for the participating velocity-based ap-
larly sensitive to it: assuming that half of the surface velocity proaches, apart from Rabatel all rely on the ideas of Gantayat
is due to sliding decreases the mean estimated thickness kst al. (2014), and it seems that the implementation differ-
13 % only (not shown). ences of conceptually similar approaches (see Gantayat and

Very small ice thicknesses are often predicted by the mod-Gantayat-v2) are suf cient for considering the models as in-

els Maussion and GCneuralnet. The two models provideddependent.
the smallest ice thickness of the ensemble in 30 and 23% The above consideration is relevant when interpreting the
of the considered area respectively. For Maussion, the resuliverage solution of the model ensemble (thick green line in
is mainly driven by the ice thickness predicted for ice capsFigs. 4 and 5): this average solution matches the direct mea-
(Academy, Austfonna, Devon) and large glaciers (Columbia,surements relatively well for most glaciers, with an average
Elbrus). This is likely related to the applied calibration pro- deviation below 10 % in 17 out of 21 cases. This increase in
cedure (see Supplement Sect. S1.12), which is based on dapeiediction accuracy is expected for an unbiased model en-
included in GlaThiDavl. The observations in that data set,semble. For a set of independent random realizations of the
in fact, mostly refer to smaller glaciers (Géartner-Roer et al.,same variable, in fact, Poisson's law of large numbers pre-
2014). For GCneuralnet, it can be noted that the smallest icelicts the average result to converge to the expected value (the
thicknesses are often predicted along the glacier centre line4rue bedrock” in this case) with increasing number of real-
(not shown). Besides the previously discussed issue relateizations. The so-inferred unbiasedness of the ensemble has
to steep ice in proximity of e.g. medial moraines, the ad hocan important consequence, as it suggests that future estimates
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could be signi cantly improved when relying on such model ow rate factors for temperate ice; Supplement Table S2),
ensembles. Model weighting — such as used in numericahnd (b) the artefacts in the provided DEM (note the step-like
weather prediction for example (e.g. Raftery et al., 2005) —features in the surface shown in Fig. 4), which lead to locally
could additionally be considered in this respect, but it would very high surface slope and thus low ice thickness.
require a suf ciently large data set to quantify model perfor- The comparison between Figs. 4 and 5 also suggests that,
mance. in general, the ice thickness distribution along ow is bet-
The positive effect of averaging the results of individual ter captured than the distribution across ow. This is likely
models is best seen in Fig. 6. On average over the individuatiue to the combination of the fact that most participating ap-
model solutions, the difference between modelled and meaproaches include considerations about mass conservation and
sured ice thickness is17 36 % (1 estimate) of the mean that virtually all models include surface slope as a predictor
glacier thickness ( rst box plotin the ALL group). This value for the local ice thickness. Indeed, these two factors have a
reduces t€€10 24 % when the average composite solution stronger control on the along- ow ice thickness distribution
is considered and is close to the value obtained when selecthan they have across ow.
ing the best single solution for every test case individually The results also indicate that, compared to real-world
(third and second box plots of the group respectively). cases, the ice thickness distribution of the three synthetic
Two notable exceptions in the above considerations areases is better reproduced. On average over individual solu-
given by the test cases Unteraar and Tasman, for which th&ons, the difference to the correctice thicknessisy 20 %
ensembles of solutions (15 and 11 solutions provided re{Fig. 6). This difference reduces tol5 11 % for the aver-
spectively) converge to a signi cantly smaller ice thickness age composites, i.e. to a Ispread reduced by a factor of 2.
than observed (median deviations d84 and 65% respec- Again, two factors provide the most likely explanation. On
tively). Two common features that might partially explain the one hand, the model used for generating the synthetic
the observation are (a) the signi cant debris cover of the twocases is built upon the same theoretical knowledge as the
glaciers, which might bury ice thicker than what would be ex- models used for generating the ice thickness estimates. On
pected from the present-day SMB elds, and (b) the branchedhe other hand, and more importantly, the input data from
nature of the glaciers, which might be insuf ciently captured which the ice thickness distribution is inferred are known
by the models. Both hypotheses, however, are dif cult to testwithout any uncertainty in the synthetic cases. The latter is in
further, as the remaining cases show very different morpho-€ontrast to the data available for the real-world cases: whilst
logical characteristics. An erroneous interpretation of the acthe provided DEMs@ h=@slds, and outlines can be con-
tual ice thickness measurements, in contrast, seems unlikelgidered of good quality, SMB elds are often the product of
This is particularly true for Unteraar, for which the reported the inter- and extrapolation of sparse in situ measurements.
quality of original radio-echo soundings is high and inde- The inconsistencies that may arise betw@h=@nd SMB,
pendent veri cations through borehole measurements werdogether with the previously mentioned discontinuities in the
performed (Bauder et al., 2003). available velocity elds (see Sect. 3), are obviously problem-
“Urumgqi” and “Washmawapta”, for which eight and six atic for methods that use this information. Two additional
individual solutions were provided, respectively, are the otherobservations that might be related to the better model perfor-
two cases for which the average ice thickness composite difmance in the synthetic cases are (1) that the no-sliding as-
fers largely from the observations (median deviations 81 sumption adopted in most models was adequate for the con-
and 125% respectively; Figs. 4, 5, and 6; recall that be- sidered synthetic cases, but does not hold true in the real-
cause the “true” ice thickness is not known everywhere, de-world ones, and (2) that synthetic glacier geometries were
viations are expressed in terms of mean thickness of the aveclose to steady state. Testing the importance of the second
age composite). For Washmawapta — a cirque glacier mostlgonsideration is not possible with the data at hand and would
fed by steep ice-free headwalls (Sanders et al., 2010) — it isequire the generation of transient synthetic geometries.
interesting to note that the Farinotti approach is the only one In relative terms, the average composite solutions seem to
predicting ice thickness in the observed range. This suggestsetter predict (smaller interquartile range, IQR) the ice thick-
that the concept of “ice ow catchments”, which is used in ness distribution of ice caps than that of glaciers. In fact,
the approach for accommodating areas outside the glaciehe 1 deviations from the measurements for ice caps and
margin that contribute to snow accumulation (see Farinottiglaciers are of 12 16 % and 12 34 % respectively (Fig. 6).
etal., 2009), is an effective workaround for taking such areasThis might be surprising at rst, but Fig. 4 illustrates that for
into account. Failure of doing so, in fact, causes the ice vol-all three considered ice caps, the average composites are the
ume ux (and thus the ice thickness) to be underestimatedresults of a relatively small set (six or seven) of largely dif-
For Urumgqi, in contrast, the reasons for the substantial unfering solutions. This issue is particularly evident for the ice
derestimation of actual ice thickness are less clear. Potencap interiors, for which two model clusters emerge, predict-
tially, they could be linked to (a) the cold nature of the glacier ing extremely high and extremely low ice thicknesses respec-
(e.g. Maohuan et al., 1989), which requires thicker ice to pro-tively. The relatively small IQR of the ensemble mean, thus,
duce a given surface velocity (note that most models assumedppears to be rather fortuitous and calls for additional work
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in this domain. Note, moreover, that the relative accuracy is The rst ranking considers the individual test cases sepa-
expressed in relation to the mean ice thickness. In absoluteately. All models considering a particular test case are rst
terms, the abovementioned values translate into average deanked separately for the four indicators (I-1V). When a
viations on the order of 48 63 m for ice caps and 1127 m model does not include a particular test case, no ranks are
for glaciers. Obviously, these values are strongly affected byassigned. For every model, the four indicators are then aver-
the particular test cases included in the intercomparison andged individually over all test cases. The nal rank is com-
should not be expected to hold true in general. puted by computing the mean of these average ranks (Ta-
To put the average model performance into context, the reble 3). The ranking rewards models with a consistently high
sults are compared to a benchmark model based on volumeserformance over a large number of test cases.
area scaling (last box plot in Fig. 6). The “model” neglects The second ranking is only based on the average model
spatial variations in thickness altogether and simply assignperformance. In this case, ranks for the above indicators (I—-
the mean ice thickness predicted by a scaling relation tdV) are assigned to the ensemble of point-to-point deviations
the whole glacier. For the scaling relation, we use the formof the various models (last row of box plots in Fig. 7; same
hDcA 1 whereh(m)andA (km?) are the mean ice thick- weight between test cases ensured). The ranks for the four
ness and the area of the glacier respectively. The paramendividual indicators are then averaged to obtain the overall
tersc and are set tac D 0:034 and D 1:36 for glaciers  rank (Table 4). In contrastto the rst option, this ranking does
(Bahretal., 2015) and toD 0:054 and D 1:25forice caps not consider the test cases individually and does not account
(Radit and Hock, 2010). The values of parametehave a  for the number of considered test cases. A model considering
strong theoretical foundation (Bahr et al., 1997, 2015), whilstonly one test case but performing perfectly on it, for example,
c is a free parameter. Since the relation betweemdh is would score highest.
linear, it must be noted that as long as the distribution isf The ranking result of every model on a case-by-case ba-
symmetric and as long as the value chosercfoorresponds  sis is given in Table S3. The distributions of the deviations
to the mean of that distribution, the results of the above re-between modelled and measured ice thicknesses for every
lation correspond to the maximum likelihood estimator for model and considered test case are given in Figs. 7 and S2.
the mean of the distribution df. In other words, randomly  Similarly as noted during the discussion of the last section
sampling different values far would increase the spread of (Sect. 5.2), the rankings do not suggest a performance advan-
our estimates but not its mean. tage in any of the ve model categories introduced in Sect. 4.
This simple model deviates from the measured ice thick- Combined over the two rankings, the model Brinkerhoff-
ness by 42 59 %, which is a spread (bias) more than twice v2 scores highest (third and rst rank respectively). The good
(4 times) as large as estimated for the average composites gtore is mainly driven by the comparatively small model
the model ensemble (1024 %). This result is reassuring as spread (IQR and 95%Cl) and bias (Table 4). The small
it suggests that the individual models have actual skill in es-model bias ( 3% average deviation), however, arises from
timating both the relative ice thickness distribution and thea partial compensation between positive bias for glaciers
total glacier volume of individual glaciers. The negative sign (C5 %) and negative bias for the synthetic case22 %)
of the bias — which is consistent with results obtained from a(Table 4). Unfortunately, the model did not consider any ice
comprehensive data set in Norway (Andreassen et al., 2015)ap, thus hampering any statement on model performance in
— should not be overinterpreted, since a different choice forthis particular setting. Ice caps were not considered mainly
c could be used to alter it. It has again to be noted, howeverpecause of the absence of the necessary data.
that this would not reduce the spread in the results and that Apart from the model Brinkerhoff-v2, the rst positions
for real-world applications the value ofs unknown. Ingen-  in the rst ranking are occupied by models that consider a

eral, a site-speci c calibration af would be required. large number of test cases (Table 3). The model by Maussion
is rated highest. Similar to Brinkerhoff-v2, the good result
5.3 Individual model performance is driven by the small IQRs and 95 % Cls, in particular for

glaciers and ice caps. In the second ranking, the model is
The considerations in the previous section refer mainly toseverely penalized (11th rank) for its large bias36 % on
the average composite ice thickness provided by the ensermaverage; Table 4). The bias is particularly prominent in the
ble of models. Running a model ensemble, however, can bease of ice caps and the synthetic cased and 45%
very impractical. This opens the question on whether indi-average deviation respectively) and may be related to the
vidual models can be recommended for particular settingsfact that the Maussion model was developed and calibrated
or whether a single best model can be identi ed. by using data from valley glaciers only. For the synthetic
To address this question, we propose two separate rankcases in particular, the calibration with real-world glaciers
ings. Both are based on the (l) average, (II) median,(i.e. cases that include sliding) seems to be a likely expla-
(1) interquartile range, and (IV) 95 % con dence interval nation for a systematic underestimation of the ice thickness.
(95 % CI) of the distribution of the deviations between mod- This, however, appears to be only a partial explanation, as
elled and measured ice thicknesses (Fig. 7). such a negative bias is apparent for most approaches, i.e.
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Figure 4. Comparison between estimated and measured bedrock topographies. For every test case, a longitudinal pro le showing the glacier
surface (thick black line), the bedrock solution of individual models (coloured lines), the average composite solution (thick green line), and
the available GPR measurements (black-encircled red dots) are given. The coloured squares on the upper left of the panels indicate whict
models provided solutions for the considered test case (see legend on the right margin for colour key). The location of the pro les are shown
on the small map on the bottom left of the panels (red), and the beginning of the pro le (blue dot) is to the left. Available ice thickness

measurements are shown in grey.
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Figure 5. Same as Fig. 4, for a series of cross-sectional pro les.
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Figure 6. Effect of merging individual model solutions. For every test case, the distribution of the deviations between modelled and measured
ice thicknesses is shown for the case in which (i) the individual point-to-point comparisons of all available solutions are pooled (grey box
plots), (ii) only the provided single best solution is considered (blue box plots), and (iii) the deviations are computed from the average
composite thickness of all model solutions (green box plots). Deviations are expressed relative to the mean ice thickness. The best single
solution is computed by summing the ranks for the (a) average deviation, (b) median deviation, (c) interquartile range, and (d) 95 % con dence
interval. The distributions of the deviations when grouping glaciers, ice caps, and synthetic glaciers separately are additionally shown, as are
the results when grouping all test cases together (ALL). When forming the groups, point-to-point deviations for every test case are resampled
so that every test case has the same weight. The last box plot to the right refers to the case in which the mean ice thickness is predicted b
volume-area scaling (see Sect. 5.2). The upper part of the panel provides the number of considered model solutions and the model providing
the single best solution (see Fig. 4 for colour key; the number refers to the model category according to Sect. 4). Box plots show minimum
and maximum values (crosses), the 95 % con dence interval (whiskers), the interquartile range (box), and the median (lines within box).

also for approaches that explicitly assumed no sliding (e.g. The dif culty in correctly interpreting the overall model
GCbedstress, Morlighem; see Supplement Sect. S1). bias is well illustrated in the case of the Linsbauer model: the
In general, the model bias can be interpreted as an indimodel yields the smallest bias over the entire set of consid-
cator for the performance of the models in reproducing theered test cases (L % on average) but is the result of a com-
total glacier ice volume. The latter is not discussed explic-pensation between (a) a moderate negative bias for glaciers
itly as the computation of a “measured volume” would needand the synthetic test cases (both6 %) and (b) a large pos-
the available measurements to be interpolated over large distive bias for ice capsG91 %).
tances. Seven of the considered models show a bias of less Together with Brinkerhoff-v2, the model Farinaotti is the
than 8% (Table 4). An interesting case in this respect issecond one included in the rst ve places of both rankings
given by the model by Gantayat et al. (2014), which yields (ranks 4 and 5 respectively; Tables 3 and 4). The relatively
small biases (4 and 8 %) for both considered implemen- high ranking is due to a combination of comparatively high
tations (Gantayat and RAAJgantayat respectively). The relamodel performance (small bias and spread) and large number
tively low overall ranks assigned to these models (ranks 10of considered test cases. The consideration of all test cases,
and 14 in the rst ranking, ranks 3 and 12 in the second re-however, should not be interpreted as capability of handling
spectively) are an expression of the relatively small numberdarge samples of glaciers in this case. The application of the
of considered test cases ( rst ranking) and the relatively largemodel, in fact, requires a signi cant amount of manual in-
model spread (second ranking). Of interest is also the obsemput (see Sect. 4). This is in contrast to the fully automated
vation that the version of the model considering multiple ow methods of Maussion, Huss, and Machguth. In this respect
lines (Gantayat-v2) yields a signi cantly higher bias32% it is interesting to note that the model by Huss slips from
on average) than the approach based on elevation bands, dite second rank in the rst ranking to the eighth in the sec-
spite a moderate decrease in model spread. The increase asid one. The relatively low score in the second ranking is
particularly visible for real-world glaciers, for which the bias mainly an expression of the comparatively large con dence
changes fronC4 to 61 %. This might hint at the dif culty  intervals (Table 4). Combined over the two rankings, how-
in correctly subdividing a given glaciers into individual ow ever, the model can be considered as the best amongst the
lines and could be an indication that the rather mechanistidully automated approaches.
procedure used in this case (see Supplement Sect. S1.6) is The model GCbedstress ( fth and sixth in the two rank-
insuf cient for achieving a sensible subdivision. ings) ranks highest when only ice caps are considered. The
average deviation of 3 17 % indeed suggests a very high
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Figure 7. Difference between estimated and measured ice thicknesses. For every test case (rows) and every model (columns; ordered accorc
ing to the categories de ned in Sect. 4), the distribution of the point-by-point deviations between estimated and measured ice thicknesses is
shown. Differences are expressed relative to the mean ice thickness (e.g. a 100 % deviation means that the modelled ice thickness deviate
from the measured one by one mean ice thickness). Circles indicate that no solution was submitted. Box plots show the 95 % con dence
interval (whiskers), the interquartile range (box), and the median (lines within box). The box plots are squared to facilitate the comparison
within models and within test cases. Note the scale bars in the bottom right corner.
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stress-based approaches, (4) velocity-based approaches, and
(5) other approaches outside of the previous categories. The
189 solutions submitted in total provided insights into the
performance of the various models and the accuracies that
can be expected from their application.

The submitted results highlighted the large deviations be-
tween individual solutions and even between solutions of the
same model category. The local spread often exceeded the lo-
cal ice thickness. Caution is thus required when interpreting
the results of individual models, especially if they are ap-
plied to individual sites. Substantial improvements in terms
of accuracy, however, could be achieved when combining the
results of different models. Locally, the mean deviation be-
tween an average composite solution and the measured ice
thickness was on the order of 1024 % of the mean ice
thickness (1 estimate). This hints at the random nature of
individual model errors, and suggests that ensembles of mod-
els could help in improving the estimates. For applications at
the large scale — such as the estimation of the ice thickness
distribution of an entire mountain range and beyond — reduc-
ing the uncertainties through such a strategy will be challeng-
ing, as only few models are currently capable of operating at
the regional or global scale.

Although no clear pattern emerged for the performance
of individual model categories, the intercomparison allowed
statements about the performance of individual models. The
model Brinkerhoff-v2 was detected as the best single model,
with average deviations for real-world glaciers on the order
of 3 27%. Some caution has to be expressed, however,
since the model considered only about half of the provided
test cases and was not applied to any ice cap. The model
Huss scored highest amongst the automated methods capa-
ble of handling large sets of glaciers. With average deviations
of 14 35%, the approach ranged mid-way when consid-
ering point-to-point deviations from measurements. For ice
caps, the model GCbedstress showed very promising results
(average deviations of 317 %), although generalizing this
observation would be speculative, as the approach considered
only one test case. For ice caps, particularly large differences
between individual models were detected in the proximity of
ice divides. This calls for improvements in how models treat
these regions.

Somewhat surprisingly, models that include SMBh=@1
or surface ow velocity elds in addition to the glacier out-
line and DEM did not perform better when compared to
approaches requiring less data, in particular for real-world
cases. Inconsistencies between available data sets — which
are often acquired with very different techniques, spatial
footprints, and temporal resolutions — appeared to be the
most likely cause. Although it must be noted that the set
of considered synthetic cases was generated upon the same
theoretical knowledge as the approaches used for ice thick-
ness inversion, the generally better model performance for
these cases supports the previous hypothesis. In the synthetic
cases, in fact, input data were known precisely, i.e. without
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observational errors. This highlights the importance for mu-The Supplement related to this article is available online

tually consistent data sets and suggests that improved obseat doi:10.5194/tc-11-949-2017-supplement.

vational capabilities could help to improve the performance

of the next generation of ice thickness estimation methods.
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