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Abstract

The emerging role of energy prosumers (both producers and consumers) enables a more flexible and localised structure of energy
markets. However, it leads to challenges for the energy scheduling of individual prosumers in terms of identifying idiosyncratic
pricing patterns, cost-effectively predicting power profiles, and scheduling various scales of generation and consumption sources. To
overcome these three challenges, this study proposes a novel data-driven energy scheduling model for an individual prosumer. The
pricing patterns of a prosumer are represented by three types of dynamic price elasticities, i.e., the price elasticities of the generation,
consumption, and carbon emissions. To improve the computational efficiency and scalability, the heuristic algorithms used to solve
the optimisation problems is replaced by the convolutional neural networks which map the pricing patterns to scheduling decisions
of a prosumer. The variations of uncertainties caused by the intermittency of renewable energy sources, flexible demand, and
dynamic prices are predicted by the developed real-time scenarios selection approach, in which each variation is defined as a
scenario. Case studies under various IEEE test distribution systems and uncertain scenarios demonstrate the effectiveness of our
proposed energy scheduling model in terms of predicting scheduling decisions in microseconds with high accuracy.

Keywords: convolutional neural networks, data analytics, energy scheduling, prosumers, renewable energy, smart grids.

1. Introduction

The advances of smart grids and smart metering enable in-
creasing number of consumers in distribution networks to pro-
duce or store energy using distributed renewable energy sources
(RESs) and storage devices, which leads to a new role: energy
prosumers [1]. The types of prosumers include the residential,
commercial, and industrial users, who actively produce energy
on-site, and strategically store energy, or shift/curtail demand
in response to the dynamic electricity pricing signals. Although
the engagement of prosumers enables the transition of energy
markets towards more flexible and localised structures, a num-
ber of challenges have drawn attentions for the research in re-
cent years: 1) How dynamic electricity pricing signals affect the
generation and consumption of prosumers; 2) How to design
a reliable energy scheduling model under uncertainties caused
by the distributed RESs, flexible demand, and dynamic pric-
ing signals; and 3) How to exploit substantial volumes of the
useful metering data from prosumers’ promises for enhancing
the energy scheduling model to be scalable for various types of
prosumers.

The effects of dynamic electricity pricing signals on the gen-
eration and consumption, i.e., pricing patterns of a prosumer,
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have been well documented in the literature. Venizelou et al.
[2] investigated the effects of time-of-use pricing signals on
a group of prosumers through capturing the peak to off-peak
elasticity of these prosumers. Le et al. [3] categorised the pro-
sumers as elastic pricing patterns and non-controllable pricing
patterns. Based on these two categorises, a transactive mech-
anism was proposed enabling the non-controllable prosumers
to trade their power deviations from schedules with the elas-
tic prosumers. In [4], the pricing patterns categorised by the
reliability levels of prosumers were analysed by using the dy-
namic elasticity yielded from the historical data and real-time
preferences of an individual prosumer. While the current works
have intensively investigated the pricing patterns by analysing
the dynamic elasticities from the metering data of prosumers,
there are great opportunities to further investigate how the id-
iosyncratic pricing patterns of an individual prosumer affect its
energy scheduling decisions.

Given limited budgets of the small or medium sized pro-
sumers for their energy predictions [5], recent works have fo-
cused on cost-effectively incorporating an uncertain prediction
into the energy scheduling model. The uncertainties of an en-
ergy prosumer are primarily caused by the intermittency of
RESs, flexible demand, and volatility of dynamic electricity
prices [6]. Using a set of scenarios is a statistical approach for
predicting the variations of uncertain variables [7], by which
each variation of an uncertain variable is defined as a scenario.
The scenarios are generated from the probabilistic distributions
of the historical data of an uncertain variable by using sam-
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pling approaches, such as the Monte Carlo simulation and Latin
hypercube sampling. Ahn et al. [8] examined the impacts of
uncertainties caused by the solar generation and demand using
both the deterministic model and Monte-Carlo based stochastic
model, and found the deterministic model would underestimate
the operating costs compared to the stochastic model. Santos
et al. [9] incorporated the scenarios of the RESs and demand
generated by the Monte Carlo simulation into the long-term
planning problem. However, the Monte Carlo simulation would
raise the computational burdens since the random sampling re-
sults in high standard deviations. This can be overcome by the
Latin Hypercube sampling through using the space-filling to re-
duce the standard deviations. Mavromatidis et al. [10] imple-
mented the Latin Hypercube sampling based uncertainty anal-
ysis into the cost minimisation problem of distributed energy
systems. In [11], the uncertainties caused by the RESs, loads,
and transaction prices were analysed by using scenarios gener-
ated by the Latin Hypercube sampling. These scenarios were
considered into a cost minimisation problem of a multi-energy
microgrid. Although the research efforts have been dedicated to
improving the predicting accuracy of scenarios, the potential of
enhancing the adaptability of scenarios to real-time operations
of prosumers has not been well explored.

The advanced information and communication technologies
of the smart grid and smart energy system enable substantial
volumes of useful metering data to be produced from pro-
sumers’ promises. Using learning approaches is an efficient
way for exploiting this metering data, in order to support the au-
tomatic decision making and interoperability of prosumers [12].
The learning approaches can enhance the energy scheduling
model of prosumers through 1) improving the model scalability
to adapt multi-source data from various types of prosumers, 2)
reducing the computational complexity for the approaches of
using heuristic algorithms to solve the energy scheduling prob-
lem, and 3) extracting key patterns of prosumers, e.g., pricing
patterns, from high-dimensional data sources consisting of var-
ious time horizons (e.g., hourly or daily) and features (e.g., gen-
eration, consumption, or carbon emissions).

For improving the model scalability, learning approaches
only require historical data to generate feature representations
for various scales of prosumers, without the need of prede-
fined parameters and formulations. In [13], a data-driven urban
energy simulation framework was proposed through using the
residual neural networks, which is adaptable to multiple spatial
and temporal scales in terms of accurately predicting the urban
scale energy consumption. For the reduction of the computa-
tional complexity, the step of solving optimisation problems of
the energy scheduling can be assisted or replaced by learning
approaches. This is because the learning approaches can map
the input parameters to the optimal scheduling decisions in a
computation-free manner through learning from the historical
data. Yang et al. [14] proposed an approximate model pre-
dictive control for the energy scheduling of buildings through
using a dynamic feedback machine learning model. This ap-
proximate model predictive control was proved to significantly
reduce the computational burdens of solving the optimisation
problem. Mocanu et al. [15] combined the reinforcement learn-

ing with the deep learning to perform the online optimisation of
the building energy scheduling. For extracting patterns from
high-dimensional data sources, the deep approximation archi-
tectures, e.g., the deep neural networks (DNNs), convolutional
neural networks (CNNs), recurrent neural networks (RNNs),
and long short term memory (LSTM), can be trained to gen-
eralise key patterns through stacking multiple layers of feature
representations. These approximated general patterns can be
scaled to high-dimensional input spaces. It is particular for
the CNNs which are capable of recognising patterns from high-
dimensional array inputs, since multiple filters of each convolu-
tional layer can capture the temporal and spatial correlations of
input arrays. Claessens et al. [5] combined the CNNs with the
reinforcement learning to extract the state-time features of resi-
dential loads from the high-dimensional data of heterogeneous
demand flexibility sources. Du et al. [16] designed the CNNs to
extract both topological patterns of the power flows and uncer-
tain patterns of RESs from high-dimensional scenarios. Nev-
ertheless, there is still a lack of a model which involves all the
aforementioned three functions into the energy scheduling of
prosumers, i.e., using the learning approaches to improve the
computational efficiency and extract intrinsic features of vari-
ous scales of prosumers.

This paper proposes a novel data-driven energy scheduling
model by using the CNNs to improve the computational effi-
ciency and map the pricing patterns to potential energy schedul-
ing decisions of a prosumer, under various uncertain scenarios.
This paper offers the following key contributions:
• A novel approach of pricing patterns processing is devel-

oped to analyse the local features, temporal transient features,
and the correlation of dynamic price elasticities. By exploit-
ing the pattern recognition capability of the CNNs, how these
intrinsic features affect individual prosumers’ scheduling deci-
sions is investigated.
• The machine learning approaches are implemented to im-

prove the scalability and computational efficiency of the energy
scheduling model compared to solving the optimisation prob-
lem by the heuristic algorithms.
•A real-time scenarios selection approach is for the first time

developed to adapt scenarios with dynamic operations of pro-
sumers, by which each scenario provides a possible energy pro-
file to be scheduled, and the scheduling decisions provide an
update for the scenarios set.
• Case studies verify that the proposed energy scheduling

model improves the accuracy of making optimal scheduling de-
cisions with the reduced computational complexity, under vari-
ous IEEE test systems and uncertain scenarios. The connection
between the intrinsic features of dynamic price elasticities and
scheduling results is demonstrated.

The rest of this paper is organised as follows: Section 2 intro-
duces an overview framework for implementing the proposed
energy scheduling model. The training phase of the energy
scheduling model is detailed in Section 3 to describe how to use
the uncertain scenarios, pricing patterns, and optimal schedul-
ing decisions for training the neural networks. The deploying
phase of the energy scheduling model is detailed in Section 4 to
describe the real-time scenarios selection and energy schedul-
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ing for an individual prosumer. Section 5 provides case studies
under various learning approaches and IEEE test distribution
systems to verify the proposed approaches. Section 6 concludes
this paper and lists the future work.

2. Framework

The objective of this research is to design an effective data-
driven energy scheduling model by using learning approaches
to reduce computational complexity and capture pricing pat-
terns of an individual prosumer. The type of a prosumer could
be a residential, commercial, or industrial user in distribu-
tion networks. The proposed model is used for day-ahead en-
ergy scheduling to help a prosumer make optimal decisions for
the next day, through analysing the metering data of this pro-
sumer. This section introduces the overall framework of energy
scheduling, consisting of a training phase and deploying phase,
as presented in Fig. 1.

Fig. 1. Framework of the proposed energy scheduling, consisting of a training
phase and deploying phase. At the training phase, manufacturers use historical
data to train the designed neural networks after data pre-processing, i.e., scenar-
ios analysis, pricing patterns processing, and preferences optimisation. At the
deploying phase, a prosumer uses trained neural networks to predict optimal
scheduling decisions.

At the training phase, a prosumer’ s historical data is stored
in the data warehouse, and used by the manufacturer of the
energy scheduling model to train the neural networks under
a supervised learning mode. Uncertainties caused by the in-
termittency of the distributed RESs, flexible demand, and dy-
namic prices are analysed by the developed scenarios analy-
sis approach. The intrinsic features of an individual prosumer
represented by dynamic price elasticities are processed as elas-
ticity arrays by using the designed pricing patterns processing
approach. The uncertain scenarios and elasticity arrays are used
as training inputs. The training labels are optimal decision vari-
ables yielded from solving the preferences optimisation prob-
lems. These preferences are predefined by the users, such as

saving electricity bills, improving comfort levels, or reducing
generating costs.

At the deploying phase, the energy scheduling model with
trained neural networks is deployed to an individual prosumer’
s premise. With the real-time metering data from a prosumer,
the scheduling model automatically makes optimal scheduling
decisions, and sends these optimal decisions to the controller
which controls both generators and loads.

3. Training phase of energy scheduling model

In this section, the training phase of the proposed energy
scheduling model is discussed. The flowchart of the training
phase is shown in Fig. 2, with specific procedures explained as
follows:

Step 1 (Scenarios Analysis): The historical metering data of
a prosumer is collected and processed by the approach of sce-
narios analysis for augmenting data samples and predicting po-
tential variations of uncertain variables (details are described in
Section 3.1).

Step 2 (Pricing Patterns Processing): The dynamic price
elasticities of generation, consumption, and carbon emissions
are calculated and processed as elasticity arrays by the proposed
approach of pricing patterns processing, in order to represent in-
trinsic features of a prosumer (details are described in Section
3.2).

Step 3 (Preferences Optimisation): Each of the generated
scenarios is used as inputs of the preferences optimisation prob-
lem. The problem is solved by the heuristic algorithm to yield
optimal scheduling decisions (details are described in Section
3.3).

Step 4 (Training Neural Networks): The designed neural net-
works are trained through using the processed scenarios and
elasticity arrays as inputs, and optimal scheduling decisions as
training labels (the architecture of designed neural networks is
described in Section 3.4).

Fig. 2. Flowchart of the training phase of the energy scheduling model. Histor-
ical data is processed by the scenarios analysis and pricing patterns processing
approaches as training inputs of developed neural networks. The training labels
are optimal scheduling decisions yielded by solving the preferences optimisa-
tion problems.

3.1. Scenarios analysis
At the training phase, the scenarios analysis aims at: 1) data

augmentation to avoid the overfitting problem caused by limited
samples; 2) predicting potential variations of uncertain vari-
ables. Each generated scenario represents a possible variation
of uncertain variables. Let I and K denote the index sets of
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generators and loads of a prosumer, respectively. The power
generation of the generator i ∈ I at the scheduling time t is
denoted by pi,t. The power consumption of the load k ∈ K at
the scheduling time t is denoted by pk,t. The retail electricity
price at the scheduling time t is denoted by πt. For simplicity,
pi,t, pk,t, and πt are represented by an uncertain variable pt in
this subsection. The scenarios are generated through the fol-
lowing two procedures, i.e., the kernel density estimation and
Latin Hypercube sampling:

First, accurately evaluating the distributions of uncertain
variables is a prerequisite for the scenarios generation. A non-
parametric estimation which only relies on historical data can
capture the stochastic feature of the distributed RESs, flexible
demand, and dynamic prices, without the need of pre-assumed
distributions and parameters as in the parametric estimation.
This research therefore uses the approach of the non-parametric
kernel density estimation [17] to estimate the probability den-
sity function of uncertain variables. The unknown density func-
tion of the uncertain variable pt is then fitted from the set of
historical data as

f̃ (pt) :=
1

|M| · ς
∑
m∈M

fkernel

( pt − pt,m

h

)
, (1)

where f̃ (·) is the estimated kernel density function of the un-
certain variable pt,M is the index set of the historical metering
data, |M| is the total number of the historical metering data,
pt,m is the data sample m ∈ M of the uncertain variable pt, ς is
the bandwidth smoothing parameter, and fkernel (·) is the kernel
function. Gaussian kernel function is used due to its high accu-
racy [18]. The kernel function is placed around each historical
data pt,m to construct f̃ (pt) by the sum of |M| kernels as shown
in Fig. 3 (a).

Fig. 3. Schematic illustrations of the kernel density estimation in (a) and Latin
Hypercube sampling in (b). In (a), the kernel function fkernel is placed around
each historical data pt,m. The estimated kernel density function f̃ (pt) is con-
structed by the sum of |M| kernels. In (b), the value range of the cumulative
density function fcumul (pt) is equally divided into |X| subintervals. Through
random sampling from each subinterval, the scenario pt,x can be obtained by
the inverse function of fcumul (pt) |pt=pt,x .

Second, with the estimated density function, the Latin Hyper-
cube sampling [19] is implemented to produce scenarios. LetX
denote the index set of scenarios and |X| denote the number of
scenarios. To generate the desired |X| scenarios, the value range
of the cumulative density function, i.e., [0,1], is equally divided
into |X| subintervals. The scenario x ∈ X of the uncertain vari-
able pt, denoted by pt,x, is generated from each subinterval by
using the Latin Hypercube sampling as

fcumul (pt) |pt=pt,x :=
(

1
|X|

)
· ϑ + x − 1

|X| , (2)

where fcumul (pt) is the cumulative density function of the un-
certain variable pt calculated by the integral of f̃ (pt), and
ϑ ∈ [0, 1] is a random variable following the uniform distri-
bution. The value of a scenario can be calculated by the inverse
function as

pt,x = f −1
cumul

[
fcumul (pt) |pt=pt,x

]
. (3)

The occurrence probability of pt,x can be obtained as

Pr(pt,x) =
1
|X| , (4)

where Pr
(
pt,x

)
is the occurrence probability of the scenario pt,x.

The schematic illustration of the Latin Hypercube sampling is
presented in Fig. 3 (b).

3.2. Pricing patterns processing

The effects of the real-time electricity pricing signals on the
generation, consumption, and carbon emissions can be pro-
cessed to corresponding three types of dynamic price elastic-
ities. To facilitate the discussion, the following two concepts
from microeconomics [20] are introduced:
• Price Elasticity: The price elasticity describes the relative

changes in the supply/demand of a product resulting from a
change in the price of this product.
• Elastic/Inelastic Product: In the microeconomics, when the

absolute value of the elasticity of a product (e.g., electricity
in the context of our research) is greater than 1, this product
is elastic, which means that when the price changes, the de-
mand/supply of this product has a dramatic change, e.g., for
luxuries. By contrast, when the absolute value of the elasticity
of a product is less than 1, this product is inelastic, which means
that when the price changes, the demand/supply of this prod-
uct does not change dramatically, e.g., for necessities. For the
same product, when the price increases, this product becomes
elastic, which means that this product tends to be replaced by
alternatives. By contrast, when the price decreases, this prod-
uct becomes inelastic, which means that the dependency on this
product raises.

The pricing patterns are processed through the following two
procedures, i.e., the elasticity calculation and elasticity arrays
generation:

First, formulations used to calculate three types of elasticities
are introduced. A prosumer’s response to the change in the real-
time electricity prices depends on the considered time horizon.
Since our research focuses on the day-ahead energy schedul-
ing in the half-hour time interval, the scheduling horizon would
be 48 half-hour time intervals. Let T denote the index set of
the scheduling time and ∆t denote the scheduling time interval.
We have (∆t,|T |)=(0.5,48). Let pi,t,x and pk,t,x denote the power
generation of the generator i and consumption of the load k of
the scenario x at the scheduling time t, respectively. The afore-
mentioned three types of elasticities can be defined as follows:
• Price elasticity of generation: When the electricity prices

change from πta,x at the scheduling time ta to πtb,x at the schedul-
ing time tb, a prosumer’s total power generation of the scenario

5



x correspondingly changes from
∑

i∈I pi,ta,x to
∑

i∈I pi,tb,x. The
price elasticity of generation between ta and tb is defined as

ξpi,x (ta, tb) :=

∑
i∈I

pi,ta,x − pi,tb,x

pi,ta,x

 · ( πta,x

πta,x − πtb,x

)
,∀ta, tb ∈ T ,

(5)
where ξpi,x (·) is the function of the price elasticity of generation
between any two scheduling time.
• Price elasticity of consumption: When the electricity prices

change from πta,x at the scheduling time ta to πtb,x at the
scheduling time tb, a prosumer’s total power consumption of
the scenario x correspondingly changes from

∑
k∈K pk,ta,x to∑

k∈K pk,tb,x. The price elasticity of consumption between ta and
tb is defined as

ξpk,x (ta, tb) :=

∑
k∈K

pk,ta,x − pk,tb,x

pk,ta,x

 · ( πta,x

πta,x − πtb,x

)
,∀ta, tb ∈ T ,

(6)
where ξpk,x (·) is the function of the price elasticity of consump-
tion between any two scheduling time.
• Price elasticity of carbon emissions: There are two portions

of incurred carbon emissions when a prosumer uses electricity:
1) When a prosumer consumes electricity from the utility grid,
carbon emissions will be caused by the generation from tra-
ditional fossil-fuel based power plants, e.g., coal and gas. 2)
When a prosumer uses distributed biomass or diesel genera-
tors, carbon emissions will be caused by its on-site generation.
These two portions of carbon emissions can be described as the
first and second terms of the following equation.

rt,x = putility,t,x · ρutility +
∑
i∈I

pi,t,x · ρi,∀t ∈ T , x ∈ X, (7)

where rt,x is the carbon emissions rate of a prosumer’s scenario
x at the scheduling time t in the unit of kg/h, putility,t,x is the
power imported from the utility grid by a prosumer’s scenario
x at the scheduling time t, ρutility is the average carbon inten-
sity of all generation sources from the utility grid in the unit of
kg/kWh, and ρi is the carbon intensity of a prosumer’s own gen-
erator i. The first term of Eq. (7) only holds when putility,t,x > 0.

As a part of the generating costs, the carbon cost affects the
retail electricity prices. To consider this impact, we define the
elasticity of carbon emissions in electricity price. When the
electricity prices change from πta,x at the scheduling time ta to
πtb,x at the scheduling time tb, a prosumer’s total carbon emis-
sions rate of the scenario x correspondingly changes from rta,x

to rtb,x. The price elasticity of carbon emissions between ta and
tb is defined as

ξrx (ta, tb) :=
(

rta,x − rtb,x

rta,x

)
·
(
πta,x

πta,x − πtb,x

)
,∀ta, tb ∈ T , (8)

where ξrx (·) is the function of the price elasticity of carbon
emissions between any two scheduling time.

Next, how to process the calculated three types of elasticities
as elasticity arrays is introduced. Each type of these three price
elasticities includes both the self-elasticity and cross-elasticity.

The self-elasticity relates the generation, consumption, or car-
bon emissions during a half-hour to the electricity price dur-
ing the same half-hour. The cross-elasticity relates the gener-
ation, consumption, or carbon emissions during a half-hour to
the electricity price during another half-hour. In the context of
our research, the energy scheduling implies that a prosumer re-
duces its generation and consumption during some half-hours
and increases them during others, which corresponds to the
cross-elasticity as indicated in Eqs. (5), (6), and (8). For this
reason, the self-elasticity is set as zero. If this scheduling is
within the scheduling horizon |T |, i.e., 48 half-hour time in-
tervals. Each type of self-elasticity and cross-elasticity can be
arranged into a 48×48 matrix, and three types of elasticities can
be arranged into a 48×48×3 array as shown in Fig. 4, denoted
as Φx (ta, tb,Ξ), ∀ta, tb ∈ T , where Ξ =

[
ξpi,x , ξpk,x , ξrx

]
indicates

three types of price elasticities.

Fig. 4. Schematic illustration of a 48×48×3 array Φx (ta, tb,Ξ), ∀ta, tb ∈ T ,
Ξ =

[
ξpi,x , ξpk,x , ξrx

]
.

In each 48×48 matrix, the diagonal elements represent the
self-elasticities and off-diagonal elements represent the cross-
elasticities. Each row ta (or column tb) indicates how a change
in the electricity price during one half-hour time interval im-
pacts the generation, consumption, or carbon emissions dur-
ing every half-hour time interval within the scheduling hori-
zon. Since a price elasticity from the scheduling time ta to the
scheduling time tb does not equal to that from the scheduling
time tb to the scheduling time ta according to Eqs. (5) (6) and
(8), each matrix is asymmetric with respect to its diagonal.

The role and importance of elasticity arrays include 1) repre-
senting intrinsic features of an individual prosumer in respond-
ing to dynamic electricity prices, defined as the pricing patterns,
2) enabling our proposed model to map the intrinsic features of
an individual prosumer to potential scheduling decisions, 3) en-
abling the designed CNN to extract the local feature, temporal
transient feature, and correlation of elasticities from the elastic-
ity arrays through exploiting the pattern recognition capability
of the CNN, 4) normalising the scale difference between the
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power (in the unit of kW) and carbon emissions (in the unit
of kg), since three types of elasticities have the same value
range, and 5) helping improve the accuracy of designed learn-
ing model.

Remark 1: To help readers visualise the elasticity arrays. The
48×48×3 elasticity array is presented as an image, by which the
‘48×48’ corresponds to the ‘length×width’ and ‘3’ corresponds
to the ‘three colour channels (R G B)’ by proportionally scal-
ing up to the value range of the colour channel, i.e., [0,255].
Using the scheduling time ta and tb, we can locate the position
of a pixel at an image. In such an image, a brighter pixel indi-
cates a higher price elasticity, which means that given a certain
amount of the price change (increase/decrease) as an incentive,
the amount of generation, consumption, or carbon emissions
between the scheduling intervals indicated by ta and tb would
change dramatically through scheduling. By contrast, a darker
pixel indicates a lower price elasticity, which means that given a
certain amount of the price change as an incentive, the amount
of generation, consumption, or carbon emissions between the
scheduling intervals indicated by ta and tb would not change
dramatically through scheduling. Additionally, the correlation
of ξpi,x , ξpk,x , and ξrx is reflected by combining three colour chan-
nels, i.e., the colour overlay.

3.3. Preferences optimisation

The problem of preferences optimisation is only solved at
the training phase by manufacturers of the energy scheduling
model, based on the historical metering data and pre-defined
preferences of an individual prosumer. At the deploying phase,
the trained neural networks can replace the step of solving op-
timisation problems so as to help each prosumer automatically
make predicted optimal scheduling decisions. In our research,
the preferences of individual prosumers are instantiated as min-
imising the costs and carbon emissions of using electricity. The
following assumptions have been made when we consider a
prosumer’s energy scheduling:

Assumption 1: Since the generators and loads in the distri-
bution networks are nearby, and the generation from prosumers
is small relative to the total generation in power systems, the
transmission losses in the distribution networks are neglected.

Assumption 2: When a prosumer sells the electricity to the
utility grid, i.e., putility,t,x < 0, the selling price equals to the
electricity price at that scheduling time. The pricing design of
the electricity exchange between prosumers and the utility grid
is beyond the scope of our research.

Assumption 3: The energy storage devices are equipped
for individual prosumers to help them schedule the non-
dispatchable distributed RESs. Zero charging/discharging
losses are assumed for energy storage devices. For the pro-
sumers without the energy storage devices, the maximum stor-
age capacity and maximum charging/discharging rate can be set
as zero.

Firstly, from the economic perspective, a prosumer aims to
minimise the costs of using electricity by strategically modify-
ing the power exchange with the utility grid, generation, con-
sumption, and storage charging/discharging of each scenario.

The objective function of the costs of using electricity consists
of the cost of importing electricity from the utility grid, cost of
on-site generation, and cost of running storage devices, which
can be described as

fc
(
∆putility,t,x,∆pi,t,x,∆pk,t,x

)
:=

∑
t∈T

[ (
putility,t,x − ∆putility,t,x

)
· πt,x

+
∑
i∈I

(
pi,t,x − ∆pi,t,x

) · δi
+

∣∣∣∆ps,t,x

∣∣∣ · δs

]
· ∆t,

(9)
where fc (·) is the objective function of the costs of using elec-
tricity by a prosumer, ∆putility,t,x is the amount of modifying the
power exchange from the utility grid of a prosumer’s scenario
x at the scheduling time t, ∆pi,t,x is the amount of modifying
the generation by the generator i of a prosumer’s scenario x at
the scheduling time t, ∆pk,t,x is the amount of modifying the
consumption by the load k of a prosumer’s scenario x at the
scheduling time t, δi is the coefficient of the operating cost of
the generator i, ∆ps,t,x is the power charging/discharging rate
of a prosumer’s energy storage device of the scenario x at the
scheduling time t, and δs is the cost coefficient of the energy
storage devise. The operating costs include the costs of the op-
eration, maintenance, fuel, and carbon emissions (excluding the
costs of the pre-development, construction, decommissioning,
and waste). The coefficients of operating costs are evaluated
by the levelised cost of electricity generation (LCoE) [21]. The
storage costs include the costs of the operation, maintenance,
and charging/discharging (excluding the initial installed cost).
The coefficient of storage costs is evaluated by the levelised
cost of storage (LCoS) [22] which is a discounted cost per unit
of charged/discharged electrical energy.

The power dynamics of a prosumer’s energy storage device
can be described as

∆ps,t,x =
(
putility,t−1,x − ∆putility,t−1,x

)
−

∑
k∈K

(
pk,t−1,x − ∆pk,t−1,x

)
+

∑
i∈I

(
pi,t−1,x − ∆pi,t−1,x

)
,

(10)
where ∆ps,t,x · ∆t = st,x − st−1,x indicates the power charg-
ing/discharging when the value of ∆ps,t,x is positive/negative,
respectively, and st,x is the stored energy of a prosumer’s en-
ergy storage device of the scenario x at the scheduling time t.
There are two constraints for an energy storage device as
• Storage capacity constraint: The maximum storage capac-

ity is determined by the medium of storage devices [23]. The
stored energy should be restricted to certain limits as

0 ≤ st,x ≤ smax, (11)

where smax is the maximum storage capacity.
• Charging/Discharging rate constraint: The charg-

ing/discharging rate should be restricted below the maximum
limit as ∣∣∣∆ps,t,x

∣∣∣ ≤ ∆pmax
s , (12)
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where ∆pmax
s is the maximum charging/discharging rate. For

the prosumers without the energy storage devices, we have
smax = 0 and ∆ps,t,x = 0.

Secondly, from the environmental perspective, a prosumer
aims to minimise its total carbon emissions. Recall that ρutility is
the average carbon intensity of all generation sources from the
utility grid, and ρi is the carbon intensity of a prosumer’s own
generator i. The objective function of total carbon emissions
can be modelled as

fe
(
∆putility,t,x,∆pi,t,x,∆pk,t,x

)
:=

∑
t∈T

[ (
putility,t,x − ∆putility,t,x

)
· ρutility

+
∑
i∈I

(
pi,t,x − ∆pi,t,x

) · ρi

]
·∆t,

(13)
where fe (·) is the objective function of total carbon emissions
incurred by a prosumer. The first term of Eq. (13) holds when(
putility,t,x − ∆putility,t,x

)
> 0.

The power exchange, generation and consumption should be
restricted to certain limits considering the capacities of power
grids, generators and loads as

pmin
utility ≤ putility,t,x − ∆putility,t,x ≤ pmax

utility, (14)

pmin
i ≤ pi,t,x − ∆pi,t,x ≤ pmax

i , (15)

pmin
k ≤ pk,t,x − ∆pk,t,x ≤ pmax

k , (16)

where pmin
utility and pmax

utility are the minimum and maximum power
exchange levels of power grids, respectively, pmin

i and pmax
i are

the minimum and maximum power generation levels of the gen-
erator i, respectively, and pmin

k and pmax
k are the minimum and

maximum power consumption levels of the load k, respectively.
Therefore, the objectives of a prosumer are to minimise the

costs and carbon emissions of using electricity, with the deci-
sion variables of modifying the power exchange, generation,
and consumption of each scenario, which leads to a multi-
objective optimisation problem (MOP) as

min
∆putility,t,x,∆pi,t,x,∆pk,t,x

: { fc, fe} , (17)

s.t.: Eqs. (10) - (12) and (14) - (16).
A multi-objective immune algorithm [24] is used to solve the

preferences optimisation problem. The detailed concepts and
solution algorithms are provided in the Appendix A. The opti-
mal decision variables are subsequently used as training labels
to train the neural networks. The labels indicate how far the
predicted optimal scheduling decisions from the theoretical op-
timal ones.

3.4. Neural networks architecture

The designed neural networks consist of convolutional lay-
ers to extract intrinsic features from an elasticity array Φx, and
fully-connected layers to import the scenario information from

Fig. 5. Architecture of designed neural networks. The elasticity array is im-
ported to the convolutional layers. The scenario matrix is imported to the fully-
connected layers. The training output is the predicted optimal scheduling deci-
sions of a scenario.

a scenario matrix as

Px =



putility,1,x ... putility,t,x ... putility,|T |,x
p1,1,x ... p1,t,x ... p1,|T |,x
...

. . .
...

. . .
...

pi,1,x ... pi,t,x ... pi,|T |,x
...

. . .
...

. . .
...

p|I|,1,x ... p|I|,t,x ... p|I|,|T |,x
p1,1,x ... p1,t,x ... p1,|T |,x
...

. . .
...

. . .
...

pk,1,x ... pk,t,x ... pk,|T |,x
...

. . .
...

. . .
...

p|K|,1,x ... p|K|,t,x ... p|K|,|T |,x



. (18)

The processed inputs of the elasticity array and scenario matrix
are further merged by following fully-connected layers. The
training output is the matrix of the predicted optimal scheduling
decisions ∆P̂∗x which is in the same format as Eq. (18). The ar-
chitecture of the designed neural networks is presented in Fig.
5. This structure of paralleled neural networks has been vali-
dated as an efficient approach for extracting information from
both the matrix and array in [5]. The relationship between the
training input and output can be described as

∆P̂∗x = fnn (Px,Φx) , (19)

where fnn (·) is the relationship function parametrised by tuning
the neural networks.

The convolutional layers convolve an elasticity array with
multiple filters to extract the following three features as shown
in Fig. 6:
• Local Feature: The local feature of each type of price elas-

ticity within the filter size can be detected when the filter is on
a patch of the array. For instance, if the filter size is 5 × 5, the
local feature within every 5 consecutive scheduling intervals is
extracted.
• Temporal Transient Feature: The temporal transient feature

of each type of price elasticity can be detected when the filter

8



Fig. 6. Schematic illustration of the local feature, temporal transient feature,
and correlation of elasticities. The filter size is indicated by the yellow box.

slides through the array by strides. For instance, if the stride is
(24,24), the temporal transient feature over every 24 inconsec-
utive scheduling intervals, e.g., between the day and night, is
extracted.
• Correlation of Elasticities: The correlation of three types

of price elasticities can be detected when multiple filters simul-
taneously convolve three dimensions.

All these three extracted features are stacked as a feature map
and processed by further layers. The feature map of all filters
can be described as

Φmap = fReLU (W ·Φx + b) , (20)

whereΦmap is the array of the feature map, fReLU (·) is the acti-
vation function, W is the weight array, and b is the bias vector.
The rectified linear unit (ReLU) is used as the activation func-
tion.

As shown in Fig. 5, the function of pooling layers is to
progressively reduce the spatial size of the feature representa-
tions, so as to reduce the parameters and computational burden
of neural networks. Each convolutional layer is followed by
a pooling layer to downsample the feature map through using
the max pooling. In order to control the spatial size of convolu-
tional outputs, the same padding is used to pad the input of each
convolutional layer with zeros around the border. Over multiple
convolutional layers and pooling layers, a global feature map
is formed by integrating the feature representations from every
layer. The global feature map is subsequently converted to a
vector by a flatten layer and processed by fully-connected lay-
ers. The function of fully-connected layers is to further extract
feature representations from merged feature representations of
both the elasticity array and scenario matrix.

The overall algorithm of the training phase is shown in Al-
gorithm 1.

4. Deploying phase of energy scheduling model

This section introduces the deploying phase of the proposed
energy scheduling model. The flowchart of the deploying phase
is shown in Fig. 7. The detailed steps of the deploying phase
are given as follows:

Algorithm 1 Training phase of the energy scheduling model

input: historical data pt,m

1: generate |X| scenarios, each scenario pt,x with occurrence
probability Pr(pt,x) = 1/ |X|

2: for x = 1, ..., |X| do
3: process the elasticity array Φx (ta, tb,Ξ)
4: solve the preferences optimisation problem to obtain op-

timal decision variables ∆p∗x
5: train the neural networks as Eq. (19)
6: end for

output: trained neural networks fnn

Fig. 7. Flowchart of the deploying phase of the energy scheduling model. His-
torical data of a prosumer is dynamically updated by the real-time metering
data. The scenarios are selected by the real-time scenarios selection approach.
The processed scenario matrix and elasticity array are fed into trained neural
networks to yield the predicted optimal scheduling decisions.

Step 1 (Real-Time Scenarios Selection): The historical data
of a prosumer is dynamically updated by the real-time meter-
ing data. To provide a prosumer with an accurate prediction
that considers the uncertainties of the distributed RESs, flexible
demand, and dynamic prices for the following day, a real-time
scenarios selection approach is developed. This approach aims
to dynamically select the scenarios with current characteristics
of uncertainties and discard dated scenarios. Let pt,x and p′t,x
denote the scenarios generated from the historical data and up-
dated data, respectively. The occurrence probability of p′t,x is
updated as [25] by

Pr
(
p′t,x

)
= Pr

(
pt,x

)
+

1
|X| + 1

[
ϑPr − Pr

(
pt,x

)]
, (21)

where ϑPr ∈ {0, 1} is a binary value determined by

p
′∗
t,x = arg min

p′t,x
lx,x′ , (22)

where lx,x′ = pt,x − p′t,x is the distance between pt,x and p′t,x. If
p′t,x = p

′∗
t,x, ϑPr = 1 and the predicted error term

[
ϑPr − Pr

(
pt,x

)]
becomes positive to reinforce the previous probability; If p′t,x ,
p
′∗
t,x, ϑPr = 0 and the predicted error term becomes negative to

weaken the previous probability.
Step 2 (Pricing Patterns Processing): Elasticity array Φx is

processed by the pricing patterns processing approach.
Step 3 (Predicting Scheduling Decisions): The processed

scenario matrix and elasticity array are subsequently fed into
trained neural networks to yield the predicted optimal schedul-
ing decisions. The predicted optimal scheduling decisions are
subsequently examined by the constraints of the preference op-
timisation problem as Eqs. (10) - (12) and (14) - (16). Only
those predicted optimal scheduling decisions which satisfy the
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constraints are remained. The trained neural networks keep pre-
dicting optimal scheduling decisions until all the predicted op-
timal scheduling decisions are feasible.

Step 4 (Control): The controlling signals for the next day are
yielded by aggregating the predicted optimal scheduling deci-
sions of |X| scenarios, weighted by the occurrence probabilities
as

putility,t =
∑
x∈X

(
putility,t,x − ∆p̂∗utility,t,x

)
· Pr

(
putility,t,x

)
, (23)

pi,t =
∑
x∈X

(
pi,t,x − ∆p̂∗i,t,x

)
· Pr

(
pi,t,x

)
, (24)

pk,t =
∑
x∈X

(
pk,t,x − ∆p̂∗k,t,x

)
· Pr

(
pk,t,x

)
. (25)

The scheduling decisions are performed by a prosumer’s con-
troller and serve as the real-time data for the next day. This
real-time data is processed by the Step 1 cyclically.

The overall algorithm of the deploying phase is shown in Al-
gorithm 2

Algorithm 2 Deploying phase of the energy scheduling model

input: real-time data putility,t, pi,t, pk,t, and πt

1: use scenarios analysis approach to generate scenarios from
the updated data

2: for x = 1, ..., |X| do
3: update occurrence probabilities using Eqs. (21) and (22)
4: process the elasticity array Φx (ta, tb,Ξ)
5: while constraints in Eqs. (10) - (12) and (14) - (16) do

not hold do
6: use trained neural networks to obtain predicted opti-

mal scheduling decisions ∆P̂∗x
7: end while
8: end for
9: aggregate the predicted optimal scheduling decisions of |X|

scenarios as Eqs. (23), (24), and (25), and perform the
scheduling decisions

output: controlling signals putility,t, pi,t, pk,t

5. Case studies

This section introduces case studies to evaluate the proposed
model by comparing different learning approaches under vari-
ous IEEE test distribution systems and uncertain scenarios.

5.1. Simulation Setup
The simulations are performed by using a machine with the

IntelR CoreTM i9-9900K CPU at 3.60 GHz and a NVIDIA
GeForce RTX 2080 GPU. The proposed model is written in the
Python language by using the PyTorch. To improve the com-
putational efficiency, the training process is performed on the
GPU, and 8-core parallel computing is used during the scenar-
ios analysis, pricing patterns processing, and preferences opti-
misation. The simulations are repeated 10 times to eliminate
the randomness and outliers.

Since the scale of a prosumer varies from households, com-
munities, industries, to entire cities, to evaluate the scalability
of our proposed model, the modified IEEE 69-bus, 33-bus, and
18-bus distribution systems are adopted by our research, with
details provided in the Appendix B. Each prosumer possesses
multiple generation sources and loads, indicated by the dished
blue box in Fig. B.13 - Fig. B.15. Rather than focusing on topo-
logical structures of these distribution networks, our research
uses these distribution networks to reflect the scale change of
prosumers based on practical distribution networks, i.e., vari-
ous sources and loads in three standard IEEE distribution net-
works. The initial stored power is set as zero. The lithium en-
ergy storage model and cost coefficient studied in [26] is used.
The maximum charging/discharging rate is set as 300 kW and
maximum storage capacity is set as 2000 kWh according to the
model of distribution-scale energy storage device in [26]. The
half-hourly retail electricity prices obtained from the GB en-
ergy market [27] are used. The coefficients of operating costs
[21] and carbon intensities [28] are presented in Table 1.

Table 1 Coefficients of operating costs and carbon intensities

Source Diesel Wind Biomass Solar Storage
δi/δs (£/kWh) 0.123 0.015 0.080 0.009 0.135
ρi (kg/kWh) 1.69 0 0.05 0 0

The inputs of neural networks are separated into 70% of the
training set and 30% of the validation set with randomly sam-
pling. The data is preprocessed by the z-score normalisation
[29]. The Adam [30] is used as an optimiser to train the neural
networks for 50 epochs, with 4-size of the mini-batch, 1×10−4

of the initial learning rate, and 1×10−2 of the weight decay. The
learning rate will be reduced if no improvement of the accuracy
is seen for 5 epochs. To avoid the overfitting problem caused
by parameters of the deep structure, 0.1 of the dropout [31] is
used for each layer to randomly drop units. The mean squared
error (MSE) [32] is used as a performance metric to indicate
the learning losses. The training labels are used as a benchmark
to examine the training accuracy. The architecture of the de-
signed neural networks is shown in Table 2. These parameters
and structures are determined by the tradeoff between the accu-
racy and computational time. The impact of tuning parameters
and structures of the proposed model on the validation accuracy
is shown in Fig. 8.

5.2. Evaluation of the training phase

To test the convergence performance and learning accuracy,
our designed neural networks are compared with the following
deep approximation architectures, with other training parame-
ters remaining unchanged:
• RNNs: The convolutional layers of our designed neural net-

works are replaced by the RNNs with a 1024-node hidden layer.
Different from the CNNs to simultaneously convolve the 3 di-
mensions of an array, the RNNs can only import a matrix as an
input. Hence, the elasticity array is reshaped as a 48×(48 × 3)
matrix as shown in Fig. 9 (a). At each time step, the RNNs
import each row of this matrix and return a hidden state and an
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Table 2 Architecture of the designed neural networks

Layer Input size Output size Filter number Filter size Stride Padding
Convolution 1 48,48,3 48,48,32 32 5×5 (1,1) 2
Pooling 1 48,48,32 24,24,32 1 2×2 (2,2) 0
Convolution 2 24,24,32 24,24,64 64 3×3 (1,1) 1
Pooling 2 24,24,64 12,12,64 1 2×2 (2,2) 0
Flatten 12,12,64 12×12×64 - - - -
Fully-connected 1 12×12×64+(1 + |I| + |K|) × |T | 2048 - - - -
Fully-connected 2 2048 1024 - - - -
Fully-connected 3 1024 512 - - - -
Fully-connected 4 512 256 - - - -
Output 256 (1 + |I| + |K|) × |T | - - - -
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Fig. 8. Impact of tuning parameters and structures of the proposed model on the
validation accuracy. The x axes indicate epochs, and y axes indicate the MSE
losses.

output. The hidden state is used by the next time step to anal-
yse the temporal transient feature of price elasticities. When
the RNNs process an entire matrix, i.e., 48 time steps, the out-
puts are stacked as a 48 × 1024 vector and processed by further
fully-connected layers.
• LSTM-RNNs: The convolutional layers of our designed

neural networks are replaced by the LSTM-RNNs with a 1024-
node hidden layer. The input matrix of the LSTM-RNNs is the
same as that of the RNNs. However, the LSTM-RNNs only re-
turn an output of a 1024 vector at the last time step as shown in
Fig. 9 (b), since it has the memory of the entire matrix.
• DNNs: The convolutional layers of our designed neural

networks are excluded. Only the fully-connected layers are re-
mained. The neural networks become the DNNs without im-
porting the information from elasticity arrays.

5.2.1. Training and validation performances
The learning process is considered to be converged when the

learning rate drops below 1×10−7 and no improvement of ac-
curacy is seen for 5 epochs. Prosumers of the modified IEEE
69-bus distribution network with 5000 scenarios are used as

Fig. 9. Reshaping an elasticity array to be a matrix as the inputs of the RNNs
in (a) and LSTM-RNNs in (b). At each time step indicated by the yellow box,
each row vector is imported and a hidden state and an output are returned. For
the RNNs, the hidden state is used by the next time step. For the LSTM-RNNs,
the hidden state for the entire image is stored and selected by a memory cell.

samples to demonstrate the performances of the training and
validation. As shown in Fig. 10, both the training and valida-
tion of these four learning approaches converge within around
30 epochs. With the additional information of pricing patterns
extracted from elasticities arrays, the training losses of the pro-
posed neural networks, RNNs, and LSTM-RNNs are lower than
the training losses of the DNNs. The validation losses of our
proposed neural networks are the lowest for all prosumers. By
contract, the validation losses of the DNNs are the highest for
the prosumer 1, prosumer 3, and prosumer 5, and the validation
losses of the RNNs are the highest for the prosumer 2 and pro-
sumer 4. One potential reason is that the DNNs cannot extract
the information of pricing patterns from the elasticity arrays,
and the RNNs are incapable of extracting the global features
from an entire image without the memory cell of the LSTM-
RNNs. Therefore, the information of pricing patterns is a cru-
cial factor for improving the learning accuracy.

5.2.2. Testing performance
The testing data is used to evaluate the learning accuracy af-

fected by the number of scenarios. The testing data of the load
1 in the modified IEEE 69-bus distribution network is sampled
to examine the testing losses with various number of scenarios
as shown in Fig. 11. With the increasing number of scenarios,
the testing losses rise for all four architectures, because a more
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Fig. 10. Comparison for the training and validation performances under the
proposed neural networks, RNNs, LSTM-RNNs, and DNNs. The x axes indi-
cate epochs, and y axes indicate the MSE losses.

diverse set of scenarios would cause a larger bias for the train-
ing inputs. However, the proposed neural networks outperform
other architectures under any selected number of scenarios. To
cover diverse uncertainties, 5000 scenarios are used in the sim-
ulation of the deploying phase in our research. In the practical
implementation, an appropriate number of scenarios can be ad-
justed according to a prosumer’s computational power.

5.3. Evaluation of the deploying phase

5.3.1. Mapping pricing patterns to scheduling decisions
To demonstrate the connection between the intrinsic features

of pricing patterns and potential scheduling decisions of a pro-
sumer, an electricity array and scheduling results from the same
scenario are sampled as shown in Fig. 12. To help readers vi-
sualise the electricity array, it is presented in the form of an im-
age (see the left-top figure) and corresponding decomposition
of three colour channels (see following figures on the left hand
side), i.e., ‘R’ for the elasticity of generation, ‘G’ for the elas-
ticity of consumption, and ‘B’ for the elasticity of carbon emis-
sions. The brighter region in these images means that given a
certain amount of price change as an incentive, the generation,
consumption, or carbon emissions between the scheduling in-
tervals indicated by the x axes and y axes of these images would
change dramatically through scheduling, due to a higher price
elasticity. By contrast, the darker region means that given a
certain amount of price change as an incentive, the generation,
consumption, or carbon emissions between the scheduling in-
tervals indicated by the x axes and y axes of these images would
not change dramatically through scheduling, due to a lower
price elasticity. The sub-figures on the right hand side of Fig.
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Fig. 11. Comparison for the testing accuracy of various number of scenarios
under the proposed neural networks, RNNs, LSTM-RNNs, and DNNs. The x
axes indicate the scheduling time of the day, and the y axes indicate the power.

12 are the information of the electricity price, costs of using
electricity, power generation, charging/discharging from stor-
age devices, power consumption, and carbon emissions. The
original results come from the selected scenario through us-
ing the approach of scenarios analysis„ whereas the scheduling
results come from the predicted optimal scheduling decisions
through using the proposed learning approach. The difference
between the original and scheduling results shows the change of
generation, consumption, and carbon emissions through the en-
ergy scheduling. The positive value of the second sub-figure on
the right hand side means the costs of using electricity, and the
negative value of the second sub-figure on the right hand side
means the revenue of exporting electricity to the utility grid.
The positive/negative value of the fourth sub-figure on the right
hand side means charging/discharging from the storage devices.

For the electricity generation, when the electricity price at
one scheduling time is higher than that at another scheduling
time, a prosumer would reduce the power import from the util-
ity grid, and increase the on-site generation or discharge from
the storage devices, so that this prosumer can complement to
its demand or export extra power to the utility grid for earning
revenues. It can be seen from the third and fourth sub-figures
on the right hand side of the Fig. 12, when the electricity price
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Fig. 12. Schematic illustration of the connection between the pricing patterns
and scheduling results. The left four images show the visualised electricity
array and decomposition of 3 dimensions corresponding to 3 colour channels.
The right six figures show the comparison between the original scenario and
scheduled results.

increases, the scheduled generation increases correspondingly
with remaining the storage discharge unchanged. For the pe-
riod from the eighteenth scheduling time to the twenty-forth
scheduling time, the price elasticity of generation is relatively
low (as indicated by the yellow box on the image of the elas-
ticity of generation). Hence, the scheduled generation keeps
almost the same as the original generation.

For the electricity consumption, when the electricity price at
one scheduling time is higher than that at another scheduling
time, the consumption is shifted away or curtailed. By contrast,
when the electricity price at one scheduling time is lower than
that at another scheduling time, the consumption is shifted to
this scheduling time with the lower price. It can be seen from
the fifth sub-figure on the right hand side of the Fig. 12, for the
period from the first scheduling time to the twelfth scheduling
time, the price elasticity of consumption is relatively high (as
indicated by the yellow box on the image of the elasticity of
consumption) and the electricity price is relatively low. Hence,
the scheduling drives the demand to be shifted from the rest of
scheduling time intervals to this time interval.

For the carbon emissions, a higher price elasticity of car-
bon emissions indicates that the prosumer is more willing to
increase or decrease carbon emissions given a certain electric-
ity price, as indicated by the yellow box on the image of the
elasticity of carbon emissions. Additionally, since the overall
price elasticity of carbon emissions is lower than the elastici-
ties of generation and consumption during the entire scheduling

horizon (indicated by the elasticity image which is dominated
by the red colour and green colour), the prosumer inherently
prefers to save the costs of using electricity, disregarding the
increase of carbon emissions.

5.3.2. Uncertainty prediction
To test the accuracy for the proposed approach of the real-

time scenarios selection, the data of the first 300 days is taken
as the historical data. From day 301 to day 364, the proposed
approach of the real-time scenarios selection is used to update
the scenarios set and occurrence probabilities. The data on day
365 is used as a benchmark to examine the accuracy of the se-
lected scenarios in terms of predicting uncertainties caused by
the distributed RESs, flexible demand and dynamic prices. Our
proposed approach of the real-time scenarios selection is com-
pared with the approach of the Gaussian mixture model (GMM)
[33]. Both approaches firstly generate 5000 scenarios, and then
select the high probable scenarios as a prediction for the current
day. The mean absolute error (MAE) and root mean square er-
ror (RMSE) [34] are used as matrices to evaluate the accuracy
of these two approaches for the uncertainty prediction. Three
prosumers in the modified IEEE 33-bus distribution network
are sampled as shown in Table 3. The proposed approach of
the real-time scenarios selection is able to more accurately cap-
ture the current features of uncertainties and thus yield more
precise predictions, compared to the GMM. This is because the
proposed approach of the real-time scenarios selection can take
advantage of the information from all dynamically generated
scenarios by continuously updating the scenarios set and oc-
currence probabilities with the prosumer’s real-time data. By
contrast, the GMM directly drops the scenarios with low occur-
rence probabilities, which causes the selected scenarios to be
dominated by certain scenarios.

Table 3 Accuracy comparison for the approaches of the uncertainty prediction

Error (MW) Prosumer 1 Prosumer 2 Prosumer 3
MAE RMSE MAE RMSE MAE RMSE

Proposed Approach 0.26 0.32 0.24 0.41 0.28 0.40
GMM 0.39 0.47 0.34 0.54 0.36 0.49

5.3.3. Scalability evaluation
To test the scalability of our proposed energy scheduling

model, the artificial immune algorithm is compared with the
learning approach on the computational time per scenario of
the daily energy scheduling under various IEEE test distribution
systems. For the proposed energy scheduling tool, the training
phase is operated by the manufacturer, and the computational
time for the training phase is the time used for the data pre-
processing (i.e., scenarios analysis, pricing patterns processing,
and solving optimisation by the heuristic algorithm to produce
the training labels) and training of neural networks. By con-
trast, the deploying phase is operated by a prosumer, and the
computational time for the deploying phase is the time used for
predicting scheduling decisions using trained neural networks.
For the optimisation based scheduling tool using the heuristic
algorithm, there is no training phase, and the computational
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time for the deploying phase is the time used for scenarios anal-
ysis, pricing patterns processing, and solving optimisation by
the heuristic algorithm. Since one of the goals of our designed
energy scheduling tool is to help a prosumer improve the com-
putational efficiency at the deploying phase through replacing
the heuristic algorithm with the designed neural networks, the
time used by the manufacturer at the deploying phase does not
affect the efficacy for prosumers’ energy scheduling. As shown
in Table 4, with the increase of the system scale including the
numbers of generators and loads, the computational time of
the heuristic algorithm dramatically increases. On the contrary,
once the proposed neural networks are trained, it only requires
microseconds to predict the optimal scheduling decisions, irre-
spective the increase of system scales. This is because the neu-
ral networks can generalise high-complexity problems to ex-
tract feature representations.

Table 4 Evaluation of scalability and computational time under various IEEE
test distribution systems

IEEE Test System

Average Computational Time Per Prosumer (s)
Training Phase Deploying Phase

Proposed Heuristic Proposed Heuristic
Model Algorithm Model Algorithm

18-bus 1006.98 - 0.00043 984.79
33-bus 2200.17 - 0.0007 2177.93
69-bus 3475.806 - 0.00038 3462.32

6. Conclusions

This paper proposes a data-driven prosumer-centric energy
scheduling model through using the machine learning approach
to improve the computational efficiency and scalability. By
generating scenarios to analyse variations of uncertainties and
using the CNNs to extract the pricing patterns, the optimal
scheduling decisions are automatically made by the trained neu-
ral networks with the strategy of minimising costs and carbon
emissions. Case studies based on various IEEE test distribution
systems demonstrate that the designed neural networks outper-
form other learning approaches in terms of the testing accu-
racy. The information of pricing patterns from elasticity arrays
is a crucial factor for improving the learning accuracy. The
connection between the pricing patterns and potential schedul-
ing decisions has been testified. The proposed real-time sce-
narios selection approach is able to accurately capture the cur-
rent features of uncertainties by using the information from a
prosumer’s real-time data and generated scenarios. For future
works, once the pricing patterns of prosumers are captured by
the market operator, it would be possible to formulate a corre-
sponding decentralised pricing scheme targeting on each indi-
vidual prosumer.
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Appendix A. Solution algorithm for the preferences opti-
misation

According to Eq. (10), the decision variable ∆ps,t,x can be
substituted by ∆putility,t,x, ∆pi,t,x, and ∆pk,t,x. The inequality
constraints in Eqs. (11) and (12) can be substituted by an addi-
tional function as

fa
(
∆putility,t,x,∆pi,t,x,∆pk,t,x

)
:=max

{−st,x, 0
}

+max
{
st,x − smax, 0

}
+max

{∣∣∣∆ps,t,x

∣∣∣ − ∆pmax
s , 0

}
,

(A.1)
where fa (·) is the function substituting the inequality con-
straints in Eqs. (11) and (12). A solution satisfies the inequality
constraints in Eqs. (11) and (12) if and only if fa = 0.

The vector-valued decision variables and objective functions
are defined as Eqs. (A.2) and (A.3), respectively, for facilitating
the discussion of the solution.

∆px =
[
∆putility,t,x,∆pi,t,x,∆pk,t,x|i ∈ I, k ∈ K , t ∈ T

]
, (A.2)

fx = [ fc (∆px) , fe (∆px) , fa (∆px)], (A.3)

where ∆px is a row vector to denote the decision variables of
the scenario x, and fx is a row vector to denote the objective
functions and constraints of the scenario x. Additionally, the
lower bounds and upper bounds of the decision variables as de-
scribed in Eqs. (14), (15), and (16) are denoted by vectors p
and p, respectively.

The definitions with respect to the artificial immune system
and Pareto optimality are introduced as:
• Definition 1 (Antigen-antibody): A random vector p in the

decision variable space
[
p,p

]
is termed as an antigen. The cor-

responding objective function f (p) is termed as an antibody.
All vectors generated from the decision variable space form an
antigen population as

A = {
p1, ..., p|A|

}
, (A.4)

where A is the set of the antigen population, and |A| is the
number of antigens in this population.
• Definition 2 (Clone and mutation): The clonal process en-

ables more antigens to be reproduced over the decision variable
space

[
p,p

]
. Through preserving the diversity of antigens, the

entire feasible space of decision variables can be searched to
ensure the global optimal solution. The amount of reproduced
antigens can be described by the clonal rate as

rc :=
⌊
|Amax|
|A|

⌋
, (A.5)

where rc is the clonal rate, |Amax| is the maximum number of
antigens in the population, and ⌊·⌋ is the floor function. Hence,
each original antigen in (A.4) is cloned by (rc − 1) antigens
through the mutation process to form the set of the clonal anti-
gen population as

Ac =
{
p1

1, ..., p
rc−1
1 , ..., p1

|A|, ..., p
rc−1
|A|

}
, (A.6)
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where Ac is the set of the clonal antigen population, in which
each mutant can be calculated as: ϑ · p + (1 − ϑ) · p′, where
ϑ ∈ [0, 1] is a random number, and p′ is a random vector in the
decision variable space

[
p,p

]
. Through the clone and mutation

process, the antigen population becomesAmax = A∪Ac.
• Definition 3 (Pareto dominance): A vector of the objec-

tive function f (pa) dominates another vector of the objective
function f (pb) in the decision variable space pa,pb ∈

[
p,p

]
,

denoted as f (pa) ≼ f (pb), if f (pa) ≤ f (pb), ∀ f (pa) ∈ f (pa),
f (pb) ∈ f (pb) holds true and at least one inequality is strict.
The vector f (pb) is termed as the dominated antibody.
• Definition 4 (Pareto optimal solution): A vector of the de-

cision variable p∗ ∈
[
p,p

]
is a Pareto optimal solution, if its

objective function f (p) dominates all objective functions of any
other feasible decision variables in

[
p,p

]
.

• Definition 5 (Pareto optimal set and Pareto frontier): The
set of all Pareto optimal solutions is termed as the Pareto opti-
mal set, denoted as P = {p∗}. The graphical presentation of the
objective functions of the Pareto optimal solutions in the Pareto
optimal set is termed as the Pareto frontier.

The proposed algorithm is performed over the entire schedul-
ing horizon |T | for the following day. During the operation of
the artificial immune algorithm, the antigens are randomly gen-
erated and cloned to explore the entire decision variable space.
In each iteration, the dominated antigen-antibody pairs are re-
moved to keep the non-dominated antigen-antibody pairs. Until
the iteration ends, the antigens of all non-dominated antibodies
form the optimal solution. The results serve as a set of Pareto
optimal solution in the Pareto frontier that achieves a trade off
between the cost saving and carbon emissions reduction.

For comparing the results of the MOP, a criteria in [24] is
used to select a representative solution from the Pareto frontier.
An optimal solution that maximizes the minimum improvement
(after normalisation) of all objective functions is selected as the
representative solution as

frep = max
p∈A

min
f∈f

f − f (p)

f − f
, (A.7)

where frep is the vector of representative objective functions
form the Pareto frontier, f and f are the minimum and max-
imum values of each objective function.

Let ιIA and ιmax
IA denote the nominal and maximum numbers

of iterations of the proposed algorithm, respectively. The pseu-
docode code of the algorithm for solving the preferences opti-
misation problem is shown in Algorithm 3.

Appendix B. IEEE test distribution systems

To modify the static default data of generation and consump-
tion from these IEEE test distribution systems as dynamic data,
the real-time states of the GB power generation and consump-
tion in 2019 from the GridWatch [36] are used. The ratio of
peak real-time consumption from the GB power systems to the
peak static consumption from these IEEE test distribution sys-
tems is used to scale down the GB real-time consumption and

Algorithm 3 Solution of the preferences optimisation problem

input: scenario set pi,t,x, pk,t,x, and πt,x, ∀x ∈ X, nominal and
maximum number of antigens in the population of decision
variables |A| and |Amax|, respectively

1: for x = 1, ..., |X| do
2: randomly initialise the antigen population within the de-

cision variable space
[
p,p

]
asA (0)=∆px,1,...,∆px,|A|

3: while ιIA ≤ ιmax
IA do

4: implement the clone and mutation operation accord-
ing to Eq. (A.6), and the number of current antigens
|A (ιIA)| increases to |Amax|

5: remove dominated antibodies and corresponding anti-
gens fromA (ιIA)

6: while |A (ιIA)| > |A|, or fa (∆px) , 0 do
7: remove the antigen-antibody pairs with the highest

positive value of fa (∆px)
8: remove the antigen-antibody pairs with small avidi-

ties according to [35], i.e., remove the vectors of
objective function in a crowded region

9: end while
10: A (ιIA + 1) = A (ιIA) , ιIA = ιIA + 1
11: end while
12: remove the antigen-antibody pairs that yield fa (∆px)>0
13: select a representative solution according to Eq. (A.7)
14: end for
output: optimal solution ∆p∗x

generation of diesel, solar, wind, and biomass. The percentages
of consumption of each load in the IEEE test distribution sys-
tems are used to allocate the total dynamic consumption to each
load. The details of the modified IEEE test distribution systems
are provided as follows:
• Case 1 (Modified IEEE 69-bus distribution network): The

schematic illustration of the modified IEEE 69-bus distribution
network is presented in Fig. B.13. The network is partitioned
into 5 prosumers. 15 solar photovoltaics, 6 diesel generators, 4
wind turbines, and 3 biomass generators are arbitrarily assigned
to each prosumer, and 69 loads are assigned to each bus.
• Case 2 (Modified IEEE 33-bus distribution network): The

schematic illustration of the modified IEEE 33-bus distribution
network is presented in Fig. B.14. The network is partitioned
into 3 prosumers. 12 solar photovoltaics, 3 diesel generators, 3
wind turbines, and 1 biomass generator are arbitrarily assigned
to each prosumer, and 33 loads are assigned to each bus.
• Case 3 (Modified IEEE 18-bus distribution network): The

schematic illustration of the modified IEEE 18-bus distribution
network is presented in Fig. B.15. The network is partitioned
into 3 prosumers. 7 solar photovoltaics, 3 diesel generators, 2
wind turbines, and 1 biomass generator are arbitrarily assigned
to each prosumer, and 18 loads are assigned to each bus.
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