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Abstract

Due to the widespread deployment of distributed energy resources, renewable en-

ergies and battery energy storage, the peer to peer (P2P) energy trading schematic

has gained the staple attention for improving the energy efficiency and energy flex-

ibility of power grids. This is while, smart demand response programming (DRP) is

considered as the bridge between these two indicators of smart grid. Moreover, the

subtle point of proliferating P2P schematics is the regulation towards the maximiza-

tion of social welfare leading to economic profitability of customers and owner’s of

microgrid and, eventually, reduction of pollutant emission of fossil fuels. Also, un-

certainty, aroused by electrical consumption and renewable energy resources, is the

core of every considerations, which has to be dealt with intelligent algorithms for

strengthening the stability of transactions. On the other hand, compatibility with

upper grid’s regulations, i.e. power loss and voltage deviation, along with determin-

ing fair price of energy trading are the subjects of P2P-based tactics. Therefore, this
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paper proposes a P2P-based transactive energy sharing architecture, as two stage

mixed integer non-linear programming, using smart DRP integrated with machine

learning approach, i.e. radial basis neural network.Firstly, the uncertainty of elec-

trical demand and renewable energies are relaxed through short term forecasting.

Doing so, the day-ahead transactions of peers are obtained based on their energy

management objective, targeting the energy reliability of customers, which energy

not supplied criterion has to be equal to zero. Then, participation of customers

in DRP, cost of customers, revenue of microgrid’s owner and transactions of real

time programming are optimally acquired based on Pareto front technique. Also,

the simulations are conducted on IEEE 85 bus test system to realize the consider-

ations. The results convey that the profitability of customers and owners is tied

with the implementation of smart DRP and accurate forecasting of uncertain vari-

ables. In addition, the maximum improvements towards maximizing the revenue

of owners and minimizing the cost of customers take place at hours which the elec-

trical consumption is shifted from peaks to off-peaks and mid-peaks, certifying the

performance of proposed methodology.

Keywords: Transactive energy sharing, Peer to peer energy trading, Smart

incentive-based demand response programming, Uncertainty relaxation through

forecasting (RBNN), Bi-objective profitability, Grid centricity.
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Nomenclature

Abbreviations

PV, W, DG photovoltaic/ wind/ diesel generator

ch, dch charging/ discharging

AEL, SA aggregated electric load/ signal aggregator

UG,ISO upstream grid/independent system operator

GEN renewable and non-renewable generations

P2P peer to peer

DRP incentive based-demand response programming

TES transactive energy sharing

LOC line outage contingency
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SP stochastic programming

DA day ahead

AMI advanced meter infrastructure

PF Pareto front

MINLP mixed integer non-linear programming

OP off-peak

MP mid-peak

P peak

Indices

s, g sellers in P2P

b, o buying/ selling from/ to the UG

t, q time

α index of price bound in reward-based DRP

β index of price bound in penalty-based DRP

i index of power corresponded to scenario of participation in I-DRP

π probability of participation in I-DRP

Variables

as, bs, cs coefficients of DGs

ag, bg coefficients of the UG

Rs, Rs min/ max ramp of DG of seller s (kW)

PDG
s , P

DG
s min/ max power of DG of seller s (kW)

Pch, P
ch

min/ max charging power of battery (kW)

Pdch, P
dch

min/ max discharging power of battery (%)

ηch, ηdch efficiency of charging/ discharging (%)

SOCt, SOCt min/ max state of charge at time t (%)

PAEL
s,t relaxed power of demands by seller s at time t (kW)

ĀDR,r
s,t,α upper limit of reward-based DRP in seller s at time t

B̄DR,in
s,t,β upper limit of penalty-based DRP in seller s at time t

PDR,r
s,t,i reduced demand of seller s at time t participated in ith scenario

PDR,in
s,t,i increased demand of seller s at time t participated in ith scenario

λP2P,DA
s,t price of seller s in P2P-DA forecast-based energy market at time t

Ptotal
t total demand of UG considering loss at time t (kW)
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Parameters

λb,RT
t selling price published by ISO at time t ($/kWh)

λo,RT
t selling price of energy to UG at time t ($/kWh)

Decision-making Variables

Pb,RT
s,t purchased power from the UG by seller s at time t (kW)

PP2P,DA
s,t , PP2P,DA

g,t net sold power of s/g at time t (kW)

PDG
s,t power of DG of seller s at time t (kW)

Po,RT
s,t sold power to UG by seller s at time t (kW)

PPV
s,t, P

w
s,t relaxed power of PV/ wind by seller s at time t (kW)

Pch
s,t, P

dch
s,t charged/ discharged power of battery by seller s at time t (kW)

ADR,r
s,t reward rate of reduced demand of seller s at time t

BDR,in
s,t penalty rate of reduced demand of seller s at time t

Υs,t,i 1 for participating in reward-based DRP

Φs,t,i 1 for participating in penalty-based DRP

PP2P,DA
s,g,t , PP2P,DA

g,s,t sold power of s/g at time t (kW)

λP2P,DA
s,t , λP2P,DA

g,t fair prices of sellers at time t ($/kWh)

λDG
s,t sold price of DG of seller s at time t ($/kWh)

SOCs,t state of charge of seller s at time t (%)

xch
s,t, x

dch
s,t 1 for charging/ discharging of battery of seller s at time t

xP2P
s,g,t 1 for selling energy from s to g at time t

Functions

Pint
s,t internal non-flexible demand of seller S at time t ($/kWh)

UF utility function of owner ($)

Cowner cost of owners for purchasing power to satisfy customers ($)

CDG
s,t cost of DG of seller s at time t ($)

Ccustomer cost of customers for purchasing power from P2P-TES ($)

SW social welfare function ($)
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1. Introduction

Nowadays, peer to peer (P2P) energy trading has been appeared due to the

integration of distributed energy resources (DER), e.g., renewable energies, dis-

tributed diesel generators (DG) and battery energy storage, and smart meters along

with communication assets into the topology of low voltage distribution network.

Hence, proactive consumers, such as prosumers [1, 2], could effectively participate

to increase their benefits. Therefore, the studies are targeted in four major areas.

The first step of establishing the transactive energy sharing (TES) is to design the

energy trading policies with monetary regulations, costs and revenues. Accord-

ingly, the leading topics could be defined as P2P pricing [3–6], optimal deployment

of strategies for responsive controllable loads [7–10] and making the trade off be-

tween utility function (UF) of microgrid’s owners and cost of customers [11–14].

The second category follows the limitations of the grid [15–17]. Therefore, authors,

in [15], have investigated the voltage regulation in a P2P market maximize the so-

cial welfare of prosumers. This approach conducts a pricing mechanism, related to

the cost of local generation of each prosumer. After forming an optimization prob-

lem, the Lagrangian multiplier has been launched to determine the trading price,

based on the objectives of producers and consumers. Then, transacted power has

been utilized to justify the voltage of nodes iteratively, considering the mutual resis-

tance of transactive nodes. Other studies have evaluated, line congestion, voltage

regulation and transferred loss optimization according to interactive P2P trading

[16], which was controlled by independent system operator (ISO). Moreover, the

utility grid casts preventive costs for the violation of prosumers from grid limitations

to improve the functionality of ancillary service. In addition, alternating direction

method of multipliers (ADMM) has been adopted as the solution study to settle

the considerations of Nash equilibrium. Moreover, adaptive energy management

strategy has been proposed to confront the voltage stresses forced by uncertainty

obstacle of DER along with electrical demand, slow ramp rate of hydro power gener-

ation and operational limitation of battery energy storage [17]. In [17], the energy

management algorithm is based on the scenarios of uncertainty accompanied by
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the functionality of maximum power point tracking tactic for harvesting optimum

energy efficiency of solar energy, hydro power generation and battery energy stor-

age. The third factor deals with the consumer centricity attributes, which leads

to encourage the participation of microgrid’s owners and small-scale prosumers in

P2P paradigm. With respect to the motivational psychology [18, 19]. TES has to

include a logical basis leading to pervasive involvement of consumer side parties

[20–22],[6]. Based on this concept, authors in [20] have proposed an iterative

upper-lower bounded P2P template, which communizes prosumers to form an ag-

gregation strategy. This method initiates multi-agent decision-making procedure to

peruse an unified goal in the first place. Hence, the power load and the price have

obtained by day ahead (DA) market offers. Subsequently, the consumers regulate

their consumption profile according to the results of the upper level and usage type

to achieve optimal outcomes. This mutually beneficial interactive negotiation has

been pursued by updated information with the maximum privacy. In literature [21],

an online P2P structure to cover both thermal and electrical expectations of nested

microgrid has solved by average-based ADMM. Besides, validating the transaction

is the final goal to be achieved in practical. This view figures out the application

of cryptocurrency-based testbeds for certifying transacted negotiations, considering

developments of communication assets. Hence, Blockchain is the most renowned

secure financing instance of P2P energy trading [3]. Moreover, the challenges of

those noted targets are addressed by scholars to accelerate the process of deploying

P2P trading. However, optimality of solutions are still in debate, because of each

solutions are unable to handle the challenges uniformly. These challenges could be

highlighted as follows.

1.1. Effective Implementation of Demand Response

In this regard, price is the decision-making variable of trading, achieved by the

UG’s price availability. In fact, the buying and selling prices have been set in a P2P

schematic by multi-agent system, in which each agent of prosumers has the respon-

sibility to collect the historical set of generations along with demands. The reason

is to determine the amount of purchased/sold power based on forecasting results of
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the historical datasets and to conduct a consensus-based contract considering neigh-

boring participants, respectively [3]. However, the impact of interactive pricing of

peers on the optimal decisions has been neglected. On the other hand, DA retail

price has been estimated by the point estimate method (PEM) to obtian P2P price

[4, 23–25]. Further, the preferences of peers have added to strengthen the voltage

regulation obligation, when increasing the social functions of peers. It should be

noticed that PEM is able to capture only the mean and standard deviation of indi-

vidual unrelaxed variables. In addition, the joint impact of uncertainty, including

renewables and retail price have not been investigated. Nevertheless, demand re-

sponse programming (DRP) is a common practice for bringing economic interests

into P2P based structures. Response of demands are always activated by subsidiz-

ing or penalizing prosumers. This structure considers incentive-based DRP (I-DRP).

Further, I-DRP has a self-positivity attribute to mitigate uncertainty of renewable en-

ergies and manage loads in both single-energy and multi-energy systems. Thereby,

I-DRP could introduce as an effective strategy to manipulate the consumption and

gain economic revenues in P2P-based energy market. However, the uncertainty of

the electrical demand and renewable generations are the main obligations to im-

plement I-DRP in real time programming. Hence, conservative consideration, i.e.,

load growth rate, could be assumed as real time programming. Nonetheless, this

action could harm the performance of I-DRP by deviating from optimal decisions

and leading to non-profitable economic objectives. Hence, if the noted uncertainty

of real time programming could predict accurately, the real time performance of

I-DRP is possible. In other words, accurate prediction leads to semi-optimal results.

In [9], the participation of owners has been captured by the involvement of DRP in

renewable energy-based architecture equipped with battery energy storage, aiming

to minimize the cost of electricity consumption, curtailment cost of consumption

and pollution. Besides, DRP has been activated by the interference of consumption

in their energy management using advanced meter infrastructure (AMI). Authors, in

[10], have established three stage-based formulation to minimize purchased power

from the retailer and to maximize the self generation-consumption capacity of re-

newable units through integrating DRP with internal constraints of battery energy
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storage. Also, the power uncertainty of renewable energies have been modeled by

stochastic programming. Furthermore, economic revenue of owners has been mod-

eled via integrating incentive-based DRP with utility function to participate in day

ahead energy trading market [14]. In addition, the uncertainties of wind energy

along with electrical demand have been presented by probability scenario-based

modeling, representing the risk of participation. Based on the results, deployment

of DRP increases the profit of customers via increasing the incentives of reducing

electricity usage.

1.2. Bi-Objective Profitability

This challenge delays the practicality of TES, which causes economic-dependent

conflict among consumer side parties, i.e., microgrid’s owner and small-scale pro-

sumers, and upper distribution grid operators, i.e., ISO. However, current energy

policies are faced with technical deficiencies in the realization of P2P frameworks.

For instance, the equilibrium point of game theory-based strategies are obtained

by unilateral decision-making action of leader, whether for peak shaving or TES

[11, 12]. However, these solutions cannot handle the scalability issue [26]. On

the other hand, Blockchain facilitates fair revenue allocation among peers through

publicly announcing energy transaction’s order and fulfilling validation duty, These

are by consensus-based crypto-decoded mechanisms, leading to consciously opti-

mal actions [3]. However, this solution cannot tolerate cyber-security obstacles,

and harms the security of transactions. The last approach is optimization-based

programming. Therefore, mixed integer linear programming (MILP) and mixed in-

teger non-linear programming (MINLP) are accepted as reliable sources for trigger-

ing DR, P2P practicality and collaborative modeling of opposing goals [27]. Hence,

gathering actors of each objectives, which have an analogy, to uniformly overcome

a problem for leveraging the process of optimal decision-making is more realis-

tic than mentioned algorithms. The main reason is the developments of analyzing

techniques, e.g., Pareto front technique (PF), to identify optimality based on prefer-

ences. In [5], two-stage energy management method has been proposed to target

the maximization of revenue and utility function in P2P-oriented energy trading
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market. In addition, after optimizing the revenue of prosumer, maximum utility

function of consumer has been obtained considering game theory approach which

fair willingness of participation is achieved via availability of real time price of up-

stream grid (UG). Therefore, response of consumer to the behavior of UG’s price

has been inserted into the methodology as the willingness factor [28–30]. In other

work [6], P2P potential of renewable energy-based market has been examined tak-

ing into account of economic feasibility of decisions. Based on the results, authors

have stated that conducting demand reduction techniques increases the profit of

participants. Distributed energy management approach has been proposed, in [22],

to create a profitable negotiations between agents of energy hub and smart grid. In

this regard, each agent solves the interior energy management problem based on SP.

Then, the optimal decisions are cleared in a distributed fashion taking into account

of maximum profits obtained in primal-dual formulation.

Upstream Grid

MG1

MG2

MG3

MG5

MG4

P1(t,s)

Independent 
System Operator

MCN5

MCN4

MCN3

MCN2

Signal Aggregators

MCN1

λ1(t,s)

P2(t,s)

λ2(t,s)

P3(t,s)

λ3(t,s)

P4(t,s)

λ4(t,s)

P5(t,s)

λ5(t,s)

Figure 1: The schematic of the studied energy system including five microgrids fully interconnected

1.3. Absorbing Uncertainty

It arises from a deficiency of current uncertainty modeling algorithms that can-

not realize the relaxation process of uncertainty in terms of optimality. The first

one is conservative deterministic based methods, which could apply effortless and

weak to depend on. However, SP, including two-stages [15], robust [31] and chance

constraints [7, 8], gain semi-optimal solutions. However, it could result to complex
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problems regarding scenario generation-reduction obstacles and handling interde-

pendencies of unrelaxed variables. Another solution is to apply the pattern identifi-

cation based forecasting algorithms, which aim to neutralize destructive character-

istic of uncertainty by relaxing its stationary nature. Hence, artificial neural network

(ANN) has gained attention due to its ability of learning process to relaxing nonlin-

ear behavior in uncertainty through prediction [32]. In this regard, support vector

machine (SVM) [33–35], radial basis neural network (RBNN) [36–38], Guassian

process regression (GPR) [39–41], and long-short term memory (LSTM) [42–44],

have been vastly used by scholars as regression learner algorithms. Nevertheless,

the accuracy of regression and compatible error of training and testing are valid

qualifications, verifying the performance of the prediction. This is because the out-

come of prediction has a direct impact on the optimization of economic objective

functions.

1.4. Line Outage Contingency

Line outage contingency (LOC) is the most critical incident of this challenge,

which could deprive consumer side parties from the benefits of P2P energy trading

along with jeopardizing transactions. Therefore, consideration of LOC is crucial for

proving the generality of P2P-based approaches.

1.5. Contribution Direction and Paper Organization

There are various research gaps and disadvantages in the literature that has

been attempted to resolve in this paper. Applying disparate DRP methods with

different intentions and constraints is one of the main parts of topic “P2P-TES in

microgrids and smart grids”. DRP is implemented in the distribution systems as a

controlling tool to manage power demand with a specific objective. In the litera-

ture, this technique is mostly used to optimize owner’s revenue, reducing demand

peak and consumer’s total cost. Most studies implement DRP to optimize a set of

these objectives. For example, in [9] the aim of DRP implementation is to reduce

consumption cost, consumer’s inconvenience and environmental factors. This pa-

pers neglects considering owner side revenue. Also, a price based DRP is utilized
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in a real time manner without optimizing any effective factor in DRP. The aim of

implementing DRP in [10] is to decrease the cost of retailers and maximizing the

usage of clean energy. In contrast with [9], the consumer side is neglected in [10].

Other research gap in the literature related to DRP implementation is consider-

ing elasticity multipliers as the deterministic values. This paper has been solved

this drawback by presenting a smart incentive-penalty based DRP by considering

stochastic behavior of participants and their variant elasticities. In this strategy, the

marginal prices in P2P-TES platform are optimally calculated in a day-ahead manner

by assuming different uncertainties in system. In the real time stage, the presented

DRP is utilized these optimally calculated marginal price values to determine in-

centives and penalties, and the share of participants in DRP as well. As a result, a

smart technique is applied to perform DRP in the system. The aim of presented DRP

method is to increase owner’s revenue and decrease consumers total costs, simul-

taneously. The consequence of this strategy is also seen in the upper grid’s power

quality. In addition, the proposed DRP model takes into account the uncertainty

in consumer’s elasticity. Uncertainty in demand, renewable energy resources and

elasticity of participants in DRP is another noteworthy issue in P2P energy trading

problems. Several studies have attempted to handle this issue subjected by imple-

menting various machine learning-based techniques. In [33–35], the uncertainties

have been modeled by SVM, while [38–41] and [42–44] implement GPR and LSTM

to model uncertainty. Most of these methodologies have not strong architecture, so

their results are nearly unreliable or inaccurate. This paper utilizes RBNN technique

to model uncertainties in the problem alongside with applying some preprocessing

and fitting models to enhance the performance of stochastic modeling approach.

In this regard, the Augmented dickey fuller test (ADF) tactic is used to determine

the state of being stationary in dataset. In the second step, partial autocorrelation

function (PACF) and autocorrelation function (ACF) methods are implemented to

obtain auto regressive lags and moving average lags of time series. Finally, Akaike

Information Criterion (AIC) and Bayesian Information Criterion (BIC) are utilized

to model evaluation based on lags impact on the residuals. These preprocessing ap-

proaches helps the RBNN to predict uncertainties in a more accurate way. This claim
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is proven in the paper by comparing the results of RBNN-based uncertainty mod-

eling method with above-mentioned machine-learning-based algorithms. Compre-

hensive mathematical formulation and modeling a general objective function that

considers all aspects of the problem is another significant challenge in energy trad-

ing problems. By thorough investigating in the literature, it can be observed that

most of studies only consider some objectives of the system in mathematical formu-

lation and total objective function. In [6, 7], the cost of consumption and revenue

of owner have been considered as the objective function of problem. These papers

have not included other aspects like energy trading cost between microgrids, DRP

cost and reliability aspects of system. The revenue and costs of microgrid’s owner

have been selected as the objective function in [22]. This study completely omits the

cost related to energy trading with upper grid and the costs of customers. Also, the

peak-shaving is the only target of optimal energy trading strategy in [11]. Transmis-

sion and environmental costs have been selected as the objective functions in [12].

Therefore, a comprehensive mathematical model for P2P energy trading problem

is needed that considers all aspects of the system from the owner and consumers

point of view. To handle this drawback, this study models a comprehensive objec-

tive function and mathematical formulation by considering all aspects in owner and

consumer side, like generation cost, DRP cost, energy trading cost between multi-

microgrids, consumption cost, energy selling revenue, costs and revenues related to

energy trading with upstream network and reliability aspect. In addition, the effect

of proposed methodology in reducing power loss and voltage deviation index in the

upper network has been investigated. This paper considers a multi-owner platform

as a test bed to investigate the effect of existing multiple owners in P2P energy

trading problem. This assumption has been completely neglected in literature. The

other contribution of this research is applying “Pareto front technique” to find op-

timal value for significance factor of consumers’ cost in the social welfare function.

Most studies utilize day-ahead or real time approaches to solve peer-to-peer energy

trading problem [25, 45].This paper presents a novel two-stage stochastic program-

ming approach that exploits the advantages of both real time and day-ahead strate-

gies. To sum up, this paper provides a comprehensive methodology along with the
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integration of renewable energy resources, targeting cost of customers , energy re-

liability of customers, revenue of owners and uppers grid’s marginal limitations, i.e.

active power loss and average voltage. Clearly, integration of renewable energy re-

sources is the main driving force of this paper. However, all challenge are originated

from uncertainty of renewable energies and energy demand of customers. Hence,

a machine learning technique is applied to predict the time series of uncertain vari-

ables. The results showcase that accurate forecasting of renewables minimizes the

cost of customers and maximizes the revenue of owners in P2P schematic. Also,

accurate forecasting increases the share of renewable energy resources, in line with

the deterministic programming, and decreases the share of upper grid for provid-

ing the energy demand of customers. Hence, the minimization of customers’ cost is

before-handed. Presupposedly, the reduction of pollutant emission is in the nature

of results. This is a strong incentive for increasing the integration of renewable en-

ergy resources, as cleaner production, into the body of microgrid. Table 12 is drawn,

in the appendix section, to depict the compared contribution of current work with

conducted studies.

Therefore, the aim is to evaluate the mentioned challenges implemented by a

strategy called smart P2P based TES. The contributions could be highlighted as

follows:

1. Predicting electrical demand, solar irradiance and wind speed algorithm based

on uncertainty relaxation algorithm operated by RBNN

2. Proposing an exquisite smart DRP based on forecasting results of RBNN

3. Designing P2P-TES strategy for obtaining bi-objective profitability and damp-

ing the destructive impact of LOC

Moreover, section 2 describes the model of enegy system, problem formulation,

the proposed architecture, decision making strategy and evaluations. Followed by

the scenarios and case studies which define in section 3 and the results are discussed

in section 4. Ultimately, section 5 concludes the contributions of this paper.
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2. Model Description

The studied system includes five on-grid microgrids (MG) fully interconnected

in terms of the physical layer, i.e., lines, and virtual layer, i.e., a mutual communica-

tion network. MGs are owned by private utilities which equipped the consumption

section with AMI. Furthermore, the utilities and the UG are responsible for pro-

viding the expectations of loads. In addition, the utilities send signals to establish

P2P, e.g., power and price, to be aggregated by a signal aggregator (SA), which is a

consumer side non-profit agent as illustrated in Figure 1. Moreover, optimal trades

are regulated by cooperation of SA with ISO. Transactions are functioned without

the third party, i.e., retailer. Hence, the realization of P2P-TES is considered. The

economic objectives are revenues of owners and costs of customers. On the other

hand, this schematic has faced with those challenges. Therefore, this study pro-

poses a smart P2P-TES architecture, incentive-based DRP, and the relaxation view

of ANN, to mitigate challenges uniformly without harming optimality in term of

bi-objective MINLP optimization.

2.1. I-DRP

After the P2P market clearing prices are determined with marginal cost of non-

renewable energies, i.e. DGs, and day ahead price for all hours and each owner,

owners send selling prices and prediction values through AMI. Then, I-DRP is im-

plemented based on the interactions of owners and customers which reshaping the

consumption considering flexible loads of customers.

Pfl
s,t = P

AEL
s,t − Pint

s,t (1)

In other words, the change in demand of each hour is impacted by prices, reward

and penalty rates of other hours [46]. The decision making variables are the reward

and penalty rates, as the prices of P2P energy trading are fixed by ISO. In fact, re-

ward and penalty rates are factors which reduce or increase the consumption at

each hour. Practically, customers demonstrate stochastic response for each reward-

based and penalty-based DRPs due to their seasonal specifications. By analysing

electrical demand, it is possible to categorize these diverse responses into three sce-

narios of participation such as low, medium and high with the probability of 0.25,
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0.4 and 0.35, respectively. In fact, I-DRP conveys binary functionality at each hour.

Hence, customers demonstrate different behaviors for changing their consumption

of each hour correspond to the change of reward and penalty rates of other hours.

In this study, the response are based on increasing of reward or penalty rates. There-

after, customers submit offers to be considered in the optimal decisions of owners

via price-quota formulation [47]. In particular, I-DRP represents bi-objective prof-

itability by making collaboration between customers and the microgrid’s owners

to determine optimal reward or penalty rates, which leads to shifting peaks and

satisfying objectives of owners and customers, uniformly. Therefore, optimal re-

wards and penalty rates are obtained based on offers which are P2P-cleared prices

multiplied by constant values as follows.

ĀDR,r
s,t,α = ϑs,t,αλ

P2P,DA
s,t (2)

B̄DR,in
s,t,β = θs,t,βλ

P2P,DA
s,t (3)

Thereupon, customers submit [ĀDR,in
s,t,α , ĀDR,in

s,t,α+1] and [B̄DR,in
s,t,β , B̄DR,in

s,t,β+1] as steps

of offers corresponded to the blocks of power, for reducing or increasing the con-

sumption, respectively. Moreover, the constant of reward-based and penalty-based

DRPs are considered to be identical for all customers at each hour, i.e., ϑs,t,α =

θs,t,β = [0.2, 0.4, 0.6, 0.8]

PDR,r
s,t,i = P

fl
s,t

 24∑
q=1
q6=t

Es,i(t,q)
ADR,r
s,t

λP2P,DA
s,t

 (4)

PDR,in
s,t,i = Pfl

s,t

 24∑
q=1
q6=t

Ẽs,i(t,q)
BDR,in
s,t

λP2P,DA
s,t

 (5)

These specific participation matrices, i.e., Es,i(t,q) and Ẽs,i(t,q) are predeter-

mined for each step of participation in reward-based and penalty-based program-

mings, respectively. According to the equations, three scenarios of participation

are considered for reward-based and penalty-based programmings to test the I-

DRP contribution. Notably, the value of participation is categorized by off-peak

(OP), mid-peak (MP) and peak (P) hours of UG, i.e., 1-8, 8-18 and 18-24, in each

program and each scenario of participation to realize the calculations. As all the
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offers of customers are submitted at each hour, owners decide reward and penalty

rates, accordingly. It is noted that, this trend is extended to all owners and corre-

sponded customers to simplify the calculations in an identical configuration, i.e.,

Es,i(t,q) = Ei(t,q) and Ẽs,i(t,q) = Ẽi(t,q) ,∀s, as in Table 1 and 2:

2.2. Absorbing uncertainty through prediction

In this section, a methodology has proposed to model the uncertainty of his-

torical time series, i.e., electrical demand, solar irradiance and wind speed. After

the modeling process, the one step ahead forecasting is utilized to predict 24 hours

[48]. The process is described as follows:

2.2.1. Preprocessing and fitting model

Time series could be modeled by the historical values. In fact, the past values of

time series along with past errors of predictions affect the states of present. How-

ever, the challenge is about their relationship lies within the configuration of series.

Therefore, "stationary" is the most essential property which initiates the process of

modeling. Statistically, the stationary implies the consistency of mean, variance and

co-variance all throughout the time series. Thereby, statistic tests are considered

to evaluate stationary time series, i.e., ADF, Kwiatkowski–Phillips–Schmidt–Shin

(KPSS), etc [49]. In this paper, ADF test is conducted to determine the state of sta-

tionary. Furthermore, if the outcome of test turns to non-stationary, mathematical

transforming or differencing operators have performed to make time series become

stationary, i.e., removing "seasonality" and "trend". It is worth mentioning that, rela-

tionship between historical values and past errors of prediction with present values

of time series are addressed as the autoregressive orders and moving average orders,

Table 1: Participation Matrices of Customers in Reward-Based DRP for Decreasing Their Consumption

in Response to Increasing the Rewards of Other Hours

Scenarios of Participation i= 1 i= 2 i=3

Ei(t,q)


OP MP P

OP 0 0.1 0.15
MP 0.1 0 0.05
P 0.15 0.05 0




OP MP P
OP 0 0.12 0.16
MP 0.12 0 0.08
P 0.16 0.08 0




OP MP P
OP 0 0.2 0.24
MP 0.2 0 0.16
P 0.24 0.16 0
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respectively. Comprehensively, regression of stationary time series is represented by

fixed statistical parameters, specifically constant mean value, and white noises. The

next challenge is to determine the orders or so-called "lags" of time series. To ob-

tain the autoregressive lags and moving average lags of stationary time series, PACF

and ACF are drawn to indicate lags [48], i.e., Figures 2 and 3. PACF demonstrates

the relation of each lag, starting from the first component of time series, with the

present values. Moreover, ACF plot provides lags of historical errors of prediction,

effective for the modeling. Furthermore, the validation of lags is another issue.

With this regard, after creating models, AIC and BIC evaluates the model based on

the lag’s impact on the residuals. Clearly, the model with the least values of AIC and

BIC is chosen as the ultimate model. Thereby, stationary time series are modeled

by the combination of autoregressive and moving average orders as follows:

yt = F(yt−p1,yt−p2, · · · ,yt−pn, t−q1, εt−q2, · · · , εt−qn′) + εt (6)

In particular, the present values, i.e., yt are function, i.e., F, of autoregressive

and moving average lags, i.e., p1,p2, · · · ,pn andq1, q2, · · · , qn′ , and white noise of

modeling, i.e., εt. Clearly, the autoregressive orders, i.e., yt−p1,yt−p2, · · · ,yt−pn

are determined based on Figure 2. On the contrary, moving average orders are

obtained considering statistical concept of modeling which is the consistency of the

mean.

yt ' µ+ εt (7)

The above formula states that present value is semi-equal to the sum of the

mean, i.e., µ, and present error of prediction. Hence, εt could be estimated by

shifting the mean value to the left hand-side of the formulation. According to the

statistical descriptions, white noise includes mean zero and variance 1. Thereby, the

Table 2: Participation Matrices of Customers in Penalty-Based DRP for Increasing Their Consumption in

Response to Increasing the Penalty of Other Hours

Scenarios of Participation i= 1 i= 2 i=3

Ẽi(t,q)


OP MP P

OP 0 0.2 0.24
MP 0.2 0 0.16
P 0.24 0.16 0




OP MP P
OP 0 0.12 0.16
MP 0.12 0 0.08
P 0.16 0.08 0




OP MP P
OP 0 0.1 0.15
MP 0.1 0 0.05
P 0.15 0.05 0
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left hand-side is divided by variance of present values. While the moving average

orders could be determined, accordingly.

yt − µ ' εt (8)
yt−qn′ − µ

δyt−qn′

= εt−qn′(9)

2.2.2. ANN Architecture and Forecasting

The analysis of the historical dataset clarifies the behavior of every intermittent-

based time series. In fact, the uncertainty of every renewable-based energy system

is aroused from the output power of renewables and electrical demand. The ANN

is a fast responding computational unit deployed by scholars for pattern recogni-

tion, classification and analyzing the stationary time-series. Moreover, forecasting

the next possible state of such series overcome the barriers of optimization by op-

timal decision strategies. ANN has three layers as input, hidden and output. the

stationary time series are modeled by inserting lags into the input layers. Com-

prehensively, the output of ANN is the present value of time series. Hence, the

remaining layer, hidden, is responsible for creating a relationship between inputs

and output.Specifically, the present value begins after the maximum lags till through

the long run. It is essential to observe the plot of stationary time series to properly

function the model, i.e., Figure 4. According to Figure 4, the curves show sigmoid

form with local intensity at edges. This is an important hint for modeling based on

radial bases function (RBF). As noted, the observed periodicity of time series can

be modeled by RBFs better than GPR and SVM for two reasons. On one hand, GPR

applied only Gaussian distribution on the elements of time series. Hence, the mod-

eling is prone to over fitting problem, in which the present values are considered

to be out of sight, assumed as the outliers of GPR. In other words, GPR itself faces

with the deficiency of covering outliers effectively. This incident, directly, has a neg-

ative impact on the accuracy of regression. On the other hand, the high volume of

hyper-parameters of SVM is another barrier which blocks the accuracy of modeling.

With this respect, the penalty factor of SVM is a regulating term which aims to bond

the support vectors to cover all the data set. It has to be noted that, in the case of

pure classification problem , adjusting hyper-parameters along with the minimiza-
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tion of penalty term can be reach through synchronizing the coefficient of penalty

term with concentric semi-circle vectors. However, the periodicity of time series

enforces SVM to conduct a interval optimization for adjusting the support vectors

based on the occurrence of time series. Understandingly, this process harms the

generalization of modeling in regression problem. Besides, LSTM as a subcategory

of recurrent NNs, can perform the regression of time series. However, the inter-

dependency of sequence precipitates the performance of LSTM with the obstacle of

accumulated error. To solve this problem, LSTM applies forget layers which must

be tuned in an iterative fashion. The subtle point is that, the dynamic response of

LSTM for updating its weights has a high sensitivity to the volume of data set. In

other word, response of LSTM to outliers is incompatible with the high periodicity

the time series. Thereupon, RBNN is a unique structure of NN which RBF is uti-

lized as the mann transfer function of hidden layers. In this regard, autoregressive

and moving average lags demonstrates the periodicity, based on the seasonality at-

tributes of time series. In this work, the Gaussian function is applied to all hidden

layers of three stationary time series, i.e., electrical demand, solar irradiance and

wind speed, as RBFs to speed up the computations. Hence, RBNN, i.e., Figure 5, is

selected for modeling in which pure linear is the activation function of output layer.

The architecture of RBNN is presented as in table 3:

RBF(x) = exp(−
1
2
(
x

δ
)2) (10)

Pure linear (x) = x (11)

where δ is predetermined constant. According to Figure 5, the layers are connected

Table 3: Architecture of Proposed RBNN for uncertainty modeling time series

Time series Inputs Outputs NHN1 LR02(η0) Iteration (u) LM3 RBF

Electrical demand yt−pn,εt−qn′ yt 5(107) 0.01 1000 BP Gaussian

Solar irradiandce yt−pn,εt−qn′ yt 3(33) 0.01 1000 BP Gaussian

Wind speed yt−pn,εt−qn′ yt 3(31) 0.01 1000 BP Gaussian

1 Number of hidden layers (neurons).
2 Initial learning rate.
3 Learning method.
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via weights and biases. The relationship is presented as follows:

yt=

m∑
1

exp

−1
2


(||
n∑
1
yt−pn +

n′∑
1
εt−qn′ − cm||2×wm+bm)

δm


2×w ′

m+Bm (12)

where, wm, bm, w ′
m, Bm, n and n ′ are weights and biases of hidden layer and

weights and biases of output layer, number of autoregressive lags and number of

moving average lags, respectively. cm is the center of each RBF. Furthermore, the

evaluation criteria is based on route mean square error (RMSE).The tuning param-

eters, i.e., weight and bias of hidden layer and output layer, are trained by dynamic

training algorithm based on the previous work [50]. Hence, the dynamic training

algorithm is conducted to update tuning parameters by back propagation theorem.

RMSE =

√√√√ 1
N

N∑
f=1

(Atf − ytf)
2 (13)

∆wum = −η(u)
∂RMSE
∂wum

(14)

∆bum = −η(u)
∂RMSE
∂bum

(15)

∆w ′u
m = −η(u)

∂RMSE
∂w ′u

m

(16)

∆Bum = −η(u)
∂RMSE
∂Bum

(17)

η(u) = η0 exp(−
u

1000
) (18)

wu+1
m = wum + ∆wm (19)

bu+1
m = bum + ∆bm (20)

w ′
m
u+1 = w ′

m
u + ∆w ′

m (21)

Bu+1
m = Bum + ∆Bm (22)

where, η, m, Atf and ytf are learning rate, number of RBF neurons, output of

RBNN and actual present values of time series, respectively. Hence, the parameters

of hidden layer and output layer are updated, until they obtain the termination

condition as follows.

|wu+1
m −wum| < σm (23)

|bu+1
m − bum| < ψm (24)

|w ′
m
u+1 −w ′

m
u| < σ ′

m (25)

|Bu+1
m − Bum| < ψ ′

m (26)
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(a) PACF of electrical demand with lags

(b) PACF of solar irradiance with lags

(c) PACF of wind speed with lags

Figure 2: PACF curves
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(a) ACF of electrical demand with lags

(b) ACF of solar irradiance with lags

(c) ACF of wind speed with lags

Figure 3: ACF curves
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(a) The monthly mean of electrical demand

(b) The monthly mean of solar irradiance

(c) The monthly mean of wind speed

Figure 4: Data profiles
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Figure 5: The schematic of RBNN

To simplify the calculations, σm,ψm, σ ′
m andψ ′

m are all assumed to be 0.0001.

Here, the input and output are divided into two sets, i.e., 95% and 5%, as training

set and testing set, respectively. However, the challenging part is the determination

of centers and number of RBFs. In particular, centers of RBFs are the features which

should be determined for the fitting. Hence, a feature extraction-selection algorithm

is conducted as follows.

2.2.3. Feature-Extraction-Selection

According to Figure 5, the present values are sum of RBFs. Therefore, the maxi-

mum number of RBFs or centers are obtained by present values of three time series.

However, the remaining problem is to determine the values of centers. Most notably

,the center has the minimum sum of distance with RBF. This is similar to finding the

centers of k-means clustering problem solved by the Lloyd’s algorithm [51]. This

algorithm finds center with minimum distance with members of cluster as follows.

arg min
m∑
1

∑
ytN

∈S
||ytN − cm||2

S

(27)

where ytN , S and cm are present values, cluster and mean value of members in

cluster Sm. This step is known as feature extraction of modeling. The input and
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output of feature extraction step are yt = {yt1 , · · · ,ytN } and c = {c1, ..., cm},

where m 6 N. Firstly, centers are assigned randomly all over the present values.

Then, these values, i.e., ytn , are grouped into clusters, i.e., Sm, considering mini-

mum distance with center of cluster. Thereupon, centers of clusters are determined

in an iterative fashion as follows.
1
N

m∑
e=1

N∑
f=1

min ||ytf − ce||
2 (28)

Sum = {ytN : ||ytN − cum||2 6 ||ytN − cuJ ||
2,∀J, 1 6 J 6 m} (29)

cu+1
m =

1
|Sum|

∑
ytN

∈Su
m

ytN (30)

|cu+1
m − cum| 6 $m (31)

where, |Sum| and$m are number of members in cluster Sm at iteration u and user-

defined convergence constant. In fact, 1023, 336 and 348 are determined as maxi-

mum number of centers in RBF neurons for modeling electrical demand, solar irra-

diance and wind speed, respectively. According to Figure 4, centers of time series

are similar in each month. Hence, the optimal RBFs or centers are obtained using

feature selection technique regarded as maximum relevancy minimum redundancy

(MRMR) [52]. MRMR is a powerful tool which selects the relevant and effective

features, i.e., centers, by their mutual information [53] (MI). In this regard, MRMR

technique filters out one of every two features with same impact on problems such

as fitting, classification, etc. Hence, relevancy of features to the present values is

expressed as the mean of MI as follows.

Relevancy(c,yt) =
1
m

m∑
e=1

MI(ce,yt) (32)

MI(ce,yt) =
N∑
f=1

p(ce,ytf)log(
p(ce,ytf)
p(ce)p(ytf)

) (33)

where, p(ce,ytf), p(ce) and p(ytf) are joint probability distribution function of

ce and ytf , probability distribution of ce and probability distribution of ytf , re-

spectively. Further, MI is calculated for each pair of features to model their mutual

relationship as redundancy indicator.

Redundancy(ce,cz) =
1
m2

m∑
e,z=1

MI(ce, cz) (34)

MI(ce, cz) = p(ce, cz)log(
p(ce, cz)
p(ce)p(cz)

) (35)
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1 6 e 6 m,1 6 z 6 m (36)

where, p(ce, cz), p(ce) and p(cz) are joint probability distribution function of p(ce)

and p(cz), probability distribution function of p(ce) and probability distribution

function of p(cz), respectively. As presents, the feature selection step divide into

two stage optimization problem. In the fist stage, relevancy of features to present

values are calculated, i.e., (32) and (33). Then, values of relevancy are sorted from

the highest to the lowest order. Moreover, the second stage begins with calculating

relevancy of this sorted features to each other such as redundancy stage. Thereafter,

orders of features are updated from the lowest to the highest value, i.e., (34)-(36),

accordingly. Comprehensively, feature with MRMR is selected as the final feature of

modeling. Hence, 107, 33 and 31 features are determined as the optimal centers of

RBFs for modeling electrical demand, solar irradiance and wind speed, respectively.

2.3. Description of Integrated P2P day ahead (P2P-DA) Forecast-based Energy Market

This section synthesizes the nature of two stage multiobjective problem in detail.

The schematic of problem is drawn in Figure 6. According to Figure 6. SA makes

short terms, i.e., hourly, P2P-DA decisions considering predicted values and cleared

DA energy market prices. The decisions are processed based on inflexible demand

which is 30% of AEL. Therefore, P2P-DA offers are submitted and taken into account

of transactions during the operation of next day at the same hour. Specifically, that

renewable and non-renewable generations, i.e., DGs, of owners affect the trading

volume of P2P-DA programming, directly. Furthermore, SA acts as price taker and

sets the upper bound of all P2P-DA energy market prices to cleared DA price of en-

ergy market of UG. In addition, the lower bounds are set to DA marginal cost of DGs.

Therefore, volume of transactions in P2P-DA energy market along with correspond-

ing prices are optimally determined before every hour of real time programming

to maximize the revenues of owners. Then, optimal P2P-DA energy market prices

are reported to customers via mutual communication network. Moreover, each cus-

tomer reveals its willingness to participate in short term, i.e., hourly, I-DRP of next

day by sending step-wise reward-based and penalty-based offers, i.e., price-quota

illustrations. In this regard, SA clears all offers of hourly I-DRPs, i.e., ADR,r
s,t and
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First stage :

 (P2P-DA forecast-based energy market programming)

Known :

* Day ahead energy market price

* Capacity of DGs

Unknown :

* Output of PV and wind energies

* Electrical demand

* Real time energy market price

* Participation of customers in I-DRP

Decision making variables :

* P2P-DA forecast-based energy market transactions

* P2P-DA forecast-based energy market prices

Known :

* Output of PV and wind energies

* Electrical demand

* Participation of customers in I-DRP

* Real time  energy market price

* P2P-DA forecast-based energy market transactions

* P2P-DA forecast-based energy market prices

Decision making variables :

* Real time  energy market transactions

* Reward and penalty rates of I-DRP

Second stage :

 (real time energy market programming)

Figure 6: The schematic of two stage multiobjective optimization

BDR,in
s,t , to be considered in real time programming. In the second stage, SA clears

both real time energy market and hourly DA offers I-DRPs to minimize the cost of

customers.

2.4. Objectives and Specifications

In this section, two stage multiobjective optimization problem is mathematically

modeled as MINLP.

Max UF =
5∑
s=1

24∑
t=1

3∑
i=1
πi—λs,t,i ln(PP2P,DA

s,t + PP2P,DA
g,t

+Pb,RT
s,t + Po,RT

s,t )

(37)

—λs,t,i = Es,i(t,q)Υs,t,i + Ẽs,i(t,q)Φs,t,i (38)

Min Cowner =
5∑
s=1

24∑
t=1

(Pb,RT
s,t λ

b,RT
s,t + CDG

s,t

+UCt − P
o,RT
s,t λ

o,RT
s,t − PP2P,DA

s,t λP2P,DA
s,t

+ PP2P,DA
g,t λP2P,DA

g,t − λP2P,DA
s,t

3∑
i=1
πiP

DR,r
s,t,iΥs,t,i

−
3∑
i=1
πiP

DR,r
s,t,iA

DR,r
s,t Υs,t,i +

3∑
i=1
πiP

DR,in
s,t,i B

DR,in
s,t Φs,t,i)

(39)

CDG
s,t = as(P

DG
s,t )2 + bs(P

DG
s,t ) + cs (40)

λb,RT
s,t = 2ag(Ptotal

t ) + bg (41)

Max OF1 = UF − Cowner (42)
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Min OF2 = Ccustomer =
5∑
s=1

24∑
t=1

(PAEL
s,t λ

P2P,DA
s,t

−λP2P,DA
s,t

3∑
i=1
πiP

DR,r
s,t,iΥs,t,i −

3∑
i=1
πiP

DR,r
s,t,iA

DR,r
s,t Υs,t,i+

3∑
i=1
πiP

DR,in
s,t,i B

DR,in
s,t Φs,t,i)

(43)

PGEN
s,t = PPV

s,t + P
W
s,t + P

DG
s,t (44)

λDG
s,t = 2as(PDG

t ) + bs (45)

Pint
s,t = P

g
s,t − P

P2P,DA
s,t (46)

Pb,RT
s,t + PGEN

s,t + PP2P,DA
s,t + Pdch

s,t = PAEL
s,t + Pch

s,t

+PP2P,DA
g,t + Po,RT

s,t −
3∑
i=1
πiP

DR,r
s,t,iΥs,t,i+

3∑
i=1
πiP

DR,in
s,t,iΦs,t,i

(47)

PDG
s,t − P

DG
s,t−1 6 Rs (48)

PDG
s,t−1 − P

DG
s,t 6 Rs (49)

PDG
s 6 PDG

s,t 6 P
DG
s (50)

Pch
s 6 Pch

s,t 6 P
ch
s (51)

Pdch
s 6 Pdch

s,t 6 P
dch
s (52)

SOCs,t = SOCs,t−1 + x
ch
s,tP

ch
s,tη

ch − xdch
s,t
Pdch
s,t

ηdch (53)

SOCt 6 SOCs,t 6 SOCt (54)

0 6
5∑
g=1
g 6=s

PP2P,DA
s,g,t 6 PGEN

s,t xs,g,t (55)

0 6
5∑
g=1
g 6=s

PP2P,DA
g,s,t 6 PGEN

g,t (1 − xs,g,t) (56)

PP2P,DA
s,t =

5∑
g=1
g 6=s

PP2P,DA
s,g,t (57)

PP2P,DA
g,t =

5∑
g=1
g 6=s

PP2P,DA
g,s,t (58)

λDG
s,t 6 λ

P2P,DA
s,t 6 λb,DA

s,t (59)

λDG
g,t 6 λ

P2P,DA
g,t 6 λb,DA

s,t (60)

Pb,RT
s,t 6 [(PAEL

s,t + PP2P,DA
s,t +

3∑
i=1
πiP

DR,in
s,t,i )−

(PP2P,DA
g,t + PGEN

s,t +
3∑
i=1
πiP

DR,r
s,t,i)]xs,b,t

(61)
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Po,RT
s,t 6 [(PP2P,DA

g,t + PGEN
s,t +

3∑
i=1
πiP

DR,r
s,t,i)−

(PAEL
s,t + PP2P,DA

s,t +
3∑
i=1
πiP

DR,in
s,t,i )](1 − xs,b,t)

(62)

Pb,RT
s,t > 0 (63)

Po,RT
s,t > 0 (64)

λP2P,DA
s,t ϑs,t,αΥs,t,i 6 A

DR,r
s,t 6 λP2P,DA

s,t ϑs,t,α+1Υs,t,i (65)

λP2P,DA
s,t θs,t,βΦs,t,i 6 B

DR,in
s,t 6 λP2P,DA

s,t θs,t,β+1Φs,t,i (66)
3∑
i=1

Υs,t,i +

3∑
i=1

Φs,t,i 6 1 (67)

xch
s,t + x

dch
s,t 6 1 (68)

Υs,t,i ∈ {0, 1} Φs,t,i ∈ {0, 1} xs,b,t ∈ {0, 1}

xs,g,t ∈ {0, 1} xch
s,t ∈ {0, 1} xdch

s,t ∈ {0, 1}
(69)

Max OF1 − kOF2 s.t Eqs. (1) − (69) (70)

SW = OF1 − OF2 = Total OF (71)

The main concern of this paper could be categorized in to two main parts: 1)

maximizing the objective function of owners affected by P2P-DA forecast-based mar-

ket, real time market and I-DRP, i.e., (37)-(42). In this regard, —λs,t,i [54] and

UCt are customer willingness to participate in only hourly DA I-DRP and the us-

age cost of UG, respectively;2) minimizing the cost of customers electrical demand

consumption. In (43) captures the participation capacity of customers in I-DRPs.

Moreover, the advantages of I-DRP could be categorized in to two factors. The first

is the benefit from not purchasing reduced demand at P2P-DA forecast-based price

and participating in reward-based programming in which prosumer centricity duty

is fulfilled by reducing the cost of customers. The second is to increase the con-

sumption gradually before reach to peak hours at price lower than P2P-DA forecast-

based price in which grid centricity obligation is satisfied by increasing the power

quality of UG, i.e., reduction of total loss and improve the voltage deviation index

(VDI). Constraints (44)-(46) are the total generation of microgrids, marginal cost

of DGs [55] and inflexible forecasted demand, respectively. Moreover, constraint

(47) guarantees the power balance of two stage multi objective approach. These

purchased power from real time market, total generation of microgrids, purchased
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power from P2P-DA forecast-based market and discharged power of batteries [56]

are aligned with AEL, charged power of batteries, sold power in P2P-DA forecast-

based market, sold power in real time market and participating in I-DRPs. Further,

constraints (48)-(50), describe the regulations of DGs, while constraints (51)-(54),

explain the regulations of batteries. Constraints (55)-(58) indicate the functionality

of purchased/sold power from/ in P2P-DA forecast-based market to total generation

of microgrids. Hence, prosumers could only sell or buy power in P2P-DA forecast-

based market at time t. Constraints (59)-(60) describe the P2P-DA forecast-based

market prices in which λP2P,DA
s,t and λP2P,DA

g,t are the selling/buying prices of prosumer

s to/from prosumer g at time t. Therefore, these prices are cleared in the first stage

of optimization before the operation of next day at same hour. Constraints (61)-

(64) are the representation of purchased/sold power in real time market, whereas

prosumers could only buy/ sell power from/ to UG at time t. Function (65) and

(66) are the reward and penalty rates of blocks for participating in I-DRP, which one

I-DRP could be initiated at time t. Also, (67)-(69) are considered as the binary reg-

ulations of I-DRP, real time programming and batteries, respectively. Finally, (70)-

(71) is presented as the compact representation of this paper which showcases the

accumulation of opposing objectives, i.e. revenue of owners and cost of customers,

to maximize the social welfare (SW) of P2P-TES schematic. In addition, the details

of the IEEE 85 bus test system [57], i.e., hourly price, power flow of each feeder,

VDI and total power loss of test system, are taken into account based on Distflow

formulation [16]. Table 4 is presented the DER applied to each MG. Hence, the

proposed objectives are to maximize the revenues of owners and minimize the cost

of customers in a P2P-TES framework.

The proposed architecture is a smart hierarchy algorithm in which I-DRP and

prediction values play a crucial role in realizing the P2P-TES. Furthermore, ISO and

SA are in compatible harmony due to the concise connection of both sides. That is

because each side has an accessibility to the mutual purchased/ sold orders. Hence,

the proposed method has equipped with the privacy-preserving. The usage cost, i.e.

UCt, is considered as 0.03 of selling price of the UG published by ISO.
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2.5. Decision-Making Strategy, Reliability Criterion and Grid Centricity Indexes

As mentioned before, bi-objective profitability could be considered as a prime

consideration. Hence, SW function is formed to direct the decisions into optimal-

ity. In fact, the P2P-TES has to satisfy the grid centricity regulations. Due to the

importance of energy providing role of the owners, the weight values of owners

have set to 1. Hence, the weight value of the customer, i.e., K, has to be allocated

optimally. With this respect, PF technique is utilized as a powerful tool to direct the

calculations towards optimality.

Besides, energy not supplied (ENS) is considered as the reliability criterion. In

this paper, VDI and total loss allocation are used to imply compatibility of the pro-

posed method with grid centricity matters [58]. To improve those noted indexes,

the excess energy sell to the UG after providing energy to other peers. In particular,

the selling price to the UG, λo,RT
t , is fix to be 0.9 of selling price published by ISO,

λb,RT
t , to encourage the UG.

3. Simulation Discussion and Case Study (CS) Description

In this paper, all are equipped with DERs to realize the calculations except MG5.

Furthermore, the interconnected MGs are coupled with the IEEE 85 bus test system.

However, efficient implementation of P2P energy trading challenge to disrupting

TES. To initiate the handling process of challenges, first, fitted models of electrical

demand, solar irradiance and wind speed are obtained based on AIC and BIC, con-

sidering the fitted models with the least value of AIC and BIC are the ultimate fitted

Table 4: Structure of DER

MG1 MG2 MG3 MG4 MG5

Power of PV (kW) 6.1806 0 4.1204 5.1505 0

Power of wind (kW) 0 6.93 4.62 6.93 0

PDG
s ,P

DG
s ,

0,20,7,7 0,15,7.5,7.5 0,12,5,5 0,20,7,7 0,0,0,0
Rs,Rs(kW)

Capacity of battery

(kWh)

10 10 10 10 0
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Case studies

With P2P-TES Without P2P-TES

With I-DRP 
Without 

I-DRP 

Prediction-based Conservative Deterministic

With fault
Without 

fault
DD D

CC

B B

A

Figure 7: Description of case studies

models of time series. Notably, that number of models correspond to lags are equal

to 2n − 1 which n is the number of autoregressive lags. Hence, 11, 12 and 9 are

lags of electrical demand, solar irradiance and wind speed, forming 2047, 4095 and

511 models, respectively. With respect to AIC and BIC, the optimal fitted models

of electrical demand, solar irradiance and wind speed are obtained as in Table 5.

Thereafter, one step ahead forecasting is conducted on fitted models to predict 24

hours as in Table 6. Here the scenarios are described in term of bi-objective MINLP.

In accordance with Figure 7, these scenarios facilitate four cases, i.e., A-D, cate-

gorized by the application of P2P-TES among owners to cover the challenges and

demonstrate the contribution of the proposed P2P-TES. Hence, eight case studies

are gathered under three scenarios accordingly. The first scenario is the determin-

istic mode in which the real time information of consumption, solar irradiance and

wind speed are available to conduct the optimization. In the second scenario, 20%
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load growth rate is assumed without considering the uncertainties of solar irradi-

ance and wind speed. Specifically, solar irradiance and wind speed are considered

based on the DA information. Therefore, the second scenario could be introduced

as the conservative mode of this paper. Moreover, the third scenario involves the

uncertainty obstacle relaxed by RBNN-based prediction method [32]. Further, each

P2P-TES strategy is solved with/ without consideration of I-DRP. In addition, the

LOC analysis is modeled at the peak time of the community microgrid as the ma-

jor fault of this paper, particularly at 23. Nevertheless, SP [59] is considered as

scenario-based techniques directed by Monte Carlo simulation to operate the relax-

ation strategy, i.e., RBNN-based model. Moreover, the large number of scenarios

are reduced to 20 by SCENRED [60]. Afterward, the assessments and illustrations

are presented for the normal energy system condition, CS7, to reduce the complex-

ity. The simulations are gathered from MATLAB and CONOPT optimizer of GAMS

to relax the uncertainty and perform the optimization, respectively (system: Intel

Core i7-6700HQ CPU at 3.5 GHz, 12G RAM).

4. Obtained Results and Discussions

Firstly, the results of proposed RBNN is compared with two machine learning-

based and one deep learning-based regression algorithms, i.e., SVM, GPR and LSTM,

to illuminate the adequacy of modeling, as illustrated in Tables 6 and 7. According

to those tables, proposed RBNN outperforms the results of mentioned regression al-

gorithms by the means of the least RMSE obtained in both training and testing sets.

Further, regression results of proposed RBNN is presented in Table 8 to illustrate the

accuracy of linear regression. Hence, the forecast results are presented in Figure 8.

Table 5: Selected autoregressive Lags for Modelings based on AIC and BIC

Time series Autoregressive lags AIC BIC

Electrical demand t1-t2-t3-t4-t21-t72-t96-t120-t336 2345.6 2641.3

Solar irradiance t1-t2-t3-t4-t12-t18-t25-t49-t73 1672.1 1876.9

Wind speed t1-t3-t17-t30-t44-t136-t387 1548.6 1606.3
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Therefore, SA shares predictions and λP2P,DA
s,t with consumers to modify their con-

sumption and the optimization is obtained by the smart P2P-TES tactic. According to

Table 9, case-studies 2 and 4 violate the reliability criterion and unable to satisfy the

expectations of consumers. Thereby, these cases could be identified as the infeasi-

ble because MG5 are not able to satisfy its consumers without P2P-TES. Besides, the

owner’s revenues have been increased while the costs of customers have decreased

in all cases. Hence, it is clear that the proposed tactic has gained practicality in all

feasible cases. Further, I-DRP has contributed equally to the objectives considering

the LOC in all P2P-based case studies (CS7 and CS8). Therefore, the exquisite role

of I-DRP is proven for optimal management in all scenarios. In (CS5 and CS7), the

revenue of owners has increased by 10.6%, and the cost of customers reduced by

9.86%, which are the instances representing adequacy of I-DRP and integration of

renewable energy resources into the body of microgrid. In fact, the major portion of

the cost is compensated by utilizing P2P-TES (CS1, CS3, CS5 and CS7). Therefore,

the practicality of smart I-DRP is proven. It is also important to consider the rev-

enue and cost improvements of owners and customers, compared to cases without

P2P-TES, where the revenues are increased to 23.32% in CS3 and CS7. However,

the costs of customers have increased to 8.48% comparing with the deterministic

(CS3 and CS7), due to the optimal economic weight obtained for customers. On

the contrary, TotalOF is improved significantly by 63.83%. This trend can be seen

in the comparison of CS1 and CS5. During LOC, revenue of owners are and cost

of customers are improved by 29.62% and 1.51% considering deterministic case

studies, i.e., CS6 and CS8. The reason behind is the accurate forecasting results

of RBNN, directing P2P regulations to benefit from the integration of renewable

energy resources. Hence, the proposed algorithm relays the attribute of being en-

vironmentally friendly in its basis. Comparing all case studies of CS6 and CS8 with

CS2 and CS4, the proposed strategy absorbs the negative impact of LOC by utilizing

I-DRP. Therefore, the smart P2P-TES algorithm contributes to indicate the novelty

of the proposed architecture for handling the joint uncertainty and LOC thoroughly.

On the other hand, the decision-making role of the PF technique is taken into ac-

count to prove the accuracy of calculations. Specifically, PF determines the optimal
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values of this methodology, while considering the SW function which satisfies both

objectives uniformly, as in Figure 9. Note that cost of customers are presented by

negative sign as the indication of purchased cost of buying energy. On the contrary,

revenue of owners are expressed by positive sign as the representation of profit

of selling power to customers. According to Figure 9, by altering from 0.5 to 1.5,

the solutions are non-dominated based on objectives. Hence, K is fixed to 0.8 to

satisfy the SW. Further, Table 10 illustrates the optimality of the proposed method.

Table 10 is presented the improvement in the trend of solutions, with the smart

P2P-TES algorithm. The proposed method has taken the advantage of optimality

in all the case studies, considering the proximity of solution in deterministic one

which is gathered based on the perfect information of uncertainties.

Moreover, the performance of I-DRPs is discussed through Figurs 10-16. According

to Figure 10, I-DRP has reduced the electrical demand at 1-3, 11-14 and 18-24 and

the major portion of reduction is performed at peak times, i.e., 18-24. With respect

to Figure 11, by applying I-DRP, the optimal value of total objective function, i.e.,

Total OF, is increased in fifteen hours of the day and decreased in remaining nine

hours. Further, the increasing ratio is higher compared to decreasing ratio. Fig-

ure 11 indicates that the maximum improvement of Total OF is functioned at 1-3,

11-14 and 18-24. Comparing with Figure 10, it could be concluded that the rise of

Total OF occurs at consumption times which electrical demand of MGs are reduced

by applying I-DRP. Similar to Figure 11, Figure 12 implies that the optimal value of

OF1 is significantly increased at hours of load reduction. In addition, the optimal

value of OF1 is decreased in six hours of the day. On the contrary, the increasing rate

is notably higher than the decreasing rate in the remaining eighteen hours, which

demonstrates the optimal performance of I-DRP to rise the revenue of owners. Ac-

cording to Figure 13, OF2 is decreased during major hours of the day, i.e., fifteen

hour. Furthermore, the optimal value of OF2, in fifteen hours, is higher than remain-

ing nine hours. Similar to Figure 11 and Figure 12, the maximum improvement of

OF2 is operated at hours where the consumption is reduced by I-DRP. According

to Figure 14, the shifting hours of consumption funcionalized by the prices of real

time programming.Particularly, the optimal performance of I-DRP is in harmony

36



with hourly prices of real time programming. With this respect, I-DRP cuts off elec-

trical demand which is consumed at hours with prices higher than selling prices

of P2P-DA forecast-based energy market. Comprehensively, the excess purchased

power from UG is completely consumed at off-peaks, i.e., 6 and 10, and mid-peaks,

i.e., 15-17, and unable to sell to UG, simultaneously, to maintain the stability of

transactions, i.e., Figure 15. Hence, the generated power of renewable energies are

stored in battery at off-peak hours. Therefore, the reduced consumption of peak

hours are gained by the portion of battery energy storage and released capacity of

DGs, i.e., Figure 16. This is because, the maximization of revenue could be realized

only at peak hours, due to the high price of power.Therefore, Figures 10-16 convey

the bi-objective profitability of I-DRP for increasing the revenue of owners and cost

of customers, uniformly. Besides, the SP analyses the application of the relaxation

process. According to Table 11, the absolute error indicates the distance of the

obtained solution from the optimal solution. Hence, it is clear that the proposed

method by the relaxation algorithm is performed effectively.

Furthermore, P2P-TES has to abide by the grid centricity obligations: the total

power loss and the total voltage deviation as shown in Figures 17 and 18. Accord-

ing to Figure 17, the total power loss of grid-connected mode is less than island

model, i.e., 6.98%: 1.58589 (MW) and 1.70506 (MW), respectively. Moreover,

grid-connected mode improves VDI of the grid, i.e., 2.19%, 1.228 p.u., to 1.201

p.u. as in Figure 18. In addition, the VDI of UG has been enhanced by the proposed

method . Figure 15 shows that the smart P2P-TES strategy provides almost 0.03%

of UG’s demand at peak times.Therefore, total power loss and the VDI in UG are

improved at peak times, while removing the grid centric obligations and facilitating

to apply the proposed method generally.

Table 11: Comparison of the Proposed Method with SP

CS
CS7 CS8 CS7 CS8

Total OF Total OF Total OF Total OF

Deterministic 693 670 Absolute Value

SP 801 722 108 52

Smart P2P-TES 795 680 102 10
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Table 6: The training results

Unrelaxed variables
RMSE

SVM GPR LSTM Proposed RBNN

Electrical demand 0.7600 1.0200 0.8200 0.352

Wind speed 0.9810 1.6300 1.0700 0.5295

Solar irradiance 0.0901 0.3000 0.1170 0.06597

(a) Electrical demand

(b) Solar irradiance

(c) Wind speed

Figure 8: Forecasted values during 24 hour
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Table 7: The testing results

Unrelaxed variables
RMSE

SVM GPR LSTM Proposed RBNN

Electrical demand 0.8 1.019 0.804 0.359

Wind speed 0.99 1.51 1.062 0.5211

Solar irradiance 0.102 0.251 0.107 0.063

Table 8: The regression of forecast values for 24 Hours

Unrelaxed variables
Regression

SVM GPR LSTM Proposed RBNN

Electrical demand 0.542 0.44 0.5 0.972

Wind speed 0.491 0.411 0.478 0.88

Solar irradiance 0.767 0.528 0.705 0.984

Table 9: The Results of Problem Using Smart P2P-TES Algorithm (K=0.8)

CS

Without P2P-TES With P2P-TES

Without I-DRP With I-DRP Without I-DRP With I-DRP

Without fault (CS1) With fault (CS2) Without fault (CS3) With fault (CS4) Without fault (CS5) With fault (CS6) Without fault (CS7) With fault (CS8)

OF1 OF2 OF1 OF2 OF1 OF2 OF1 OF2 OF1 OF2 OF1 OF2 OF1 OF2 OF1 OF2

Deterministic 1095 1562 - - 1582 1449 - - 1764 1744 1482 1588 1951 1572 1921 1564

Conservative 968 1944 - - 1334 1710 - - 1644 2082 1285 1928 1749 1848 1713 1831

Prediction-based 1145 1541 - - 1527 1417 - - 1840 1743 1631 1691 2049 1567 1929 1561

5. Conclusion

In this paper, a smart method is proposed to handle the challenges of P2P trad-

ing system named smart P2P-TES. In this regard, the proposed strategy applies an

intelligent-based technique, i.e., RBNN, to predict electrical demand, solar irradi-

ance and wind speed of real time programming. Based on the results of forecasting,

I-DRPs are initiated to reshape the consumption of customers for gaining economic

interests. To do so, the P2P-DA forecast-based energy market is, firstly, cleared

by SA, determining optimal volume of transactions and prices for maximizing the

revenue of owners. Then, SA determines optimal offers submitted in I-DRPs to min-

imize the cost of customers. Hence, real time energy market transaction are cleared
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Figure 9: Decision-making strategy applied by PF technique
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Figure 10: The energy management results of the CS7

and reported by ISO to UG. Besides, two case studies, i.e., deterministic and conser-

vative, are described to validate the performance of RBNN. The results convey that

using smart P2P-TES and I-DRP leads to decreasing the cost of customers and in-

creasing the revenue of owners via integrating with prediction results of RBNN. Con-

sidering the application of I-DRPs, the revenue of owners has increased by 10.6%,

and the cost of customers reduced by 9.86%. Moreover, TotalOF, is significantly, in-

creased by 63.83% considering the cooperation of P2P-TES and I-DRP . On the other
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Figure 11: The Total OF in CS7

Figure 12: The revenue of owners in CS7

hand, compared results of the proposed method with SP and conservative one excel

in term of proximity with the deterministic case which information of the next day

are determined. Also, results show the adequacy of the proposed method against

load curtailment at peak time, guaranteeing ENS of customers be equal to zero.

On the other hand, bi-objective profitability is obtained as electrical demand is de-

creased from peak hours. Further, power loss and VDI of UG are reduced by 6.98%

and 2.19%, respectively. Hence, the results convey the grid centricity attribution of

41



Figure 13: The cost of customers in CS7
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Figure 14: Selling price for each MGs in CS7

proposed smart P2P-TES.
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Figure 15: Interactions of P2P-TES with UG as purchased and sold powers for CS7
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Table 12: The comparison of contribution of this work with references

References
Mathematical formulation Energy market

Uncertainty modeling Stochastic elasticity DRP Optimization method
Consumer side Owner side UG Reliability DA RT DA&RT

[1] Yes No Yes No No Yes No No No No NLP

[2] Yes No Yes Yes Yes No No SP No Yes LP

[3] Yes Yes No No No Yes No No No No LP

[4] Yes Yes No No No No Yes PEM No No MINLP

[5] Yes Yes No No Yes No No No No No Bi-level/Game theory

[6] Yes Yes No No Yes No No RETScreen No Yes MINLP

[7] Yes No Yes Yes No No Yes SP No Yes Risk constraint/Two-stage

[8] No Yes No No Yes Yes No SP Yes Yes MILP

[9] Yes No No Yes No Yes No SP No Yes MINLP

[10] No Yes No Yes Yes No No SP Yes Yes Chance constraint

[11] Yes Yes Yes No No Yes No No No Yes Game theory

[12] Yes Yes Yes No No Yes No No No Yes Game theory

[13] Yes Yes No No No Yes No No No Yes Game theory

[14] Yes Yes No Yes Yes No No SP No Yes Two-stage

[15] Yes Yes Yes No No Yes No SP No No Two-stage

[16] No Yes Yes No No Yes No No No No ADMM

[18] Yes Yes No No No Yes No No No Yes Game theory

[19] Yes Yes No No No Yes No No No Yes Game theory

[20] Yes Yes No No No Yes No No No No Game theory

[21] Yes Yes No No No Yes No SP No Yes ADMM

[26] No Yes Yes No No Yes No No No No NLP

[27] Yes Yes No No Yes No No No No No MILP

This work Yes Yes Yes Yes No No Yes RBNN Yes Yes MINLP
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