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Abstract  

Faults in building Heating, Ventilation, and Air-condition (HVAC) system create an uncomfortable 

indoor environment and cause energy waste. The data-driven method has been widely applied for Fault 

Detection and Diagnosis (FDD) in the complex building HVAC system. This method relies on the 

availability of many fault data which is difficult to collect. This makes it quite challenging to apply the 

data-driven methods for the FDD of the HVAC system. Thus, a novel data-driven FDD method that only 

utilizes small fault data collected from a Variable Refrigerant Flow air condition system has been 

proposed. Under different conditions, the fault and normal data are collected in an enthalpy difference 

laboratory to create small and imbalanced data. A generative network is developed by combining 

Wasserstein Generative Adversarial Network with Gradient Penalty and Variational Auto-Encoder. To 

improve the FDD classifier’s accuracy and to train an end-to-end network model using small and 

imbalanced data, two ensemble classifiers are embedded into the generative network. The dataset 
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includes normal and fault data have been applied to train the modified generative network, and two 

ensemble classifiers are used to detect and diagnose the fault, respectively. The performance indexes 

show that the proposed method is much better than the SMOTE-based methods in almost all training 

groups. Besides, the comparison between the proposed method and generative network with a single 

classifier indicates that the ensemble classifiers can improve the F1-score of fault detection and the 

accuracy of fault diagnosis. 
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1. Introduction 

China's rapid urbanization significantly increases great energy and resource demands [1]. In the 

past decades, building accounts for almost 30% of the total energy consumption in China. Moreover, the 

Heating, Ventilation, and Air Condition (HVAC) systems account for 55% of public building energy 

consumption [2]. The variable Refrigerant Flow (VRF) system is a centralized HVAC system widely 

used in commercial buildings since it can provide high thermal comfort with lower energy consumption 

[3-5].  

The regular operation of the components ensures that the VRF system can distribute the refrigerant 

effectively and avoid potential danger. Fault can damage components, waste energy, and cause an 

uncomfortable indoor environment [6]. Faults in VRF systems can be classified into two types: system-

based and component-based [7]. Refrigerant undercharge and overcharge [8] can be regarded as the 

system-based fault. The component-based fault includes compressor liquid refrigerant flood back[9], 

valve stuck and leakage[10], fouling, etc. The Fault Detection and Diagnosis (FDD) method can 

accurately and quickly judge whether the VRF system is faulty, determine which type of fault is, and 

provide maintenance suggestions. 

 According to related literature, existing FDD methods for HVAC systems can be classified into 

data-driven and knowledge-driven[11, 12]. Benefiting from the improvement of computers, the data-

based method has been widely studied for FDD of HVAC systems[13]. However, small fault data makes 

it challenging to extract enough feature information to train fault diagnosis classifiers, and the imbalance 

between normal and fault data also has a negative impact on training data-driven classifiers for fault 

detection [14]. 

In recent years, the data-driven FDD method under small and imbalanced data can be divided into 

classifier optimization, feature learning, and data augmentation[15]. Classifier optimization mainly 

changes the structure of the existing algorithm to be applicable to be trained under imbalanced data. The 

cost-sensitivity analysis is one of the most widely used methods for optimizing the classifier[16-18]. It 

can be embedded into many existing classifiers, such as Support Vector Machine (SVM) and Random 

Forest (RF), by setting different misclassification punishments between small and big data to force the 

classifier to learn more feature information from small data. Yan et al. [17, 19] used cost sensitivity 

analysis for early FDD of air handling units. However, the performance improvement by using cost 



 

sensitivity analysis is lower than other methods. Besides, the results in some papers indicated that 

classifiers based on decision-tree and SVM are slightly influenced by imbalanced data[20-23]. 

Ebrahimifakhar et al. [24] compared several algorithms with SVM to detect and diagnose the fault of 

packaged rooftop units, indicating that SVM shows the best performance compared with mentioned 

methods. An optimized classifier always works with data augmentation for better performance under 

small and imbalanced data.  

Feature learning means extracting fault features as much as possible by designing powerful machine 

learning algorithms, including Deep Neural Network (DNN) [25, 26] and Transfer learning[27-29]. Jia 

et al. [26] proposed a deep normalized convolutional neural network framework for imbalanced fault 

classification of machinery. In the transfer learning scenario, the model learns fault features from the 

source domain, which contains many data and is micro-adjusted with small data from the target domain 

so that the model can perform well in the target domain. Lu and Tao [27] proposed a novel two-stage 

transferable feature space mining method that consists of a common feature network and compare 

network for bear fault diagnosis. The results indicated that the proposed method could efficiently learn 

feature information for transfer fault diagnosis with all labeled and unlabeled data. Fan et al. [28] applied 

prior knowledge transferred from the centrifugal chiller to the screw chiller, and the results indicated that 

the overall diagnostic performance of the screw chiller with much fewer data was improved.   

Data augmentation mainly includes data sampling[30] and data generation. Data sampling is the 

traditional method to process imbalanced data, including oversampling[28, 31], under sampling[32], and 

mixed sampling[33]. The Synthetic Minority Oversampling Technique (SMOTE) is one of the most 

widely used methods[34]. Zhou et al. [20] used Principal Component Analysis (PCA) to reduce the 

dimension of features, and SMOTE was used to augment fault data for the VRF system, including valve 

fault, fan fouling, etc. Fan et al. [28] used SMOTE to generate synthetic fault data of screw chiller, 

including refrigerant undercharge, condenser fouling, non-condensable gases, etc. The absolute accuracy 

of fault diagnosis based on SMOTE method can reach 96.7%. Besides, Wang et al. [32] used Random 

under sampling to improve the FDD strategy for the VRF system. Although data sampling requires fewer 

computing resources to get more fault data, such sampling methods find data distribution to make 

synthetic data, and it could blur the classification boundary without exploring the hidden features of data. 

Compared with data sampling, data generation pays more attention to extracting features from small 

data to generate similar data. Generative Adversarial Network (GAN) [35-38] and Variational Auto-



 

Encoder (VAE) [39] have been the most popular generative networks because of their ability to rebuild 

target data from random noise and extract feature information from original data. Generative networks 

have been widely used to generate synthetic fault data for the rotatory machine in recent years [40-43], 

but only a few related studies on the HVAC system can be found. Yan and Zhong [44-47] used GAN to 

generate fault data of chiller and air handling units for the first time and designed a general FDD strategy 

under small and imbalanced data for the HVAC system. Besides, Fan et al. [48] used VAE to enhance 

imbalanced data for air handling units, and several data sampling methods for data augmentation are 

compared with the VAE-based method to make an overall quantitative analysis. Studies above-mentioned 

have proved that synthetic data from the generative network does improve the performance of FDD. 

Although generative network still has vast potential to handle small and imbalanced data, there are 

several problems required to be solved:  

a) The FDD classifier for the HVAC system trained under data generated from a generative 

network shows worse performance than that generated from SMOTE. 

b) The existing FDD method for HVAC systems under small and imbalanced data consists of 

three parts: data augmentation, data evaluation, and classifier training, which is complex and 

time-consuming to design each process compared with end-to-end learning.  

c) Although a related study compares the FDD performance of the HVAC system under small 

data between data sampling and VAE methods [48], is still a lack of clear comparison of the 

FDD performance of VRF system between GAN and SMOTE methods under different types 

of small data. 

In this study, the structure of this paper is as follows: Section 2 illustrates the background of the 

method and the proposed FDD method. The VRF experiment setup and data preprocessing are described 

in Section 3. Moreover, in Section 4, the comprehensive discussion of FDD results. The conclusions are 

summarized in Section 5. What is more, the main contributions of this paper can be listed as follows: 

a) A combined conditional VAE and Wasserstein Generative Adversarial Network with Gradient 

Penalty (WGAN-GP) generative network is built for more stable data generation. 

b) Two modular ensemble classifiers embedded into the generative network are trained 

simultaneously for faster, more accurate, and stable performance of FDD.  

c) An end-to-end FDD method for the VRF system is introduced and validated. The detailed 

comparison between the proposed FDD method and the SMOTE-based method is discussed 



 

comprehensively under different sizes of fault data.  

2. Methods 

In this section, the background of basic methods will be illustrated comprehensively, including 

variational Auto-Encoder, Wasserstein Generative Adversarial Network with Gradient Penalty, and 

ensemble classifier. Then, the structure of the proposed network and all loss functions are described in 

detail. Finally, the complete FDD strategy and related performance indexes of validation are listed. 

2.1. Background 

2.1.1. Wasserstein Generative Adversarial Network with Gradient Penalty 

The Generative Adversarial Network (GAN) consists of a generator and a discriminator. The 

generator learns a mapping from random noise to target data, and the discriminator learns to discriminate 

between real data and generated data [35], such as in Figure 1. Because the generator and discriminator 

are interacting with each other, the generator can produce more realistic data.  

 

Figure 1. The structure of GAN 

However, traditional GAN cannot be trained stably because of the game relationship between 

generator and discriminator. Therefore, Arjovsky et al. [49] modified the loss function of traditional GAN 

and applied Wasserstein distance to measure the difference between generative data and real data, where 

Wasserstein Generative Adversarial Network with Gradient Penalty (WGAN-GP) is proposed. Gradient 

Penalty takes the place of weight clipping in WGAN to avoid gradient vanishing and exploding problems 



 

[38]. The modified loss functions of the generator and discriminator are displayed as follows: 

𝐿𝐷 = 𝐷(𝑥̂) − 𝐷(𝑥) + 𝜆(‖𝛻𝑥𝐷(𝑥̅)‖2 − 1)2 (1) 

𝐿𝐺 = −𝐷(𝐺(𝑟)) (2) 

Where 𝑥̂ is the generative data from random noise; 𝑥 is the real data; 𝑥̅ is the linear interpolation 

between generated and real data; 𝜆 is the gradient penalty coefficient; r is the random noise. The 𝑥̅ can 

be calculated by 𝑥 and 𝑥̂ in this formula: 

𝑥̅ = 𝜖𝑥 + (1 −  𝜖)𝑥̂ (3) 

Where 𝑥̂ is calculated by 𝐺(𝑟); 𝜖 is a random number.  

2.1.2. Variational Auto-Encoder 

Kingma proposed the Variational Auto-Encoder (VAE) in 2013 [39], consisting of an encoder and 

a decoder. The encoder tries to learn a mapping from real data to normal distributions, and the decoder 

tries to reconstruct data from random sampling of normal distributions, such as in Figure 2. Therefore, 

the decoder can be considered as a generator in GAN. 

 

Figure 2. The structure of VAE 

The encoder is updated by reducing the Kullback-Leibler divergence between a standard normal 

distribution and latent normal distribution: 

𝐾𝐿(𝑁(𝜇, 𝜎2)‖𝑁(0, 1)) =
1

2
(−𝑙𝑜𝑔𝜎2 + 𝜇2 + 𝜎2 − 1) (4) 

 The 𝑁(𝜇, 𝜎2) is the learned normal distribution from the encoder. Besides, the decoder is updated 



 

by reducing the reconstruction loss between reconstructed data and real data: 

𝐿𝐷 = √
1

𝑁
∑‖𝑥̃ − 𝑥‖2 (5) 

 Where 𝑥̃ and 𝑥 are reconstructed and real data, respectively; N is the number of batch sizes. To 

make the model trainable, a reparameterization trick is used to sample from latent normal distribution as 

input of decoder: 

𝑍 = 𝜇 + 𝜀 × 𝜎 (6) 

The 𝜀  is a random sampling from a standard normal distribution. The KL divergence and 

reconstruction loss are interactive and adversarial so that encoder and decoder work in a dynamic balance. 

2.1.3. Ensemble Classifier 

An ensemble classifier is a learning algorithm that combines the prediction results of several multi-

base classifiers by bagging, boosting or some other methods to get more accurate classification results 

[50]. Bagging is first proposed by Breiman [51], and RF is one of the most wide-used bagging ensemble 

classifiers. In our study, several neural networks are combined as an ensemble classifier by bagging, as 

shown in Figure 3. 

 

Figure 3. The structure of the ensemble classifier 

Every classifier will give each prediction of the testing dataset, and the most occurrence of 

prediction is chosen as the final prediction. If two or more predictions occur the same number of times, 



 

the ensemble classifier will choose one of them randomly as the final output.  

2.2. Modified generative network with ensemble classifier 

VAE can generate stable data from random sampling but has trouble reconstructing more similar 

data. GAN can learn the difference between generated and real data, but it is challenging to generate 

stable data. Therefore, Larsen et al. [52] proposed a combined VAE-GAN model at first. Then, Bao et al. 

[53] added a classifier into the generative network to generate more stable and real data. Based on the 

model mentioned above, WGAN-GP replaces GAN, and two bagging network classifiers are embedded 

into the generative network to get more stable and accurate classification results under small data. 

Besides, to control the label of generated data, the label information is embedded in all input data except 

two ensemble classifiers. The combined generative and classifier network is shown in Figure 4. 

 

Figure 4. The structure of the proposed network 

The loss of encoder consists of two parts: KL divergence and the mean-square error between real 

data and reconstructed data: 

𝐿𝐸 = 𝐾𝐿(𝑁(𝜇, 𝜎2)‖𝑁(0, 1)) + √
1

𝑁
∑‖𝑥 − 𝑥̃‖2 (7) 

 The 𝑥 and x̃ are real data and reconstructed data, respectively. The loss of discriminator is the 

same as that in WGAN-GP.  

The loss of generator consists of four parts: one is the formula (2); the second is the formula (5); 

the third is the average of mean-square error between real data and reconstructed data in the final layer 

without being processed by SoftMax of each classifier for fault detection, and the final one is the average 



 

of mean-square error between real data and reconstructed data in a final layer without being processed 

by SoftMax of each classifier for fault diagnosis. Therefore, the whole loss function of the generator can 

be as follow:  

𝐿𝐺 = −𝐷(𝑥̂) + √
1

𝑁
∑‖𝑥̃ − 𝑥‖2

+
1

𝑁𝐷𝑇

∑ √
1

𝑁
∑‖𝐷𝑇̂(𝑥) − 𝐷𝑇̂(𝑥̂)‖

2

𝑁𝐷𝑇

𝑖

+
1

𝑁𝐷𝐺

∑ √
1

𝑁
∑‖𝐷𝐺̂(𝑥) − 𝐷𝐺̂(𝑥̂)‖

2

𝑁𝐷𝐺

𝑖

(8)

 

The NDT  and NDG  are the number of classifiers for fault detection and fault diagnosis, 

respectively. The DT̂() is the final layer without being processed by SoftMax of each classifier for 

fault detection. The DĜ() is the final layer without being processed by SoftMax of each classifier for 

fault diagnosis.  

The loss of each classifier is calculated by Cross Entropy (CE) as follows: 

𝐿𝐷𝑇,𝑖 = 𝐶𝐸(𝐿𝑎𝑏𝑒𝑙(𝑥̃)𝐷𝑇 , 𝐷𝑇(𝑥̃))𝑖 + 𝐶𝐸(𝐿𝑎𝑏𝑒𝑙(𝑥)𝐷𝑇 , 𝐷𝑇(𝑥))𝑖 ,   𝑖 = 1,2,3 … , 𝑁𝐷𝑇 (9) 

𝐿𝐷𝐺,𝑖 = 𝐶𝐸(Label(x̃)DG, 𝐷𝐺(𝑥̃))𝑖 + 𝐶𝐸(Label(x)DG, 𝐷𝐺(𝑥)),   𝑖 = 1,2,3 … , 𝑁𝐷𝐺 (10) 

The DT() and DG() are the final output of the classifier for fault detection and fault diagnosis, 

respectively. The Label(x̃)
DT

 and Label(x)
DT

 are the real labels for fault detection. The Label(x̃)
DG

 

and Label(x)
DG

 are the real labels for fault diagnosis. The training and testing process are shown in 

Figure 5. The order of optimization is an encoder, generator, discriminator, and classifiers for fault 

detection from 1 to NDT, and classifiers for fault diagnosis from 1 to NDG.  



 

 

Figure 5. The training and testing process of modified generative network 

2.3. Proposed FDD strategy 

Based on the modified generative network, an FDD strategy is proposed in this study, as shown in 

Figure 6. The workflow is composed of three parts. Firstly, the experiment is conducted on the VRF 

device to collect fault and normal data in data collection and preprocessing. All data is transmitted into 

the database and manually labeled. After preliminary parameters selection and normalization, the data is 

divided into training and testing datasets. Secondly, the training dataset is sent into the configured 

proposed network for training. Thirdly, the trained ensemble classifiers of the proposed network are 

extracted for testing FDD performance under the testing dataset. Besides, the extra fault data can be used 

to upgrade trained ensemble classifiers. Several details in the process require to be explained:  

a) The experiment data comes from the VRF system in the enthalpy difference laboratory. To 

create imbalanced and small data, the number of fault training data is much less than normal 

training data.  

b) The parameters of the VRF system are selected based on existing studies and expert knowledge.  

c) The generative network is built based on Full Connection Layers (FCL). The whole network 

is an end-to-end model because data augmentation, data evaluation, and classifier training are 

compressed into one whole model.   

d) The FDD is realized by two bagging ensemble classifiers, where ensemble learning is used to 

improve the accuracy and generalization.  



 

 

Figure 6. The proposed FDD strategy 



 

2.4. Performance indexes 

To evaluate the performance of the proposed FDD strategy, four indexes are introduced as follows. 

The fault detection is considered a binary classification, as shown in Table 1. All faulty data is considered 

positive in the fault detection phase, and all normal data is negative[44]. Precision shows how many real 

fault data are in all predicted positives. Recall shows how many fault data are detected correctly in all 

fault data. F1-score is an overall indicator of precision and recall. Accuracy shows how many data are 

correctly classified in all data. The calculation formulas of the above indexes are listed as follows:  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
(9) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
(10) 

𝐹1𝑠𝑐𝑜𝑟𝑒 =
2

(
1

𝑟𝑒𝑐𝑎𝑙𝑙
+

1

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
)

(11) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
(12) 

The fault diagnosis is considered multi-classification, and overall accuracy is used to compare the 

performance of different FDD methods.  

Table 1. The confusion matrix of binary classification 

 
Real data 

Positive(fault) Negative(normal) 

Predicted data 
Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

3. Data preprocessing and experiments  

In this section, the experiment setup and data preprocessing will be described, especially about fault 

introduction, the parameters of the VRF system for FDD, and the detailed dataset information. Besides, 

the hyperparameters of proposed networks are illustrated. 



 

3.1. VRF system and sensors 

 

Figure 7. The configuration of the VRF system 

The VRF device is placed in an enthalpy difference laboratory [20], which can adjust the indoor and 

outdoor temperature and humidity in a setting range. The experiment VRF system comprises one outdoor 

unit (OU) and five indoor units (IU), as shown in Figure 7. The scroll compressor and air-cooled 

condenser are located in OU. The rated refrigerating capacity of the whole system is 28 kW, and those 

of five indoor evaporators numbered from IU1 to IU5 are 3.6, 11.2, 2.2, 5.0, and 7.1kW, respectively. 

The refrigerant in the circulatory system is R410A. 

There are various sensors placed in different parts to record and store real-time operating data, and 

some of them have been marked in the system drawing. The operating data are recorded and transmitted 

every three seconds. All sensors are checked and calibrated carefully, and there is no data missing. 

There are more than 800 parameters recorded from the system, including the sensor parameters, 

control signal, electrical signal, switch signal, et al. The sensor parameters can be divided into IU and 

OU parameters. The first step is to clean out the useless parameters simply. The remaining parameters 

are selected by expert knowledge and according to previous studies [10, 20, 32]. The final parameters 

used for FDD are displayed in Table 2. 

Table 2. The selected parameters for FDD 

parameters Abbreviation Description 



 

Outdoor unit  

𝑇𝑜𝑢𝑡  Outdoor environment temperature 

𝑇𝑐𝑜𝑚,𝑑 Compressor discharge temperature 

𝑇𝑐𝑜𝑚,𝑠 Compressor shell temperature 

𝑇ℎ𝑝 High-pressure temperature 

𝑇𝑑𝑒𝑓  Condenser outlet temperature 

𝑇𝑠𝑢𝑏,𝑙 Super-cooler liquid outlet temperature 

𝑇𝑠𝑢𝑏,𝑔 Super-cooler gas inlet temperature 

𝑇𝑙𝑝 Low-pressure temperature 

𝑇𝑠𝑒𝑝,𝑖𝑛 Separator inlet temperature 

𝑇𝑠𝑒𝑝,𝑜𝑢𝑡 Separator outlet temperature 

𝐶𝑛𝑜𝑤 Current capability 

𝑓𝑐𝑜𝑚 Compressor frequency 

𝑓𝑓𝑎𝑛 Fan frequency 

𝐼𝑐𝑜𝑚 Compressor current 

𝐼𝑓𝑎𝑛 Fan current 

𝑈𝑐𝑜𝑚 Compressor bus voltage 

𝑈𝑓𝑎𝑛 Fan bus voltage 

Indoor unit 

(i=1~5) 

𝑇𝑡,𝑖𝑛
𝑖  Indoor unit tube inlet temperature 

𝑇𝑖𝑛
𝑖  Indoor environment temperature 

𝑁𝑟𝑒𝑡
𝑖  Return air fan rotate speed 

𝑇𝑟𝑒𝑡
𝑖  Indoor unit return air temperature 

𝑇𝑡,𝑜𝑢𝑡
𝑖  Indoor unit tube outlet temperature 

3.2. Dataset descriptions 

There were seven types of fault simulated in the experiment VRF system, as shown in Table 3. The 

refrigerant undercharge and Refrigerant overcharge are system-based faults. The Compressor liquid back, 

EXV stuck, refrigerant leak, and FRV power-off are component-based faults. A series number from F1 

to F7 is used to mark each fault. 

Table 3. The description of seven types of faults 

Fault types Fault description 

Normal (N) The normal operating of the VRF system 

Refrigerant undercharge (F1) The refrigerant is set as 65% of normal level manually 

Refrigerant overcharge (F2) The refrigerant is set as 130% of normal level manually 

Compressor liquid back (F3) A little liquid refrigerant is injected into compressor inlet manually 

EXV stuck at 0% (F4) The EXV of IU5 is fixed at 0% opening manually 



 

EXV stuck at 100% (F5) The EXV of IU5 is fixed at 100% opening manually 

refrigerant leak (F6) The EXV of IU3 is set at 50% opening manually 

FRV power-off (F7) The FRV keeps position of cooling mode when heating 

The indoor and outdoor conditions under heating/cooling mode and different IU working states 

combine various operating conditions, as shown in Table 4. The refrigerant leak means that the EXV of 

non-operating IU is not closed so that only three EXV are working while one non-operating EXV is set 

as a fault component. The FRV power-off means that the valve cannot be switched in heating because 

the power is off.  

Table 4. The different operating conditions. 

Operating types Mode Working IU Outdoor condition/℃ Indoor condition/℃ 

F1 
Cooling 

Single/Three/All 
28~42 20~32 

Heating -9~9 10~22 

F2 
Cooling 

Single/Three/All 
28~42 20~32 

Heating -9~9 10~22 

F3 
Cooling Three 33~34 25~29 

Heating All 0~12 19~23 

F4 
Cooling 

All 
33~42 24~29 

Heating 7~11 20~22 

F5 
Cooling 

All 
35~39 25~29 

Heating 7~11 17~22 

F6 Heating Three 7~8 19~22 

F7 Heating All 11~14 17~21 

N 
Cooling 

Single/Three/All 
28~42 20~32 

Heating -9~9 10~22 

The dataset under a different number of training data has been set, as shown in Table 5. By random 

sampling from each type of dataset, eight training groups are created.  

Table 5. The dataset under different numbers of training data. 

Dataset F1 F2 F3 F4 F5 F6 F7 N 

Training group1 5 5 5 5 5 5 5 20000 

Training group2 10 10 10 10 10 10 10 20000 

Training group3 20 20 20 20 20 20 20 20000 

Training group4 30 30 30 30 30 30 30 20000 

Training group5 40 40 40 40 40 40 40 20000 

Training group6 100 100 100 100 100 100 100 20000 

Training group7 300 300 300 300 300 300 300 20000 



 

Training group8 600 600 600 600 600 600 600 20000 

Test 1200 1200 1200 1200 1200 1200 1200 10000 

3.3. Hyperparameters setting of proposed networks 

The detailed structural information of the generative network is displayed in Figure 8. In this 

experiment, the learning rate of each sub-network is 1e*-3 except discriminator, whose learning rate is 

1e*-6 for more stable training. The number of latent normal distributions in the encoder is set as 8. Each 

training batch dataset is set as 25 fault data and 25 normal data. The ensemble classifier consists of ten 

base classifiers by bagging, and 6/7 of each batch of data is selected randomly to train each base classifier.  

 

Figure 8. The parameters setting of generative networks 

The proposed network is built based on python 3.7 with Tensorflow 2.4 package and run by one 

GPU GTX1080Ti and two CPUs E5-2620 v4. To keep the final results more representative, each group 

repeated ten times, and the most stable result was chosen for analysis. 

4. Analysis and discussion of the proposed FDD method.  

In this section, the FDD results of the proposed method compared with six other methods are 



 

discussed comprehensively. The comparison groups include RF, RF-SMOTE, SVM, SVM-SMOTE, 

CVAE with a single classifier, and a proposed generative network with a single classifier.  

4.1. The results of VRF fault detection

The VRF fault detection performance indexes are shown in Figures 9 to 12. A decreasing trend in 

the performance improvements can be found in training groups 1 to 8. The SVM-based method shows 

better performance than RF-based method data when the number of training data is smaller than 40 but 

performs worse with more data. Besides, generative network with classifier methods have much higher 

fault detection accuracy than SVM and RF-based methods, especially under training groups 1-3 in Figure 

9. The generative network with classifier methods shows clear improvement compared with RF and 

SVM-based methods on recall, as shown in Figure 11. The improvements between the average recall of 

three generative network with classifier methods and four RF and SVM-based methods are 11.91%, 

6.79%, 5.06%, 2.62%, 3.81%, 2.44%, 1.45%, and 0.74% from training group 1 to 8. Such results indicate 

that generative network with classifier methods can detect more faults from fault data. 

 

Figure 9. The accuracy of fault detection 



 

 

Figure 10. The precision of fault detection 

 

Figure 11. The recall of fault detection 



 

 

Figure 12. The F1-score of fault detection 

However, generative network with classifier methods has lower precision than other methods, as 

shown in Figure 10, which means that the fault detection classifier in generative network regards more 

normal data as fault data. The precision of the generative network with classifier methods is almost 1.91% 

lower than that of SVM and RF-based methods. The ensemble classifier could improve the performance 

of the generative network on precision, especially when the number of fault data is higher than 40.  

The improvements between generative network with classifier methods and the RF-SMOTE 

method are analyzed as shown in Figure 13. This improvement of the F1-score is calculated by setting 

the RF-SMOTE method as a benchmark. In group 6, the F1-scores of CVAE and the proposed network 

with a single classifier are almost 1.69% and 1.01% lower than that of the RF-SMOTE method, 

respectively, while the proposed network with ensemble classifiers is 0.19% higher. Compared with the 

RF-SMOTE method, the proposed method with ensemble classifiers has an overall average performance 

improvement of 2.38% while the performance is 0.22% lower under training group 7 only.  



 

 

Figure 13. The F1-score improvements of fault detection based on the RF-SMOTE method 

The F1-score improvements of the proposed method compared with other methods are displayed in 

Table 6. The table shows that the proposed method has more than 2% average performance improvement 

when the number of fault training data is less than or equal to 20, more than 1.3% average performance 

improvement when the number of fault training data is equal to 40, and 100 and more than 0.5% average 

performance improvement when the number of fault training data is equal to 30, 300 and 600. This 

comparison indicates that the proposed method does perform better on fault detection in almost all 

training groups. 

Table 6. The F1-score improvements of proposed method compared with other methods 

Method 5 10 20 30 40 100 300 600 

RF 6.68% 3.91% 4.79% 2.44% 3.77% 1.79% 0.55% 0.34% 

RF-smote 9.03% 4.95% 2.14% 0.48% 1.25% 0.19% -0.22% 0.02% 

SVM 5.37% 2.99% 2.04% 0.56% 2.30% 2.24% 1.40% 0.96% 

SVM-smote 4.22% 3.99% 2.00% 0.45% 1.34% 1.00% 0.31% 0.49% 

CVAE-C 2.47% 1.60% -0.02% 0.15% 1.16% 1.87% 0.69% 0.71% 

VAEGAN-C 0.77% -0.16% 2.10% 0.10% 0.65% 1.19% 0.37% 0.86% 

Average 4.76% 2.88% 2.18% 0.70% 1.75% 1.38% 0.52% 0.56% 



 

4.2. The results of VRF fault diagnosis 

The performance of VRF fault diagnosis is shown in Figure 14. The proposed method has the best 

performance on fault diagnosis than other methods except under training group 7. Although the CVAE 

and proposed network with a single classifier perform worst with 5 training fault data compared with the 

SVM-based method, the proposed network with ensemble classifiers could improve the accuracy of fault 

diagnosis significantly. 

Figure 15 shows the accuracy improvements of generative network methods compared with the 

RF-SMOTE method. The proposed method with ensemble classifiers has 12% higher accuracy in group 

2 but only 0.86% lower in group 7, while the proposed method with a single classifier has only 6% higher 

accuracy in group 2 but almost 2.75% lower in group 7. Besides, the proposed network shows better 

performance than CVAE in all groups.  

 
Figure 14. The accuracy of fault diagnosis 



 

 

Figure 15. The accuracy improvements of fault diagnosis based on the RF-SMOTE method 

It is evident in Table 7 that the proposed method has more than 5% performance improvement when 

the number of fault training data is less than or equal to 20. Only when the number of fault training data 

is equal to 300 the performance of the proposed method is a little worse than that of the RF-SMOTE 

method. Compared with propose network with a single classifier, the ensemble classifiers improve fault 

diagnosis accuracy with the greatest improvement of 5.92% under training group 1 and the lowest 

improvement of 0.65% under training group 4. The results indicate that the combined network with 

ensemble classifiers could improve the data-driven fault diagnosis method under small data. 

Table 7. The diagnosis accuracy improvements of proposed method compared with other methods 

Method 5 10 20 30 40 100 300 600 

RF 6.62% 9.89% 7.81% 5.83% 6.29% 3.72% 0.77% 0.76% 

RF-smote 8.29% 10.86% 3.97% 1.83% 3.42% 0.39% -0.87% 0.06% 

SVM 3.57% 7.54% 8.69% 4.54% 6.48% 7.16% 5.03% 4.15% 

SVM-smote 3.82% 6.90% 4.11% 0.99% 3.73% 2.03% 0.33% 1.19% 

CVAE-C 12.30% 7.95% 4.50% 1.01% 2.50% 2.22% 2.71% 3.66% 

VAEGAN-C 5.92% 5.26% 1.46% 0.65% 0.84% 1.26% 1.90% 1.88% 

average 6.75% 8.07% 5.09% 2.48% 3.88% 2.80% 1.65% 1.95% 

 



 

4.3. Diagnosis results comparison based on four methods  

The VRF fault diagnosis results of RF-SMOTE, CVAE with a single classifier, proposed 

generative network with a single classifier, and ensemble classifiers are discussed. Table 8, Table 9, 

Table 10, and Table 11 show the accuracy of each fault diagnosis result based on four methods. The 

proposed method doesn't show the best performance on all faults but performs well on most faults. The 

RF-SMOTE method shows stable performance improvements with data increase, while the performance 

change of generative network methods is far more fluctuant.  

The accuracy of fault diagnosis on F6 and F7 can reach over 80% with the proposed method or RF-

SMOTE method when the number of training data is 5. The possible reason could be that the condition 

of refrigerant leak and FRV power-off is heating mode with a smaller temperature range compared with 

other faults. The accuracy of fault diagnosis on F2 can reach 90% only when the number of training data 

is more than 100, which indicates that the refrigerant overcharge in various conditions is more 

challenging to diagnose than other faults.  

Table 8. The accuracy of each fault diagnosis based on RF-SMOTE 

Dataset F1 F2 F3 F4 F5 F6 F7 Total 

5 8.25% 42.08% 86.58% 73.58% 80.17% 86.75% 91.17% 66.94% 

10 65.83% 35.83% 87.50% 74.58% 60.83% 79.17% 90.58% 70.62% 

20 89.08% 48.50% 93.17% 75.33% 78.50% 89.83% 89.83% 80.61% 

30 96.42% 52.50% 92.92% 87.00% 88.17% 93.00% 91.92% 85.99% 

40 97.00% 58.75% 90.50% 90.92% 89.00% 85.08% 91.08% 86.05% 

100 98.58% 83.83% 97.25% 95.00% 86.50% 99.75% 96.58% 93.93% 

300 99.83% 92.50% 98.67% 97.42% 96.92% 99.83% 99.92% 97.87% 

600 100.00% 95.58% 99.58% 98.17% 98.83% 100.00% 99.92% 98.87% 

 

Table 9. The accuracy of each fault diagnosis based on CVAE with single classifier 

Dataset F1 F2 F3 F4 F5 F6 F7 Total 

5 46.92% 33.75% 86.00% 37.25% 86.42% 90.00% 67.75% 64.01% 

10 66.00% 58.25% 82.50% 72.33% 60.17% 83.17% 88.08% 72.93% 

20 97.00% 46.33% 94.33% 60.42% 79.83% 92.75% 90.50% 80.17% 

30 97.42% 66.92% 91.75% 80.92% 78.58% 96.42% 95.00% 86.71% 

40 97.17% 68.25% 90.50% 71.00% 91.75% 93.75% 95.67% 86.87% 

100 98.00% 90.17% 91.42% 75.58% 96.00% 99.17% 95.08% 92.20% 

300 99.50% 90.92% 96.58% 99.50% 76.50% 98.75% 99.00% 94.39% 

600 99.75% 92.25% 94.67% 98.17% 84.00% 100.00% 98.33% 95.31% 



 

Table 10. The accuracy of each fault diagnosis based on proposed network with single classifier 

Dataset F1 F2 F3 F4 F5 F6 F7 Total 

5 55.08% 38.58% 88.08% 79.33% 56.08% 81.83% 81.67% 68.67% 

10 73.25% 46.92% 85.75% 68.08% 72.25% 91.83% 87.33% 75.06% 

20 97.33% 51.75% 86.50% 73.83% 89.75% 91.08% 88.75% 82.71% 

30 98.00% 61.00% 90.50% 74.58% 96.83% 94.58% 93.67% 87.02% 

40 96.33% 80.25% 90.00% 86.25% 85.75% 89.33% 90.50% 88.35% 

100 98.67% 89.67% 94.08% 85.25% 89.67% 99.25% 95.17% 93.11% 

300 99.67% 95.58% 97.50% 95.75% 79.17% 99.83% 98.75% 95.18% 

600 99.00% 96.67% 99.00% 88.42% 98.17% 98.92% 99.33% 97.07% 

Table 11. The accuracy of each fault diagnosis based on proposed network with ensemble classifier 

Dataset F1 F2 F3 F4 F5 F6 F7 Total 

5 56.67% 47.83% 85.67% 58.25% 81.67% 90.42% 90.42% 72.99% 

10 85.58% 53.50% 89.92% 89.50% 53.67% 92.42% 90.00% 79.23% 

20 97.25% 54.25% 87.00% 87.17% 80.25% 91.17% 90.50% 83.94% 

30 94.50% 57.58% 91.83% 84.00% 91.17% 96.75% 97.33% 87.60% 

40 93.92% 69.42% 91.58% 86.83% 92.58% 91.92% 97.42% 89.10% 

100 97.92% 92.00% 93.00% 92.83% 87.50% 99.92% 96.92% 94.30% 

300 99.75% 91.58% 99.00% 92.33% 97.67% 100.00% 98.83% 97.02% 

600 99.42% 97.17% 99.33% 96.92% 99.92% 100.00% 99.75% 98.93% 

Comparing the accuracy of each fault diagnosis in Table 10 and Table 11, it can be found that the 

ensemble classifiers perform better on F6 and F7 compared with a single classifier. Although the 

generative network shows better overall performance on fault diagnosis, no obvious regular pattern can 

be found: which kind of factors can influence the performance of the generative network and how the 

influence changes. 

5. Conclusion 

The availability of small and imbalanced data influences the data-driven method’s performance for 

fault detection and diagnosis. Thus, this paper proposes a novel fault detection and diagnosis method to 

solve this problem. Seven types of faults are applied to verify the proposed method’s accuracy and 

feasibility, and six comparison methods are used to validate the performance improvement of the 

proposed method. The proposed method's fault detection and diagnosis results compared with other 

common methods are discussed comprehensively. The main conclusions are summarized below. 

(1) The end-to-end generative network with a single classifier model could perform better on fault 



 

detection than SMOTE-based methods, according to results analysis for accuracy, recall, and F1-

score. The average recall improvements between generative network with classifier methods and RF 

and SVM-based methods are 11.91%, 6.79%, 5.06%, 2.62%, 3.81%, 2.44%, 1.45%, and 0.74% from 

training group 1 to 8.  

(2) The generative network with the classifier has lower fault detection recall than SMOTE-based 

methods. The precision of generative network with classifier methods is lower, almost 1.91%, than 

that of SVM and RF-based methods on average, while ensemble classifiers could improve fault 

detection precision, especially when the number of fault data is higher than 40. 

(3) The embedded ensemble classifier can improve fault detection and diagnosis performance 

significantly. The greatest and lowest average improvements in fault detection F1-score between 

proposed and other methods are 4.76% and 0.52% from training group 1 and group 8, respectively. 

The greatest and lowest average improvements in fault diagnosis accuracy between proposed and 

other methods are 8.07% and 1.65% from training group 2 and group 7, respectively. 

The study proposes a novel and explorable end-to-end data-driven method under small and 

imbalanced data. The research results validate that a combined generative network can improve fault 

detection and diagnosis performance compared with SMOTE. Improving the recall of the proposed 

method and finding the important factors that can control the generative network perform more stable on 

overall classification tasks will be an explorable task in the future.  
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