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Abstract

Stock price manipulation uses illegitimate means to artificially influence market
prices of several stocks. It causes massive losses and undermines investors'
confidence and the integrity of the stock markes evident from the literature

that mosexisting research focused on detecting a specific manipulation scheme
using supervised learning but lacks the adaptive capability to capture different
manipulative strategie3.his begets the assumption of model parameter values
specific to the underlying mgulation scheme. In addition, supervised learning
requires the use of labelled data which is difficult to acquire due to
confidentiality and the proprietary nature of trading data. This thesis presents
novelmanipulation detectiomodels that can genenallietectall of the targeted
manipulative schemes indepentlén the need of varying parameters for

specific schemes.

This thesiscontributesfive different detection algorithms for stock price
manipulationin unsupervised domaithat are categorised intihree major
models: decomposition based, artificial immune inspired and deep learning
based. Decomposition based models transform steodtradesnto orthogonal
andprincipalcomponentsvhilst preserving theriginalinformationof the input

data. Thetransformed components are then subjected to a proposed multi
dimensior binary clustering techniques for manipulation detectidmo
decomposition based algorithms have been proposed in this category that
efficiently improved detection rates witlteducedcomputational complexity
Immune inspired detection model translates the natural immune system
approach into market manipulation treating a manipulative instance as a
pathogenThe proposed approach is adapted for scaling down the dimension of
the input @ta set to a set of only three outputs that are then clustered using KDE
clustering. This avoids the need for assigning different threshold parameters as
in a conventional DCA, hence automating the detection prddessof the main
advantages of using thapproach is the significant reduction in false positive
rates while further improving the detection rates from the decomposition

models. Deep learning based modetan further simplify the problem by



providing a set of features that can be usedtfaining a modehvoiding the

need of designing features using an expbnto deep learning algorithnese

presentedn this category: one model exploits the relationship among trading
instances in the form an affinity matrix and later train an autoentaded upon

it. The second model presents a novel idea to reduce the false positives by
detecting the overlap among normal and abnormal trades using a defined
context.It proposes to jointly train a temporal convolutional network (TCN) and

a generative adwrsarial network (GAN) together under the context extracted

from the input data. Additionally, an updated similarity metric is explored using

WKH IHDWXUH UHSUHVHQWDWLRQV OHDUQHG E\ WK

reconstruction.

All of the propo®d researcimodelsarecomprehensively assessea multiple
datasets of some highly traded stocks antperformssome of the selected
stateof-the-art models in anomaly detectiofhe robustness of the proposed
models is further evaluated by comparing tesults with selected benchmark
models in stock price manipulation detectibarther a series of experiments on
multiple datasets are alperformedncludingwhen two or more manipulative
activities occur within a short duration of each other and byirnthe window
length of the dataset fed to the motdetvaluate the effectivenesstbémodeb.
The results show a siditant performance enhancement in terms ofAUE,
F-measure valuewhile a signficant reduction in false alarm rate (FAR) has

bea achieved.



Chapter 1: Introduction

1.1 Rationale of the Thesis

Market manipulation is an action performed by fraudsters to create a delusional
LPDJH RI DQ HVWDEOLVKHG FRPPRGLW\TV SULFH
illegitimate meang1], pertaining to its own personal profit. Such an illusion
RIWHQ OHDGY WR D IDOVH LPSUHVVLRQ RI D SURGX
UXLQV WKH LQY HVWEIR b givenLs@ik biut) &lsé Wi thig Rnérket. It

also mutilaes public confidence in the market integrity and undermines market
efficiency, which will prevent the development and mitigate the economic

power engine of a country.

Over the yearanarkets have evolved with diversification in tradprgctices,
globalisation, sher competition with more modern businesdesng added
every day. Since the markets are an integralgfetie modern business world,
they play a significant role itihe economy of their respective countries. Indeed,
most of he stock exchanges are being under constant monitoring by several
regulatory authorities, market analysts and researchersia #® detect and

identify market manipulation.

However, it iscomputationally expensive both in terms of manpower and time.
For example, nearly five years after the flash crash of 2010, US department of
justice arrested the man responsible ottifien -dollar crash in 201]. Stock

price manipulation, apart of the traddased manipulatiof3] is related to
influencing the tading price of financial security using abusive schenites
consequently effects the faitlmd the predicted gross return from a stock. The
process ofmanipulation detection and further conviction used was later
GHVFULEHG DV pELF\FOIKW MR WU E \210 GeBent: F K J
computationatechniquesuch as data mining, machine learning/deep learning
including bicinspired techniquesan be extremely helpful in reducing the
amount of input effort both in time and labd,6,7]. Allen and Gale[3]
classified market manipulation into three main types: action based, information
based, and trade based manipulation. Action based manipulation is an action

rather than trading, performed by the company managers or executives who hold

l|Page



the supplyof a wellestablished product by increasing its demand and hence the
stock price.Information based manipulation intends to spread a mino
release some inside information about a companis stock with an intention

to influence the pric& he thirdtype is trade basedanipulation that specifically
deals with the manipulation within the stock exchange. This thesis focusses only

trade based manipulatigiven the impacts of it on market sentiments.

1.2 Problem Formulation

1.2.1Tradebased Manipulations: Stodkrice Manipulation

One of the major types of tratb@sed manipulation is price manipulation in
which the trader targets to influence the buy/sell prices of any company stock.
The other types of trad@ased manipulationcludevolumebased manipulation

and crossnarket maniplation. However, ta detection for these typissbeyond

the scope of this thesidoreover, stock price manipulatismexcessively used

and henc@resentdas the largest impact on stock mark8t9]. It implements

a variety of strategies like quotéuiing, pump and dumg8], ramping or
gouging also known as Spoof Tradifi@] etc. Several researaisementioned

in the review section made few attempts in this field using both labelled and
unlabelled datase[S-7] but failed to acknowledge thiatasg which is rare and
expensive when labelled, along with individual detection models for different
manipulation schemes and the heuristically assumed values for the model

parameters involved in thldecisioamakingprocess.

1.3 Challenges, Aim and Objectives

As is evident from the abowmentioned sections, stock price manipulation
detection suffers from a wide variety of challenges including lack of labelled
data due to privacy and confidentiality issues in most markets. Also, the
evolving manipulation strategevhere no substantial features are defined for a
manipulative pattern of any schemé&ormulating multiple manipulative
behaviours using different modelling techniques for a financial instrument
exhibiting different volatility rates is the major challertpat exist within this

field. The abundance of normal trading data for a few manipulative instances
makes the task even more complicated for two reafgnmaking the whole

dataset unbalanced and the detection model b{@ederlappingnormaland
2|Page



abnomaldata patternthat increases the number of false posititesthermore,
the unavailabilityof additional features such as news, global trends,aand
NYHVWRUTV WUDGLQJ EHKDY LR XéaltiR© dBxestidhRfFN R Y H L

manipulation detection is avoided.

The main aim of this thesis is the development of geneimuist ancefficient
manipulationdetection modeal that can widen the gap between normal and
abnormal trade instances by using efficient feature extractioni¢gemand
densitybasedclustering. To achieve such aitine following objectiveshave

been defined,

1. Explore various manipulation schemes along with theiatlife

examples to study the effedteey haveon both price and volume.

2. Designefficient featureextraction methodghat are able taapture the

effects ofdifferentmanipulation schemes.

3. To compare proposed approaches with existing benchmark methods in
stock price manipulation by experimentally evaluating on the given

datasets

4. Develop a clustering algorithm for manipulation detection based on
kernel density estimatiowhere thenumber of clusteris not requireca

priori and validate it through experimental evaluations.

5. Develop an efective detection that can avoid dependencies on data
annotations ashtest it on large and multiple datasets targeting different
objectsincluding price, volume, spread attvarying size and volatility

levels.

1.4 Thesis Contributions

This thesis presents®vel approacksto detect stock price manipulation using
efficientintelligent approacheafter thoroughly studying market microstructure
and the behaviour of various manipulative patterns. The research works
mentioned in this thesisavebeen peer reviewed for one joatfi29] with one
journal under preparation and four reputed international confer¢Be33].

The major contributions of this thesis include:

3|Page



x After studying multiple stock price manipulation behaviours, two novel
manipulation detection methods have bemppsedn Chapter dased
on the decomposition of the input stock price and volume idiéda
instantaneous frequenciasing empirical mode decompositiGMD)
andprincipal components based on varying order of variance in higher
dimensions usingsernel ased principal component analy$isPCA).
The idea is to observe the behaviour of such decomposed components,
assumed to be active indicators of stock price changes and apply
proposed clustering techniques on them to judge normal and abnormal

patterns.

X A fully unsupervised model based on thevel idea of learning the
relationship among stock price instances the form of an affinity
matrix is proposedn chapter 51t is used to train an undétting
autoencoder in order to learn an efficient represemtaf the normal
stock prices usingts inherentdensity estimate as the reconstruction
error. The model envisaged the relationship among the normal trading
instances and evaluate the performance while testingitit the
relationship among normal andredsmal trades.

X An immuneinspired manipulation detectiaachniqudhat translates the
process of detecting a pathogen or any foreign agent in human bodies to
stock price manipulation detection treating the manipulative instance as
a pathogenln this chpter asmall set of extracted featuresvere
categorized intoPAMP, Danger and Safe signhhsed onmutual
information calculated with theutput classThe outputs so obtained
are then subjected to KD#usteringthat assigndata instances that form

a cluster of unit size awanipulative instances

X An experimental analysis of detecting stock price manipulation under a
context for activities otherwise treated as normal trades is projosed
chapter 5 The research proposed a tempGAN model jointly training a
temporal convolutional network (TCN) and a generative adversarial
network (GAN) together under the context extracted from the input data.

The idea is to study anomalous information defined in aimeyly
4|Page



generated context using a convolutional neural network over temporal
domain. Additionally, an updated similarity metric is explored using the
IHDWXUH UHSUHVHQWDWLRQV OHDUQHG E\ WKF

for reconstruction.

X A thorough lterature review of existing market manipulation detection
techniques including a review of anomaly detection techniques in
general and those used specifically for time series as presented in chapter
2. Furthermore, an experimental evaluation of a seleafothose
benchmark approachelsoth in market manipulation and anomaly

detection has been performed in chapter 3.

1.5 Scope of theT hesis

The scope of this thesis is limited by tihetection ofstock price manipulation
rather than identification of manipulagivschemeising unsupervisethachine
learning Each proposed approachvalidated on standard datasets free from
any manipulative instance and the resultscampared with existing stats-

the-art approachesising quantitative evaluation metrics This thesis also
discusseghe regulatory aspects of market manipulation and explores case
studies associated with different types of manipulative schemes both in US and
UK. However, the impacts of market manipulation on trading across markets,

privacy andraining of auditors are treated as beyond the scope of the thesis.

The dataset considered for validating every proposed approach isd#dvel
intraday tick data which shows the best bid and ask price for a security including
the trades avoiding levet2 and evel £3 data which shows more complex
information aboubestbid and offers from multiple investors at different depths
of trade.In other words, the scope of this work is limited to finding manipulative
behaviours in the intraday time series consideoinly one best bid and offer as

the referencelhe proposed approaches also focus only on three different types
of manipulativeschemes that includes pump and dump, spoof trades or spoofing
and quote stuffing. It is also limited in its capabilitydetecing specific volume

based manipulation schemes, wash trades and cross market manipulation.

5|Page



1.6 Publications
This sectionprovides the details of the published papers or are ready to be
submitted in both peaeviewed journals and reputable conferences based on

the research work mentioned in this thesis.
Journal papers:

1. B RizZi $ %HODWUHFKH $ %RXULGDQH DQG ,
Stock Price Manipulation Using Kernel Based Principal Component
$QDO\WLY DQG OXOWLYDULDW H Adda3s/ o8, (VWLPELC
pp. 135989136003, 2020. Gontributes to Chapter 3, Price

Manipulation using Decomposition Techniquep

2. B.RizZvi $ %HODWUHFKH D Q@nigulatianRDetédtiGn D QH 3
using Contextually Learne&imilarity Metric for Anomaly " IEEE
Transations on neural networks and learning systéuorsler review),

2021. Contributes to Chapter 5, Price manipulation using Deep

Feature9
Conference papers:

1. B.Rizvi $ %HODWUHFKH $ %RXULGDQH DQG
ManipulationDetection based on Autacoder Learning of Stock Trades
$11LQLA20 ‘International Joint Conference on Neural Networks
(IJCNN), Glasgow, UK, pp. 48, 2020 (Contributes to Chapter 5,

Price Manipulation using Deep Featurep

2. B.Rizvi $ %HODWUHFKH DQG $ &CGRKIbnEGBQH 3$
6\VWHP ,QVSLUHG $SSURDFK IRU 6WRFN ODUNH
2019 IEEE Congress on Evolutionary Computation (CEC), Wellington,

New Zealand, pp. 33258332, 2019. Contributes to Chapter 4, Price

Manipulation using Bio-inspired Artificial Immune System3

3. Bagar Rizvi $PPDU %HODWUHFKH DQGMMWEHG %R)
Inspired Dendritic Cell Algorithm for Stock Price Manipulation
Detection” LQ &RQIHUHQFH SURFHHGLQJV ,QWHC
Applications, Intellisys, Advances in Intelligent Syste and
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Computing, vol 1037. Springer, Cham, pp. 381, 2019(Contributes
to Chapter 4, Price Manipulation using Bioinspired Atrtificial

Immune System$

4. Bagar Abbas $PPDU %HODWUHFKH DQG $KPHG %RXL
Manipulation Detection Using Empiricdvlode Decomposition Based
.HUQHO 'HQVLW\ (VWLPDWLRQ &OXVWHULQJ
proceedings Intelligent Systems and Applications, Intellisys, Advances
in Intelligent Systems and Computing, vol 869. Springer, Cham, pp. 851
866, 2018.(Contributes to Chapter 3, Price Manipulation using
Decomposition Techniquep

1.7 Structure of the Thesis

This thesis is designed in a way to first introduce the stock market manipulation
and its types in the first chapter. Along with problem formulation and the
challenges, existing regulations US and UKare also introduced in the first
chapter. As alwaysiperative the aim and objectives of the thesis along with
published research in the form of contributions made so far are also mentioned
here.

A detailed study about the literature is explained as part of the second chapter:
Literature review. Both empirad and anomaly detection models using
machine/deep learning within stock price trades are discussed here. In addition,
anomaly detection models within time series are also discussed in this chapter
for a better understanding of how other models have @sgdeupon time series

data and what makes them vulnerable to false positives if employed for stock

price manipulation detection.

The rest of the thesis is organised as follows: Chapter 3 discusses the
decomposition methods including empirical mode decoitipnsand principal
component analysis along with their experimental results and a detailed
discussion about the approach followed by conclusion. Chapter 4 briefly
explains Dendritic Cell Algorithm under the abstract of artificial immune
system. It furtherelaborates the implementation of dendritic cell algorithm

7|Page



approach to stock price manipulation detection. It also discusses the
experimental evaluation of the results followed by discussion and conclusion.
Chapter 5 discusses the role of deep learninlgiacting price manipulation by
introduce some basic approaches first and how they are adapted towards
detecting manipulative instances. One of the major challenges faced within
market manipulation is the contextual evaluation of a manipulative behawiour t
reduce the number of false positives in detection, is also discussed and a novel
solution using deep learning techniques is proposed within this chapter, the
experimental evaluation discussed and concluded. The thesis is finally
concluded in Chapter 6 ¢luding future aspects of the manipulation detection

that can be implemented.

8|Page



Chapter 2: Literature review

2.1 Introduction

2.1.1Background

There is an increasing demand of asaly stock price datat most of the stock
exchanges around theorld. One of thekey objectives in doing so is the
establishment of a detectianodel that can identify manipulative instances
caused by themarket manipulators or market abusers. Allen and Gle
classified market manipulation into three main typesoadased, information
based, and trade based manipulation. Action based manipulation is an action
rather than trading, performed by the company managers or executives who hold
the supply of a welkstablished product by increasing its demand and heace th
stock price.Information based manipulation intends to spread a mino
release some inside information about a companis stock with an intention

to influence the pricézour Kaupthing Bank executives were caught financing
their own share purchasén large and hefty amounts arousing the interest of
otherg[34].

Tradebased manipulation on the other hand has everything itwsite a stock
exchange where traders, investors, or brokaggsell stocks at different prices
for different volumegnumber of shares or bonds etc. for any security, traded
during a period of time|3], [5]. Unlike action and information based, in trade
based manipulation, market manipulators use fraudulen¢gieatby following

up a series of actions imposed on the etmk to influence the equity price of

a commodity.The Securities and Exchange Commission (SEC), in a press
release, 2015 charged Cofa based MoneyLine Brokers Firm and its
founderforen®JLQJ LQ 33XPS 'XPS” VFKHPHV WR DUWLIL
price of Warrior Girl, a former shell company and then sell their own shares
[34]. According to the report, MoneyLine and its subordinates made illegal
profits estimated at a total of $2.3llin. One of the major types of tradbased
manipulation is price manipulation in which the trader targets to influence the

buy/sell prices of a financial security.
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It is important to explore some important definitions used throughout this thesis.
Table 21 describes some of the important terminology along with this

explanation relevant to stock market manipulation.

Table2.1: List of terms commonly related to stock markets

Security A financial instrument that can be traded on a market

stocks bonds, forex, sharestc.

Trade A transaction resulting from the matching of two ord

(buy and sell sides)

Regulatory A market that is regulatetirough aDirective 2014/65/EU
Market [1].

Regulator A competent authority responsible for theestigation ang
prosecution of market manipulation/abuse. More de

provided later in this chapter

Order A buy or a sell order in association to a financial instrun
submitted on any trading platform by

investor/trader/broker.

Order type A buy/sell order with a particular set of features i.e., li

order, auction order etc.

Order-book A record of orders made by trading mentbeith time-
stamps, order ID, prigeand volume for a given securi

including order cancellation

Trade book A record oftradesby trading memberwith time-stamps,
trade ID, price and volume including the trade

cancellation information.

Allen and Gale, 19923] first proposed the theory and principle behind trade
based manipulationt explained that thegssibility of trade based manipulation

is increasingly higher when it is uncertain that a market buyer has potentially
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VRXQG NQRZOHGJH DERXW WKH ILUH3YfuBARYVY SHF W)\
studied this idea and made several important conclusions mwthei. They

studied nearly 192 SEC cases from 1992 to 2006 and found that stocks that were

of low value and illiquid were commonly targeted. This meant that stocks that

were less traded and remained in low volumes were the focus of manipulated
schemes. lalso explored market efficiency through the trades made by normal
investors which indicates the true information about a traded financial
instrument but warned that it also favours a market abuser as the number of
normal investors increaseBecause as ¢hnormal trader competes for shares,

the profitability of the manipulator also increases thereby making the

manipulation more possible.

A vast number of empirical and theoretical studies have been conducted in stock
price manipulation cases as comparethédetection of trade based stock price
manipulation. However, most of them claimed significant improvements in the
detection results either only based on certain assumptions in their applied
research or using labelled datasets, which makes it easteeforodel to learn

the anomalous patterns and provide better detection accuracy on the test data.
This chapteraims to study the effects of different manipulation detection
algorithms proposed in the past upon different schefadhermore, dr a
manipuldion case within a stock, it is always observed that there is an abundance
of normal stock price and volume data compared to the manipulative instances.
In addition, the scarcity of a manipulated dataset makes anomaly detection
within unsupervised domaiwery challenging.lt is to this effect that a
comprehensive evaluation of taeomaly detection techniques suitably applied
over time series are explored and described as part ofedesmrch project
(included in this chapterBesides, it is also relevant to explore some of the
general cooepts associated with market manipulation including the regulations,
regulatory agencies, types of manipulatgmnemeswith real life cases along

with the need to impose machine learning on market manipulation detection due

to the regulatory challengeschal.
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Figure 21: (a) lllustration of the spoofing activity (Satwoth waveform) on Sept 25, 2012 and (b) Snapshot

pump anddump (Spike waveform) manipulation activity from Dec 14, 2011 shows an 8 % rise of Westin
Air Brake (WAB) Tech. price within 1 sec and return to previous level 3 secs later. (c) Snapshot of Quot
activity from Nov 01, 2012 shows thousandguadtes been sent to flood the market from 12:26:50 to 12:39::

as is observed the number of trades fell to a lowest level during this interval.
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2.2 Manipulation Schemes

It should also be noted that market abusers trying to influence the prices of a
stock by fraudulent activities like spoof trading, pump and duwetap, follow a
sequence of welGHILQHG DQG PRUH LPSRUWDmQt¥ges\ ptHYRO
to control the equity price of a stockew of such schemes covered in this
approach aré&raditional pump and dump and emerging kigbh schemekbke

spoof trading/ramping, quote sfiufg. They are selectdmbcause of their impact

on the markeand the increasingumber of cases SEC put to tfi2].

Spoof TradingOne of the most prominent type of price manipulatextic is
Spoof Trading10] also known as ramping. As arample, a manipulator wants
to sell a stock at a higher pritganthe current ask price. The manipulator will
enter spoofethuy order in a larger volume at a higher price than the cusiént
making other investors believe that this increased igenuine thus expecting
other legitimate investors to joi@nce the ater is matched, the manipulator
will withdraw thelarge spoting buy order then issue a sell order of large volume
of shares at this manipulated price as shown inZFlg@). A manipulative
spoding order stays in the grey zone udidclosed, as the oeds mentioned in

the order book cannguarantee which of them is real or fake.

Pump and Dumpln the case of pumpnd dump, the manipulator begins by
creating a high demarad a stock using false informati¢@] leading to its price
rises (pumped) and ¢hmanipulator sells it (dumped) wheafficient number
of orders are added or when the desireghik is achieved shown in FyL(b)
[16].

Quote StuffingQuote stufingis associated withigh frequency trading (HFT),
where the manipulator uses hiffequency trading algorithms flood the
market by quickly entering and withdrawiaglarge number of non boffiade

buy and sell orderfl1]. This hereby creates a confusion among the traders
aboutthe amount of trading activity. This furthaffects the normahvestors

in delaying their trades especially the participatitat do not use HFT
algorithms and consumes a twtexchange resourcgs2]. One of such a case
study haseen presented figure2.1(c) [15]. It can easily be comprehended

that the number of trades fell to a lowest level duringtitne interval (651
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seconds- 11 mins) when abnormallgrge amount of quotes/se€X0000 plus)

were madg13].

As illustrated in Figure2.1 (a-c), most price manipulatioactivities follow a
trend of increasing the price of a stdak submitting norbonafide orders,
executing the sell at thmanipulated price and then a rapid withdrawal of the
buy order leads to a sudden drop in prices as well. As staéare, the
implication of manipulatiorschemes like spoofinigading, ramping and pump
and dump can be criticaln the marke{14]. A detailed representation on
Spoding shown in Figure 2.1 frames up the rise and fall of pricdsr
Demonstrate holdings LLC listed on NYSE in a tefadn of 1.3ecq15]. The
sale was executed at $101.3%ich is around 8 bpg¢basis pointsunit of
changelbps =0.0199 up than the current bid price sisown inFigure2.1(a).
Another manipulation case of purapd dump is illustrated by a spike pattern
onWestinghouséir Brake (WAB) Technologies Corp. where the manipulated
bid price is moved 8% and reverted to its prior level in time interval of 3
secs as shown iRigure2.1(b) [16]. A detailed survey report presented 7]
provides annsight intothe modelling techniques usedfinancial dataAlong
with prediction, a vast number of research studies begr carried out on stock
market manipulation detectio&ince thefinancial crisis of 2008, Volatility
Index reachingecord levels, th#ash cash of 201(18, 19]and becausef the
abusive activities, markets have been highly monitdrngdnarket analysts,
regulatory organisations, and researchBxge to our focussed unsupervised
learning model, much of these schemes were recreated folloexegas cases
of manipulatiorf11, 13, 16, 2e22] before injecting them into the original stock

prices.

2.3 Experimental Dataset

The dataset used in this research comprises of thirteen different stocks including
Apple, Amazon, Google, Intel Cogmd Microsoft for 23 June 2012 and others
including Apple, Amazon, Microsoft, Google, Intel CorEBAY, Cisco,
Netflix, Nvidia, Facebook, SIRI US, QUALCOM and AMDBrom 12"
November 2018. It consists of level 1 tick datatock price information along

with its derivative for 2% June 2012 on NASDAQ Stock Exchange, USA taken
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Figure 2-2 Synthetic dataset generated on Amazon stock prices by injecting manipukstévees at random locations.

fromthe LOBSTER projed48], and the stocks from ¥2November 2018 taken
from Bloomberg trading platform, Newcastlbusiness school (NBS),
Northumbria University, Newcastl&lK. Figure 3.8 shows the variation of the
bid price for different stocks beginning from 9:30:00 to %20rom 2% June
2012. Such a data is selected for its high volatility, ligHing frequency and
the total number of trades per dayl million per stock) that makes it prone to
manipulationas aforementioned. The ds#dfrom the LOBSTER project,
employed in this research is free from any manipulation activit29. Hence

a synthetic dataset is prepared by injectartficially generated anomalies
similar to the ones showim Figure 2.1 onto randomly generated locations
making it a combination afiormal and manipulative tradeSincethe dataset
collectedfrom NBS has not been reported to have price manipulgggnthe
results calculated from such are not compared thiétexistingesearctin stock
price manipulation detectiofigure 2.2 shows #hnormalinput Amazonstock

prices fom LOBSTER datasetith manipulative instances injected into it.

3.3Regulations

This section describes the market manipulation regulations in two major active
markets: United States and United Kingdom. Stock market act as a medium of

not just a trading facility associated with the movement of stocks, futures, etc.

they also actamediP RI FRPPXQLFDWLRQ RYHU RQHYV VXE
the price of a financial instrument. The US Supreme court illustrates this as
3:HOO GHYHORSHG PDUNHWY DUH HIILFLHQW SURFH
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PDUNHWY WKH puPDUNHW SIWWHFBHRW VBEOOHYXEDILG
LQIRUPD2BIL BOQWHUQDWLYHO\ LW PHDQV WKDW 37K
public market is built upon the theory that competing judgments of buyers and
sellers as to the fair price of a security brings about a situatiere the market

SULFH UHIOHFWY DV QHDU (24]. InvthiS eovteXt, EnarketD M XV V
manipulation can be understood as an act that hinders such fair operation based

on,

X Fictitious financial transactions to manoeuvre the price at an intahtion

level.

X A sequence of orders/contracts that aims to create a misleading

impression.
X Sharing and spreading false information that misleads investors.

a. US Federal Regulations on Market Manipulation

After the market crash of 1929, several provisions rela@dmarket
manipulation were described and included under US federal 1ahO33
Securities Act, 1934 Exchange Act, 1936 Commodity Exchange(@ER)
observed at different levels within the hierarchy of US federal market regulators
shown below. Specificallysections 9(a) and 10(b) of 1934 Securities Act
included key statutes about market manipulation under which different schemes
like pump and dump, marking the close and wash trades were covered.

US department of Justice
Jurisdiction: global

Investigatory Arm: Federal Bureau of Investigation (FB

US Securities and Exchange Commission
Jurisdiction: OTC and exchange traded securities

Investigatory Arm: Division of Enforcement
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Commodity Futures Trading Commission
Jurisdiction: OTC and exchange traded securities

Investigatory Arm: Division of Enforcement

a.1Section 9(a) (15 US€ 78i(a)) £Prohibition Against Manipulation of

Securities Prices

86 &RQJUHVYV GHVLIJQHG VHFWLRQ D VWDWLQJ 3WI
WR SHUPLW RSHUDWLRQ RI WKH QD2XBX8etal ODZ R

objectives were defined within this law making it illegal to

X (VWDEOLVK 3D IDOVH B&nde BflactveHtad@rigQniaiySSHD U
security other than a government security, or a false or misleading
DSSHDUDQFH ZLWK UHVSHFW WR WKH PDUNHW |

x (QJDJH LQ D VHULHV RI WUDQVDFWLRQV WKDW
WUDGLQJ  R®HSDHWWWWRIBULFHV 3IRU WKH SXUS
SXUFKDVH RU VDOH" RI D VHFXULW\ E\ RWKHUV

x Knowingly spread false information about a security in order raise or
depress its price and thereby induce the purchase or sale of a security by

another.

a.2 Layeiing and Spoofing undef[FKDQJH $FW p DQG &($

Spoofing and layering described above, are made unlawful both under the
sections 10(b) and Rule 1:@bof exchange act and also under section 4(c)(1)

(4) (7 USC 8§ 6¢(a)(1)(4)) of CEA for prohibited transactis. Originally
proposed in 1936 as prohibiting any trade that cause any financial instrument
price to be reported, registered, recorded that is not a true andid®maice

[26]. Apart from spoofing and layering the act also covered major manipulation
schemes such as wash trades, cross trades, and accommodation trades. Congress
further expanded section 4(c) following the flash crash of 2010 and more

importantly based on the financial crisis of 2008/9. The new section (78JSC
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F D VW D W H ke wignwduorllavny gerdémto engage in any trading,
practice, or conduct on or subject to the rules of a registered entity that (A)
violates bids or offers; (B) demonstrates intentional or reckless disregard for the
orderly execution of transactionsirthg the closing period; (C) is, is of the
FKDUDFWHU RI RU LV FRPPRQO\ NQRZQ WR WKH V

offering with the intent to cancel the bid or offer before execuf@n)

b. UK Regulations on Market Manipulation

Market regulations aba&uanipulation were incorporated into the UK domestic

ODZ LQ WKURXJK (8V ODUNHW $EXVH 5HIJXODW.L
came into effect in 2016. It remained unaffected by the Brexit transition due to

the amendments made to Financial Services anééiaAct (FSMA) 2000 and

Financial Services Act (FSA) 2012. There are three major regulatory authorities

in UK that includes Financial Conduct Authority (FCA) mainly convicting using

civil enforcements, Serious Fraud Office (SFO) offers criminal convistzom

Office of Gas and Electricity Markets (Ofgem) regulating energy markets.

Financial Conduct Authority

Jurisdiction: OTC and exchange trad

instruments (Global)

Investigatory Arm: Enforcement Division

Serious Frauds Office

Jurisdiction: OTC and exchange trad

instruments

Investigatory Arm: Ishouse investigators

Metropolitan Police, National Crime Agenc

Office of Gas and Electricity Markets
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Jurisdiction: Exchange instruments in LU

energy markets

Investigatory Arm: Ishouse investigators

b.1 (8 Market Abuse Regulation
7KH UHJXODWLRQV HPEHGGHG LQ )&% VWHPV IURP W
unlawful to involve or attempt to engage in market manipulation activities

defined in article 12 of the same that incluf8j:

x Entering a transaction which gives, or is likely give, false or
misleading signals as to the supply of, demand for, or price of, a
financial instrument, a related spot commodity contract or an

auctions product based on emission allowance.

x The placing of orders to a trading venue, including any cancellati
or modification thereof, by any available means of trading, including
by electronic means, such as algorithmic andfighuency trading

strategies, and which has a manipulative effect.

- Disrupting or delaying the functioning of the trading system
of the trading venue or being likely to do so.

- Making it more difficult for other persons to identify genuine
orders on the trading system of the trading venue or being
likely to do so, including by entering orders which result in

the overloading or destabilisan of the order book.

According to the rules defined in FSM& 123, FCA can only impose civil
penalties on any person/firm in violation of the MAR article 15. This is due to
8. GHFOLQLQJ WR DGRSW (8V UHJXODWLRQ VSHFLI

manipulation making it restricted to dues to be imposed under civil court.
2.3.1Regulatory Challenges

The regulatory policies enacted by the statute often face challenges in the face

of ever changing technological advancements within the market. Increasing
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high frequency trading (HFT) and continuous investments by private firms to
thrive in the modern marketplace make the process of detection manipulation
extremely slow as the old rules and law need to be updated with sharp and
modern financial realities. Althoig several initiatives taken by SEC including
MIDAS and NEAT [36] tends to tighten the grip of regulation but still lags
behind the technological capabilities of private firms/individuals. Regulatory
challenges exist in three forms including resourcegctien and enforcement.

It was reported in 2017, that CFTC lacked enough resources required to regulate
the data that they were getting from CME group, a leading commodity and
future trading exchangdn terms of detectionmarketplaces have become
extremdy balkanised due to the high frequency transactiowsdata deluge

with the use of some strategies ligggotestuffing. Recently HFT account for
nearly 35% of all European equity trading and about 60% of the US equity
trading It is one of the reasonshy most of the regulators have now focused
on ex posteinvestigationrather thanex antedetection In addition other
marketplaces private stock exchanges also knovaawkspoolsfacilitate more
financial arrangements in terms of liquistruments when it comes to market
manipulation. In the sense that such dark padolshe current dynami¢csare

more prone tomanipulative or fraudulent behaviouDue to the above
mentionedssuesit becomes imperative for the need of dataingtechnques

in market manipulation detectioas it can help with decision makirty
learning thenormaltrendsof different financial instruments including market

features
2.3.2Case Studies: Traditional and New Market Manipulation Schemes

Market manipulationhas existed since its very inception along with the
regulations to monitor it. However, markets are always populatedoly
upstanding participants and the market atsisellowing the depression of
2008 and the flash crash of 2Q1lMarkets have evolvedowards more
technological advancements but lsavethe modes of manipulatiofior the
manipulative schemefpn general termsThis section presenss selection of

case studies covering some of the traditionahipulative schemes like pump
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and dump and new mat manipulation schemes like spoofing amabte

stuffing.
xPump and Dump:

SEC vs Diversified Corp, 200 this landmark casenajority stakeholder
(Joseph Radclifférom Diversified Corp.)n one of thinly traded OTC stock
collected millions of facially unrestrictetharesand distributed it to several
people involved within the scheme. He then pumped upbtlyepriceby
bidding against himself at a rate higher than the current marketguére
when there was no demand for the stobMore upstanding investors
followed this stock when theco-conspirators issued several press releases
indicating that this is a good stock to buy. Once the price of the given stock
raised by nearly 2000%the defendants then dumped all the shares
Interestingly tle case waperpetrated by the defendants between 1996 and
1999 howeverbought tojustice in 2004by SEC under section 10 article
10b-5 [37].

SEC vs Whittemore, 201th May 2005 SEC prosecuted David iftémore

and associates on account being involved in a pump and dump scheme under
section 10kb (previously explained in Chapter 1). As per the complaint, in
July 2004, Peter Cahill, one of the perpetrators who acqaisdstantial
position in & energycompany namedriton contacted Whittemore, who is

the owner and sole employee of a voicemail service compangc€unt

of a fake service bought from Wtamore Cahill offered him 594000

shares of Tritonwhich he bought back at1%$2,000 Furthemore,
Whittemore broadcasted several false messages about Triton stock
PLVOHDGLQJ WKH LPSUHVVLRQ DERXW 7ULWRQ 3
at 32 cents for about 10,000 shares which later shoot up to 97 cents per share.
Towards the end, Whittemore amsbaciates made a total profit of $508,085
[38].

United States vs Delgad®0l7: In May 2017, Damian Delgado was
sentenced by a United States Attorney for his alleged involvement in a pump

and dump scheme for a total of 84 months. According to the court
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statements, from 2009 to 2016 Delgado contrived legitimate investors in a
fraudulent scheme by using his associates to hold several positions over a
thinly traded OTC stock at pumped up prices. He and his associates further
made false statements, press r@saand through calls for the same stock to
falsely inflate its prices. The companies making those false statements were
more or else shell companies run by his team members. Once, the desired
price for a given stock is matched, the team dumped all thresshar the

same which eventually led to the fall of the st{8%.

xSpoof Trading:

SEC vs Lek Securities Cor@019 In 2019, SEC gained significant progress

in a spoofing case against Avalon FA Ltd. in which a US broker Lek
Securities conspired with the Avalon to pursue spoofing scheme in US
equity markets. As per the complaint, Avalon then purportedly entered non
bore-fide orders on one side of the markets, never meant to be executed, to
gain support from the normal investors which eventually raised the market
prices of the targeted stocks and once the orders were matched, they
executed the sale and withdraw the nondfide orders. SEC alleged that
Avalon used this method nearly thousand times from 2010 and 2016 with a
net profit of $28 million USD. Following the trial that finally ended in 2020,
Lek was penalised with a total fine of $10 million USD with $5 million

penalty and $4.48 million in disgorgem¢a0].

CFTC vs Mirae Asset Daewoo Co. Ltd, 2026TC enforced a civil penalty

of $700,000 on the traders at Mirae Asset Daewoo Co. Ltd. which allegedly
were involved in the entering large spoofing orders froroebeer 2014 to
April 2016 with an intention to subsequently raise the price of a stock on the
other side of the orddyook. The large orders, intended to be cancelled as
soon as the selling price of the stock is matched, influenced many normal
investors as@ misleading opinion about the actual price of the stock were
created. Smaller sell orders were made on the opposite side of the order
book and within seconds of their trade, large orders were cancelled.
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2.4 Price Manipulation Detection

Stock price manipulatn refers to artificially influence market prices of stocks
using illegitimate means. The intention isatifectthe current market price of a
stock manually, though illegally for potential benefits. Market manipulators tend
to influence stock prices usirggvariety of manipulation schemes, out of which
three schemes are the main focus of a generic detection in this thesis. However,
to achieveprice manipulation detection in a plethora of challenges, already
mentioned in Chapter 1, is far from unique. Atvasmber of empirical studies
upon price manipulation have been conducted compared to its detection.
However, many of them claimed significant improvements in the detection
results either based on certain assumptions in their applied research or using
labdled datasetsThis makes it easier for the model to learn the anomalous
patterns and provide better detection accuracy on the test data. This section
provides detailed reviews of some state of the art works in stock price
manipulation detection beginningom bio-inspired models to models that

combine multiple algorithms.

2.4.1Bio-InspiredBasedTechniques

Most of the bieinspired based detection methods try to mimic the natural
immune system by proposing artificial immune system for price manipulation
detection. Artificial Immune Systems (AIS) are computational intelligence
techniques inspired by the biological immune system. An AIS trains a set of
pattern detectors based on normal dé@. It assumes or defines an inductive
bias (a set of patterns) only foormal data, which also evolves over time hon
stationary data). 1f41, 43 Lee and Yang proposed an abnormal transaction
detection system in real time. The research proposed to design and develop
variables that can act as antibodies by first learningttiueture of an invading
pathogen i.e., learn the data pattern for manipulative instance in a real time data
stream. However, the authat&l not mention theargetedanomalous scheme

and few parameters involvedmaking it difficult to replicate the modelfor
comparative analysid'he proposed approach was also not evaluated under an
evaluation metric, making it really difficult to assess the performance of the

model.
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In a similar approach by Wu et [@2], a negative selection algorithm, a basic
form of AIS is trained upon abnormal or manipulative data pattern. The authors
describe their approach as an adaptation of the original negative selection as they
incorporated a measure to avoid manipulation altogether. The proposed
algorithm described in the papforms a string of abnormal feature patterns
taken from the manipulative portion of the intfay tick data. Unlike natural
immune system, if the chromosome strings match the incoming protein it is
considered as a normal trade or manipulative othernwigethe opposite with
negative selection. However, the approach lacked experimental evaluations,
choice of manipulative trades focussed or even briefly introduced, dataset
description and rationale over the comparative significance of negative selection

over other AIS models.

Both research work$42, 43] focussed on detecting manipulative trading
patterns with stock price data but failed to improve the significance of detection
in terms of experimental evaluations, manipulative schemes and even
description of the approaciNo following research ixonduced on market
manipulation detection using immuirespired approache® the best of our

knowledge.

2.4.2DecompositiorBasedMixture Models

A variance outlier based mixture mod®OMM) was proposed by Qi and
Wang[44] to detect abnormal patterns in the stodketime series. According

to which, a VOMM approach decompssock price time series into normal
and abnormal components. A residual variance function is defined as the
objective which is maximised over a set of conditions with the premise of being
an aitlier. The research was evaluated over tick price data and claimed
significant improvements over models that decomposes stock price employing
Gaussian and Generalized AtRegressive Conditional Heteroscedasticity
(GARCH) distributions. The authors arguédt any heuristic selection of stock
price distributions e.g., Gaussian, Rayleigh etc. will lead to more false positives
in the detection. The research claimed to achieve significant results in detecting
abnormal patterns but failed to evaluate the modet manipulative trading. In

addition, the approach only considered one variable as the input to the model
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with the risk of increasing the complexity of a maimensional distribution.
However, other important feature variables including moving avevadgility,

rate of change are key factors that can improve the detection capability of a
model.

Luo et al[45] leveraged the idea proposed [#4] by considering muli
dimensional features. The authors proposed an approach that takes into account
the ouliers generated by principle curve algorithm described in VOMM based
approach for three individual conditions described. The second step of the
approach combines all three groups of outliers using a voting based method and
a probability based method. lreamary, the approach proposed an outlier
detection method in stock price data based on voting based outlier mining on
multiple time series (MBOMM) and a probability based outlier mining on
multiple time series BOMM). For a V\BOMM method, outliers were
predicted based on the majority voting among the three measures defined
whereas for BOMM method, a probability based quantitative approach was
used, highest probability associated with the outlier is chosen as the final label.
The results were finally eobined in the next step based on a ranking scheme.
Along with the stock prices, daily price range and daily trading amount was also
included for the inteday trading data considered for validation. Although the
research claimed significant improvementsiothe compared ones, but it
focussed only on the point based anomaly and did not consider the sequence
based anomalies. As is the case with spoofing orders, a manipulator breakdown
their orders at different prices ranges at different volumes.

Yang et alJ46] constructed a prediction model for the detection of stock price
manipulation activities using logistic regression followed by a factor analysis
and primary component analysis (PCA) to reduce the dimensionality of the input
data. The primary component®omputed after PCA were input to logistic
regression model and trained against abnormal return as the defined label. The
stock price dataset considered in this approach is taken from China Securities
and Regulatory Commission (CSRC). However, the evalnatetrics used for
results do not justify the detection capability of the approach. More importantly,

use of labelled dataset makes the detection model biased towards the considered
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dataset that could suffer in terms of accuracy when considered over other

datasets.

Cao et al[47] proposed a novel approach for stock price manipulation including
ramping and pump and dump using Adaptive Hidden Markov Model with
hidden states as anomalies (AHMMAS). The method claims an improved
performance in terms of the area under the ROC curvéhenBmeasure, for

the four features proposed over other classification techniques like One Class
SVM (OCSVM) and KNN. This approach is validated on a dataset fihem
LOBSTER project[48]. Although, this research aimed to provide better
detection capabily for an anomaly in the financial data, it relied on the
assumption that data is generated from a particular distribution and used semi
supervised training fothe Hidden Markov ModelHMM) by calling normal

and abnormal instances from the GMM distribntiblowever, this assumption
often does not hold true, especially for high dimensional real data sets but could
have been justified by using several hypothesis tests which could have been
added in the research. Again, #et ofderivative featureused inthis research

are not calculated as per the definition rather just as the differential of the
variable with time but did not consider the time gap between any two
consecutive samples. The approach focused on decomposing the data using
Dirichlet Process Gasian Mixture Model (DPGMM) into different
components defining normal and abnormal components and then trained a
Markov model upon those components. Furthermore, the research specified the
number of decomposition components, which is misleading as thmdwalisn

of the normalabnormal patterns, might overlap with each other, if the specified

number is changed.

2.4.3ClusteringBasedAlgorithms

Palshikar et al[49] proposed araph clustering algorithms basatethod to
detect stock price manipulation using losion sets. It states that many
manipulative cases in the stock market involved collusion sets. A collusion set
is a group of traders who trade heavily among themselves. This research
generated a synthetic database based on probability distributiorer @tz

using realworld datasets) and collusion sets of different characteristics and sizes
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were injected. Furthermore, it also considered the whole dataset rather than
dividing it into smaller timestamps which will make the clustering process more
robust Islam et al[50] tried to improve this work by considering purely circular
collusion sets using Markov clustering algorithm but did not address the similar

problem of detection under timestamp.

Ferdousi and Maedal] applied an unsupervised learning approach called peer
group analysis (PGA) to the stock manipulation elaiimed todete¢ cases of
manipulationPGAIs a technique to compare similarity among various features
as they progress over time and in lieu detbeinges in their normal behaviour

that leads to market manipulatidgtiowever, they did not consider the change of
peer groups over time, which decreases the detection probability when some
members in the same peer group may gradually exhibit distinctibehd&rom

that of other members. Kim and Sofs2] extended this concept and tried to
improve the PGA approach by updating the size of the group with time and
achievel acceptable detection accuracy (AJ0.845) but failed to identify the
exact locationn time of the suspicious activity. Although they tried to generalise
the concept of anomaly in financial data ratllean detecting individual
schemes, a subsequent step should have been added to identify the type of the
manipulation activity. Most of thenanipulation schemes follow a sequence of
patterns rather than a single event that can be identified as an anomalous

behaviour, an aspect that is also missing from this approach.

2.4.4ModelsWith Multiple Algorithms

Diaz et al.[53] analysed and compared theokvledge discovery techniques of
data mining such as linear and logistic regression for stock price manipulation.
They modelled the returns, liquidity, and volatility as well as the news and
events related to the stocks using logistic regression. Alththugauthors claim

to detect stock price manipulation (inclusive to any specific scheme) using
unsupervised learning over market moves like trading volume effects, liquidity
and returns as part of a quantitative analysis, no account of specific unsupervise
techniques used were mentioned. The authors, however, usedantsdock

data but considered average returns, average volume, and average volatility

rather than tick features that again make it difficult to specifically locate
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anomalous data. This kntedge gap between the statistical features and
detection techniques leads to irregularities in the manipulation models
developed and hence is prone to suffer from a higher error rate even for the
legitimate trading activity. The authors also trained ségegzervised classifiers

like C5, QUEST and CR&T for the same feature set and achieved higher
detection results (Accuracy93%) but used no proper labelling in terms of the
timing instances for manipulative data, as the time frame for manipulation from
SEC proceedings was highly vague. Also, a subsequent analysis of the

manipulation results was also missing from the work.

Ogiit et al.[54] compared the performance of Probabilistic Neural Networks
(PNN) and Support Vector Machines (SVM) with statistical matiate
methods like Discriminant Analysis and Logistic Regression. The dataset from
Istanbul stock exchange (ISE) used in this research was labelled for normal and
manipulative content making it suitable to employ supervised learning
techniques. Resulfwoved that popularly used machine learning techniques like
artificial neural network (ANN) and SVM performed better as compared to the
statistical multivariate analysis in terms of classification accuracy. In order to
further improve the performance ofreeural network, Leangarun et §h5]
implemented a twatep method for the calculation of the feature set and then
used a feedorward neural network model for detecting pump and dump and
spoofing manipulations. The dataset from the LOBSTER pré&tused by

the model is a combination of level 1 and 2 at the depth of the order book
consisting of labelled data, normal trades from level 1 and manipulative ones
from level 2. The model achieved 88.28% accuracy in the detection of pump and

dump case but fat to identify the spoof trading case effectively.

2.4.5DeeplLearning Models

Recently, Leangurun et 4b5] proposed a GAN model for learning the normal
trading behaviour of stocks from Stock exchange of Thailand (SET) with the
aim of detecting manipulative baviours as easily differentiated during test
phase. The authors implemented LSTM layers for generative modelling while
taking random noise as the input and then further passing it along the

discriminative model for classification. The authors work caagygeciated in
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the sense of including temporal aspects while using LSTM layers, but it
simultaneously makes the model unnecessarily computationally expensive when
generating normal trading samples from random noise input. This makes the
model pretentioussait assumes the normal trading behaviour being gaussian in

nature.

Wang et al[56] claimed significant improvement over the existing approaches
using recurrent neural networks (RNN) by leveraging the ensemble model using
trade based features along withthacacteristic features towards price
manipulation detection. Based on traditional methods such as feature selection,
modelling and prediction upon labelled dataset, the authors trained an RNN
model using ensemble learning for detecting manipulation irstsanthe
research is validated upon Shanghai stock exchange, China. Apart from using
annotated data, the research also fails to mention the manipulation schemes
focused. As mentioned before, using supervised approach makes any model
biased towards given stks and becomes prone to fail given a contemporary

model is present.

2.5 Anomaly DetectionModels inTime Series

This section presents a detailegview of the application and analysis of
anomaly detection methods developed for time series in various intustria
issues. It also presents the rationale behind consideration of such methods for
market manipulation detection and a comparative analysis with the proposed

approaches in the later chapters of this thesis.

It is clearly fair to assume in a scenario whdreré are sufficient number of
normal data instances and rare abnormal instances, anomaly detection rather
than classification is an apt choice. Moreover, the existing challenges in market
manipulation including the pinpointing of anomalous instances aivaqyr
concerns both by the regulation and trading platforms narrows the anomaly
detection to be construed in an unsupervised environment. In addition, the
abnormal patterns varying with time and applications create an undefined stretch
of features about @amalous data. Anomaly detection aims to identify
behaviours that are not consistent with the normal data fedfijir@he idea is

to construct a model using features captured from normal data and detect
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abnormal instances that fall outside the normaldieciboundary during the
assessment of the model. It is also referred to as novelty detgctjooutlier

detection or onelass classificatiofb8].

Several researchconducted in the past have accomplished considerable
achievements towards stocRrice manipulation using supervised and
unsupervised learning techniques. However, based on the above mentioned
issues anomaly detection in unsupervised domain is a seemingly fair choice.
Among the massive quantities of data generated in the stock mamketa
fraction of its percentage is associated with market manipulation. Out of which
many manipulation patterns defined within a manipulative scheme also evolves
over time. The research conducted over past cases may not significantly capture
the feature®f the evolved manipulation types and may further lead to multiple
false positives if applied. Such reasons effectively contribute to the rationale that
market manipulation detection can be treated as anomaly detection that aims to
identify manipulative nstances that the substantially differs from the ones the

model has been exposed during training.

To summarise, this thesis avoids manipulation detection using supervised
learning for several reasons; as it makes any model biased towards the data,
overfitting if not enough data instances, large computational time while
optimising etc with the obvious challenge of using a labelled manipulative
dataset which is difficult to obtain due to confidentiality concerns, being
expensive and the possible discrepaircyabelled anomalous instances (no
precise information about the time stamps). Following subsections explains the

application of anomaly detection techniques in various time series.

2.5.10neClass Support Vector MachineSCSVN) Based Approaches.

OCSVM aims to identify data from a class amongst all other classes based on
learning from a training dataset that contains objects only from that class.
Conventionally, it creates a decision boundary during training and anything
falling outside the boundaris considered anomalous. However, many
variations of OCSVM includes the application of a kernel parameter that
transforms the data onto a higher dimensional space while the anomaly detection

works appropriately.
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OCSVM finds a lot of application in deti@tg abnormalities. A time adaptive
OCSVM model has been proposed for fault detection in estationary setting

[59] given that the variable under investigation decays very slowly. Although,
the method claimed to achieve better results but without thstamtial
definition of slow decay, it is difficult to replicate the model in other
applications. In financial environments, OCSVM had been used for -creklit
modelling including risk assessments problems. A variant of OCSVM model
was implemented iff] to detect whether certain financial news is relevant to a
given stock. From the dataset used for training, significance in terms of
similarities for a given set of stocks were computed. The model once trained,
called as model of critical news can determirseselected news is relevant to a
certain stock. A credit risk assessment model was deve[6pgtb detect the
default cases from a set of cases among evealithy and manipulated ones.
The model was originally trained on a balanced dataset of lp#ampled
manipulated cases with normal cases or deampled normal cases with
manipulated ones. Finally, a rdbased algorithm was used to ensemble the

decision boundaries specified by models trained on both the datasets.

2.5.2K-Nearest Neighbout-NN) Based Approaches.

k-NN is one of the most commonly used approach for anomaly detection in
supervised domajrhowever it can be used as part of an unsupervised system
The general idea for anomaly detectiorkiNN is that data instances close to
the neighbars are normal while the ones that goes beyond a certain threshold
are treated as anomalidsNN and its variants have been applied in various
applications and claim several advantages either in computational efficiency
such as tom k-NN [61] andk-NN-local outlier factor (LOF)62] or using a
Euclidean distancenetric such as local distance based outlier factor (LDOF)
[63].

k-NN finds its applications in different fields including fault detection in
semiconductor manufacturing proces$e4]. A diffusion map base&-NN
approach developed for fault detection that tries to reduce the dimensionality of
the input dataset in order to improve the data storage efficiency. The approach

proposed to infer the intrinsic dimensionality of the dataset using a ¢mmela

3l|Page



dimension technique and then impose a diffusion map analysis to reduce it.
Finally, the results were compared to the existing models and claimed to

outperform them.

A similar technique based dkNN method was developed to identify the
transient anomiees in electromechanical equipment industries. The input dataset
consisted of variables necessary in manufacturing. Similarities were computed
between every two variables and were treated as anomaly indexes by the model
which were learned by the proposembdel. The research claimed significant
improvement in terms of the detection accuracy. Later, it was also applied to
industrial gas processing plants and proved its sustainability in detection and
distinguishing transients from noise, oscillations, rareps However, the
robustness of the model cannot be guaranteed as the model was not compared

with the existing statef-the-art models.

2.5.3ClusteringBased Approaches

K-means is a process of grouping input data set into clusters with the nearest
mean and variandé5] where K is the number of clusters selected. A relevant
application of kmeans for anomaly detection has been applief6éh for
network intrusion detectionThe idea is to first transform the input data flow
records into feature datasets. Then generate separate clusters of normal and

abnormal samples usingzaiclidean distancmeasure.

Here, the data is partitioned into blocks or cells with its mean ctddulssing

an iterative refinement like the expectation maximization approach in mixture

models. The mean of a cluster so formed is also the centroid of the space defined

for a given cluster. For the input data, a window observations is considered

andpassed on to the-means clustering. In order to detect anomalous data, once

the clustering for the dataset is done, the intra cl&telidean distandeetween

each data instance and its centroid is calculated for every cluster using the

Mahalanobis disince method. Mahalanobis distance is used because of its

utility in calculating the distance as per the transformation along the principal

component axis in the cluster sp46@&]. Along with the intracluster distance

so calculated, Mahalanobis distanegvizeen each cluster centroid and the points

that are not clustered is also calculated. A threshold is applied on the distances
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so calculated and the data sample exceeding the threshold value is marked as an
anomaly. The threshold used here is decided @slibe 90% of the maximum
distance calculated within each cluster. A major downside to such an approach
is the choice of the value, K which has to be heuristically selected and makes
any model biased. However, there are methods that can help in theicieigrm

the value of K but were not implemented.

Liu et al [L70 proposed a genetic clustering algorithm for anomaly detection in
network traffic. It is proposed to detect abnormal data in-folads of its
implementation. First, implement nearest neighbalgorithm to cluster the
incoming data and then tomplement genetic algorithm to optimise the
clustering centres in an attempt to combine the normal clusters and label-the non
clustered data as anomalouhe approach was validated over a range of
unidimensionaldatasetdut small in size. Given the smaller size, the approach
still utilises the associated labels for optimisation which may provide larger false
positives when tested over financial tid&ta. Recently, Li et al [| implemented

a similar schem#&o detect anomalies in mulariate time series data by using
particle swarm algorithm to optimise the clustering centres. However, the
approach proposes to use fuzzyeans clustering to group input featucés
larger size and reduced computations. dpyeroach is also validated on multiple

datasets and claimed to achieve the detection accuracy above 98% on all of them.

2.5.4Mixture Model Based Approaches.

The simplest approach to any anomaly detection problem can be modelling the
density distribution of th input dataset and applying a threshold on either the
probability density or variance of it. However, it is always challenging to
determine the inherent data distribution. Many approaches proposed in the past
heuristically assume the underlying distriloutito be Gaussian in nature which

can lead to several false positiy85]. There has been updates where the dataset
is assumed to be a combination of multiple distributions such as Gaussian
mixture models which is a mixture of weighted and linear Gaussian

distributions.

Bhat and Kumaj68] proposed an option pricing model based on a combination
of several distributions, all Gaussian in nature. The model was used for option
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pricing for European call options using a Markov tree model and claimed that
the logreturns density curve can be more accurately estimated by using a
mixture of normal distributions. The prediction results were compared with the

Black-Scholes model and outperformed it.

Bigdeli et al[69] proposed a noise resilient anomaly detection maodeig
summarization based Gaussian mixture model (SGMM) for clustering incoming
data and then implement a collective probabilistic anomaly detection (CPAD)
method to distinguish normal and abnormal clusters. The idea is to calculate
similarities betweeresst data and the established clusters subject to thresholding.
The similarity metric used is Kullbackl_eibler divergence. The model was also
compared with thek-NN-LOF based and SVM based anomaly detection

techniques to prove its significance.

Li et al[70] presents a flight safety model with the aim to detect abnormalities
during the whole operation of the flight. The approach is validated on flight data
that consists of various complex variables along with the flight path, engine
configuration, presseraltitude, density altitude etc. It proposes to implement a
clustering model using GMM based on normal flight data with a few
abnormalities that can be avoided, later computdeti@didean distancef the

test data with the established clusters. Altho@MM and its variants claimed

to be effective in estimating the distributions, but the parameters required to
compute the distribution such as the number of decomposition components

needs to manually update which can lead to false positives.

2.6 Remaining Challenges

It is evident to state that many of the past research using data sets having
manipulated samples prosecuted by SEC or synthetically created, false detection
rates for many of the proposed approaches have not been evaluated, which also
challenges th appropriatenessf the features used. Moreover, the success of
the existing models was based on specific data sets and the lack of adaptive
capability to capture the different manipulative strategiés.summarise the

major challenges in designing a dgien algorithm for traddased

manipulation.
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x Use of labelled datasetwhich is difficult to acquire as it is rare and
expensive. It further makes the detection model biased towards the given

dataset.

x Focus on specific manipulation scheme and the choice of specific
parameter values necessary for the detection of the chosen manipulation
scheme. This makes the proposed model biased towards a particular
manipulation pattern rather diverse and lacks thetatddity towards

other manipulation schemes.

X Most of the approaches have focussed on a limited number of stocks
listed on a local exchange rather than platforms like NASDAQ and LSE

where stock prices asdfectedon a global scale.

x Overlap amongnormal and manipulative trades that leads to large
amount of false positives i.e., a manipulative price data pattern can look
similar to a normal trade unless observed with necessary

paramete rs/contexts.

2.7 Summary

Market manipulation refers to artificiallyniluendng market prices of stocks

using illegitimate means. To pursue such aim different manipulation schemes
are used by the abusers. As is evident from the literature, there has been only a
handful number ofarticle that explored price manipulation imsupervised
domain and only few of them that investigate manipulation under contextual
cues. In addition, most of the attempts generalise model over different
manipulation schemdsave failed in the sense that they specifically focus on
one of manipulaon scheme. This makes any research model biased and adds to

the complexity of any regulatory organisation curbing manipulation.

The problem of stock price manipulation detection becomes challenging due to

the following issues.

1. Extremely rare annotatedaledatasets that can help detail the sequence

of actions in time series. Besides regulations prohibiting the disclosure
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of such datasets, if available, the cost of purchasing such datasets is

extremely high.

2. However, the behaviour for various manipulatsghemes remains the
same individually, the time dependent features differ from each other

based on the volatility of every stock.

3. Overlap among normal and manipulative samples that leads to a number

of false positives.
4. Evolving nature of manipulative schesiover time.

The above mentioned issusmtivateto consider manipulation detection as
anomaly detection problem. Evidently, this section covered an exhaustive
review of the statef-the-art manipulation detection models along with anomaly
detection appraches used in time series with a rationale about their use over

manipulated stock price data.

Chapter 3 presents two novel approaches for stock price manipulation detection
by transforming input features into instantaneous frequency components and

principal components using Gaussian kernels.
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Chapter 3ManipulationDetection usingpecomposition

Techniques

3.1 Introduction

Stock market manipulation creates a false impression of stock prices through
some illegitimate meang§l]. It not only affects investa' interest in the
manipulated stocks but also undermines their confidence in the integrity of the
entire market. Severaksearchmentioned in the review section made few
attempts in this field using both labelled and unlabelled datggets 71, 72

but failed to acknowledge the rare and expensive labelled dataset, diverse
detection model for multiple manipulation schemes and the heuristically
assumed values for the model parameters involved indéeesionmaking
process. This chapteiocuseson decompsition of input feature set into
orthogonal and independent components. The idea is to define-linean
boundary among independent components whilst preserving the information of

the original data. The two major contributions of this work are as follows

The contribution in the first model is the combination of Empirigkdde
Decomposition(EMD) followed by Kernel density estimation (KDE) based
clustering for anomaly detectiasinga selective set of features whiletecting

two types ofmanipulation patterns. The rationale behind using EMD is that it is
a datadriven approach that does not require a priori the level of decomposition
Moreover,the basis function needed is extracted from analysing the dataset
compared toother decompositio methodswhere it has to be specifid@].
Further application ofKDE clustering upon the decomposed components
(instantaneous frequenci@s this casg helps in grouping the into clusters
while fitting a Gaussian distribution withoapecifyingthe numker of clusters

up front[73]. This makes it easier to analyse the data within a cluster because of
its small size and better detection of price manipulation cachieved

The major advantage of using this approach is its deemgking capability
base&l on analysing the patternginstantaneous frequency behavisubjected
being an anomaly.Moreover it also outperforms existing benchmark

approaches (unsupervised learning) when comparing the Receiver Operating
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Characteristics (ROC) curve and the Argader the Curv§r4] as demonstrated
by the experimental results. Another merit of applying this model is that it is not
trainedfor a specific type of price manipulation scheme. That is, the detection
Is performed without any prior knowledge about thenaaltes injected, be it

their location in the time series or magnitude.

The second model is based on decomposition of input features using kernel
based principal component analysis. It proposes the combinatioa of
distribution modelling approach using kelntechniques andh nontlinear
transformations technique onto higher dimensions in order to create linear
manifolds among data points. For Alamear data analysis, KPCA is used to
project the original dataset onto higher dimensions, sorted as per tieices.

Once the KPCA forms a ndmear boundary among the transformed data in

higher dimensions, the first step of the detection model is implemented.

Although, one of the conventional approaches for calculating such transformed
feature vectors aim toompute the reconstruction error and forms isopotential
curves as the decision boundaries which is limited by the highly computational
complexity [75, 76]. A rather simpler approach is to limit the number of
extracted feature vectors (principal componeats) to subject them onto the
proposed multidimensional kernel density estimation (MKDE) based clustering

algorithm for further evaluation in the second step.

The proposed MKDE clustering helps in grouping the data into clusters (only
normal trades) without asking the number of clusters up fi@jt The major
advantage of using this approach is its decision making capability based on
analysing the patterns thare subjected being an anomaly without prior
information about the location or the nature of the manipulation and also helps
in reducing the total amount of computations. This can be achieved by clustering
the data, without asking for the number of atustupfront using the proposed
clustering algorithm, which is now linearly separable due to KPCA

transformation and marking the data points left unclustered as anomalies.

A dataset involving thirteen different stocks intraday price information from

multiple resources (both UK and US stock exchanges) and three distinct
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manipulation schemes are considered for an exhaustive evaluation of the
proposed approach. A distinctive comparison of the proposed approach with the
existing benchmark approaches and coneeat anomaly detection techniques
indicates a significant improvement in terms of detection accurasyedsure

and a substantial fall in the false alarm rates. In order to check the validity of the
proposedapproach in terms of nestationarity, stock pce data from both UK

and US leading stock exchanges are considered.

3.2Manipulation DetectionModels usingDecomposition
Methods

This section details the stock price manipulation detection using two
decomposition based techniques. The first model is based on a tectin@tjue
decomposes theput feature set into instantaneous frequencies which are
further imposed on KDE clusteringif univariable data whereas the second
model decomposes the input into orthogonal components based on their variance
and then clustered using muiimensional KDE technique for anomaly
detection. Besidebie proposedecomposition modelthis section als presents

a comprehensive assessment of manipulation detection using other

decomposition methods,

3.2.1Dirichlet Process Gaussian Mixture Model Bagédnipulation

Detection

A mixture model folgeneratingorobability distribution is a mixture of multiple
distributions. It is a weighted sum of multiple Gaussian distribution functions
assigned to different subsets of dateose means, and variances are calculated
using expectation maximization technidu&]. Fora given multidimensional
data setijt is assumedhat it is drawn from a model having multiple Gaussian
distributions. The data is grouped into K clustéss every K component
specified and every data instancés assigned to aluster that maximise
components posterior probabilityrhe Dirichlet Processis then employed
IROORZHG E\ *LEEYVY VDPSOLQJ WR FDOFXODWH SU
component parametefg7] assumed as the likelihood of a given data instance
belonging to that cluster
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For aset ofinput features, the data is first windowed with no overlapping
between windows and then grouped into different clusters, their corresponding
probability distribution function (PDFijs learned. A threshold valuean be
usuallyset that separates the normal amelanomalousegions in thé?DFs of

each component according to minimum data likelihood value adopted from the
industry reference detection algorithm from Smart Gidltpivhich has the 99%
cumulative distribution cudff. This means that data values fadjiin the region
above 99.5% and below 0.5% value of cumulative probability are anomalies
[78].

3.2.2Principal Component Analysis Bas&thnipulationDetection

Principal Component Analysis is usually applied to reduce the number of
dimensions of the input datats It involves the transformation of a highly
correlated input data into a set of components, orthogonal to each other. Among
these, the first component having maximum variance or latent is the projection
of the input data, having multiple dimensions,coatingle dimension. The data
points are then further projected onto a new orthogonal dimension but having a
lesser variance than the first component and the process is repeated until the
stopping criteria is matched. An important property of principatanents is

that they are uncorrelatece., orthogonal to each other and the principal
components are arranged in the order of decreasing varigt8jediere the
components having large variance are called major components and the ones

smaller are callechinor. This categorization is explained below:

Once the data set is projected onto several components: major and minor,
anomaly detection approach is implemented. According to which, normalized
major components? % E &) and minor componesit2 94 F «NI

are thresholded and categorized as follows:

RpE6 P 2 DI=FKNKILKJIAIPO

(e}

Manipulativeif, N £
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Where, L are thenumber of major componentsMare number of minor

componentand §are égen values

Considering aheuristically selectedvindow of the mrmalized components
(major and minor) at a time (30 samples), the anometgcton is performed

The divide between the number of major and minor components is that the top
50% of the variance for the original data set has the major components and the
remaining 50% comprises of the minor compondB&; 81]. The value of%

and %are decided heuristically in the approg88], but 95% of the maximum

value in each principal component is considered as a threshold here.

3.2.3K MeansClustering Basedanipulation Detection.

K-means is a process of grouping input data set into clusters with the nearest
mean anaentroid[65]. Here, the data is partitioned into blocks or cells with its
mean calculated using an iterative refinement similar to the exioectat
maximization approach in mixture models. The mean of a cluster so formed is
also the centroid of the space defined for a given cluster. For the input data, a
window of 100 observations is considered and passed on to the K means
clustering. In order tdetect anomalous data, once the clustering for the dataset
is done, the intra cluster distance between each data point and its centroid is
calculated for every cluster using the Mahalanobis distance method.
Mahalanobis distance method is used becauses aftility in calculating the
distance as per the transformation along the principal component axis in the
cluster space[67]. Along with the intracluster distance so calculated,
Mahalanobiglistance between each cluster centroid and the points thattare no
clustered is also calculated. A threshold is applied on the distances so calculated
and the data sample exceeding the threshold value is marked as an anomaly. The
threshold used here is decided to be as the 90 % of the maximum distance
calculated withireach clustef76].
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3.3Manipulation DetectionModel based orEmpirical Mode

Decomposition(EMD)

The flow of the methodology used in this report is as follows, for a manipulated
input time series containing stock prices, some artefacts restralatdation of

an anomaly. In addition, as the time series is-stationary in nature, its
statistical properties like mean and variance for the high frequency components
violently evolve with time and the distribution of prices deviates from normality.
As the high frequency components of the time series are more prone to the
anomalies, wavelet transform is employed to filter out the low frequency
components in the signal i.e., only the high frequency components are
considered and is used as a fegtdieP, [83] where T: Pis the input time series
(stock prices)Such a feature is calculated using discrete wavelet transform
(DWT) where the input signal is decomposed up to single level into approximate
and detail coefficientssing devel4 Symletwavdet. Approximate coefficients
represent low frequency components and detail coefficients represents high
frequency componest

.t \:@@é apRAa (3.1)
B - o 04

A hard thresholding algorithm is then apgliaversely on the detail coefficient,

. aowhere =and >are shifting and scaling parameters for the given coefficient
and ais the threshold, so that the detail coefficients outside the threshold are set
to zero. This threshold value in this case is calculated using universal threshold
estimation metho{B4]. These filtered components are then reconstructed using
Inverse DWT.

The two anomalous patterns that describe the price manipulation are saw tooth
and spike patterns as illustrated in figure 1.1 (a) and figure 1.1 (b). The effect of
such patterns needs to be captured in the features used. In order to do so, the
stock pricevalues, T: PRand a new feature vect@®:P, that extracts only the
change between two consecutive samples and then amplifies that difference if it

exceeds a given threshold are selected as the feature values. Further, gradient of
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the price i.e., the ratof change of prices, the gradient of the new fea%ﬂ%e;?—”

that further magnifies the change are used as a feature set.
A feature set consisting of five individual featsignalsas follows:

1. Input time series (Stock Prices}; P,

2. Gradient of the price time serie!:,?s:Tg”

3. A new univariate variable featur®: P, explained below,
4. The gradient of the new variabié?;—g;and

5. A signal containing only high frequency componerise were

considered

The feature se6: P is describedas follows,

OP L T:P FT:PF s; (3.2)
$:p L \uUOP,é OP P DNARH@ (3.3)
T 'OPRa QP QN ARH @

Where T:PR is the input time series dnQP is the difference between two
consecutivesamples. Typicallya threshold value of 3 basda multiplication
factor of 3 is selected from literatui@4, 134 as the intention here is to amplify

a certaimbrupt change in price value owero consecutive instances

3.3.1Empirical Mode Decompositio(EMD)

EMD is a process of decomposing a time series into components that preserves
the characteristics of the varying frequency as that of the original sigdate

called intrinsic mode functions (IMEsYhese decomposed components are
orthogonal to each lbér and to the original signare of the same length as that

of the original sigal and remains in the tirdomain [85]. Since the
decomposition is based oretanalysis of locatime scale of the datand since

the obtained components (IMFs) provides instantaneous frequencies as

functions of timeit can be applied to ndinear and nosstationary process. An
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IMF has same number of maxima and minima througkiweitduration of the
signal and the mean value within an envelope having maxima and minima will
be zero i.e., it will have equal number of positive and negative salitiein a
localized envelope. The process of calculating an IMF is called the sifting
process. According to which, first the meaing( of the upper and lower envelope

of the original signal is calculated using aubpline interpolation methd@6].

The difference between x(t) ands is the first componen@a), which should
ideally satisfy the conditions for IMF

TRFIsL @ Luar=;

However, if it does not, the process is repeated now considering the difference
DV WKH QHZ VLJQDO DQG IXUWKHU FDOFXODWLRQV

unless the new differercsatisfies the condition of being an IMF
QF I 55L Q@ TUd>;

An IMF, so calculated will be the first IMF componem,P, of the original

time series,
QF Il 55 L NP Tu&?;

Then, the first obtained IMF separated from the original signal,
TRFNRL T5:R ¥ @

This process is again repeated figre, until the number of zerecrossings and
thenumber of extrema is the same or almost differ by one. A situation in which
theresulting ggnal becomes morcomponent i.e., it has negative frequency
componenf85]. The first IMF contains most of the high frequency components,
which can be considered as random noise, btlteésnost interesting feature
while tracking down anomalgffectedportionsof the signal (high frequency)

[87]. So, for all of thgoroposedive features, one dimensional empirical mode
decomposition is applied to each feature and the first IMF of each feature so
calculated is preserved and the rest are forsaken. The IMF values will now act

as an input to the clustering algorithm via KerbBehsity Estimation (KDE)
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Figure 3-1: Decomposed first and second IMFs along for the input stock (Ait@zon Stock)

approachFigure3.1 displays theriginal input data (stock prices) along with

first and secontMFs for same.

3.3.2KDE Clustering Basednomaly Detection

KDE clusteringbasedanomaly detection is a modified approach for anomaly
detection via noiparametric density estimation for clustering. It has the
advantage that it does not require a prior knowledge of the numberstérsl
The method suggests calculatingeanelbaseddensity estimation for a set of
data samples and cluster them loaea the following algorithn88]. For an

input data samplé&;
TL <T5éT6éT7 a Té =for T BD+/ (p@l_ W

The kernel density estim@tused to calculate the probability densiByT; is
given by
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BT L_Sf . A
b+ 3p. T T p P U
uab

Where Jis the length of the data to be clusteregs themeanof the dataT D
is the bandwidtHor everycluster 6is the totalduration of the data anithe
kernel function,- that is Gaussian here
S T® )
- T, L—=ATEF—G TUK;
te t

Given: T L <I;&l;4l; & T;=be a univariate vector that is to be clustered and
. BR; the bandwidthDis definedasfollows,

DL s&axéJ’’UB KNQOOENJIAH Uy;

Considering the length of the clustéfto be zero at first, the algorithm
suggests that given the original input data $ebandwidth parameteDis
calculated(3.7). Based on whichif the difference between the mean of the
sample pointsTcalculated and the sample points is less tBare grouped into
one cluster,% Now, the length of the input vector is reduced by the number of
data points already clustered. For the remaining data, bandwidth parafeter
andmean : Jareagain calculated and the same process continues until all the
points in the input vector are ctesedinto Felusters.. is a parameter calculated
for the kernel density estimation and whoséugas set to 5 as proposed by
Silverman[86]. 1lis the standard deviation of Jis the length ofTthat keeps
on changing at every iteratioNow, within each cluster so formed, each cluster
has a differentlensitydistribution as shown ifigure 3.2 (a) and figure3.2 (b).

The values on the horizontal axis are the random values taken over by thes featu
set S: P, and on the vertical axis, probability density. For each clutature
sampls having a probability densitgalculated in (3.5)ess thar0.5% of the
maximumis marked as an anomal@iven the size of the dataset being small,
only focussng on uridimensional implementation of clusteriaigorithm, the
threshold set oprobability density is chosen heuristicalnce every IMF is
separately clustered, the common anomalies out of all of the clusters so formed

for every IMF are treated asamipulative instancesn this wayEMD based
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KDE clustering approach suitably idemggthe exact location in time, when the

manipulation occurred and provides better performance compared with the
literature
A comparison of the results so calculated vgitime of the existing approaches

for unsupervised learning in anomaly detection likedbiet process Gaussian
Mixture Model, K-Means, Principal Component Analysssshown in the next

B: T,

(@)

B:T,;

(b) T

Figure 31 (a)&(b): Probability density dstribution B:T; for instances irdifferentclusters

formed using KDE clustering

sections It should be noted that none of these approaches had bekfouse
stock market manipulation in the literature. The next section explaidathget
used andletails of how these existing approaches are implemented considering

theabovementionedeatures a the input data set for them.
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Figure 32: ROCs of the five stocks for five different models

3.3.3ExperimentaEvaluation

Thedata set used in this paper is taken from an open source LOBSTER database
[48] consisting of Apple, Amazon, Google, Intel Corp, and Microsoft stooks

12" June 2012. Each stock has a lewtick data, and the number of samples
varies with different stocks. Based on it, the data set is divided into two groups
(Group | & II). Each stock data is reportedly having no manipulation of any sort
[89].

An artificial anomalous database is generated in order to test the validity and
robustness of the proposed approach. As explained in section I, there are two
types of anomalies injected in the origiata samples. Type 1 is a synthetic
anomalous waveform having a sévoth like fall of 7 bps in 95 ms and Type 2
have a rise and then sudden fall of 8% in a time span of 0.1 sec as shown in
figure 2.1 (a) & (b). These anomalies are then injected intocthrresponding
original time series making it a mixture of both normal and anomalous

waveforms. To ensure comprehensive assessment of the approach, group I is
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Figure 3-3: Performance comparison based on AUC

injected with 50 anomalies of each type, making a total of 100 anomalies in them
D QG JU RtKcks ar§ Mjected with 200 anomalies of each type making a total
of 400 anomalies in it. The place of injection for an anomaly in a time series is
performed without taking into account of the time and preceding and succeeding
information of the price tonake the anomaly detection more challenging. It is
even possible that it may be directly followed by a similar waveform, but any

prior knowledge of the data set is totally avoided.

For all of the proposed and existing approaches, their performanceuatedal
usingtheReceiver Operating Characteristics (ROC) curve. In order to calculate
the ROC, some of its parameters need to be explained first. (i) True Positives
represent the total number of normaltamees correctly detected as normal, (ii)
True Negatives represent the total number of anomalous samples correctly
detected as anomalies (iii) False Positives represent the total number of
anomalies incorrectly detected as normal instance and (iv) Falgatines
represent the total number of normal samples incorrectly detected as anomalies
[74]. In this paperthe ROC curve is plotted between True Positive Rate (TPR)
and False Positive Rate (FPR), where TPR = TP/ (TP+FN) and FPR = FP/
(FP+TN) are calculate while varying the discriminating threshold for the

results obtained frorthe KDE clustering approach.
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The ROC curves for five stocks with 200 and 400 number of anomalies injected
are shown in figure 3.2. The tweaking factor in the calculation of a aTy#iRS

and FPRs is the threshold applied on the output score for each approach for
anomaly detection ranging (0, 1). The output score for different approaches are
as follows; cumulative probabilities for DPGMM based approach, normalised
principal components values for PCA based approach, normaiisetidean
distance measure for-Kleans based approach and cumulative probabilities
obtained from kernel density estimatdscomparativesummary of the AUC

values for different techniqués shownin figure 3.3

The AUC values for EMD based approach and its dominance over other existing
approaches clearly indicates the better performance for all the five stocks. As
from figure 3.3, it can be shown that the proposed approach retains their
advantage in tens of anomaly detection over the existing approaches and can

achieve relatively higher values for AUC.

3.3.4Results and Discussion

The experimental results obtained by the EMIBDE based approach have
shown a significant development in achieving a higher oatdetection of
manipulation of two types (Saw tooth & Spike pattern) in the price. These
manipulative actions relating to pump & dump, ramping and quote stuffing are
carefully selected as they seem to provide similar impact on price of a stock as
the oneslepicted by these added anomalies. The results also outperformed some
of the existing approaches using unsupervised learning for anomaly detection.
The robustness of the proposed approach can be explained from the
decomposition of the feature sets foreg length of the samples in a window
using EMD. The fact that, while considering the cases of price manipulation for
pump & dump and quote stuffing, a sudden flip in the prices happens after a long
held position of incremental rise in prices. So, thedem size for the
decomposition of the dataset should be carefully selected taking into account
only two components for a given window, one that explains the constant positive
or negative slope and the other that represents the sudden drop. Another reason

that contributes to its robustness is the threshold value that needs to be set up on
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such components or the margin that can probably divide the normal and

anomalous boundary.

The EMD based approach followed by KDE clustering for manipulation
detection achwed the highest AUC on all of the five stocks and outperformed
all of the existing models for unsupervised learning towards anomaly detection.
The best AUC ischieved for the Amazon stocks (0.9623) which is about 6.7%
higher than the PChased approach,566 higher than the #leans based
approach and almost double thander approaches using Dirichlet process
GMM and using only raw features. Thecond best detection is for Microsoft
stocks (0.9308) which is R& 84% and 38.6%hnigher than using the PCA ek
approach, the ¥Means based detection and tB®GMM based detection,
respectively. The lowest performance for the propaggatoach is observed
with Apple stocks (0.7946) which is still higher by 15%, thanRIGA based
approach and 36% higher than teMeans based approach and 48#gher
than the DPGMM based approach.

The EMD = KDE clustering based approach for manipulation detection
performedvariably for some of the data sets and did not attain very high values
of AUC as it didfor Amazon andsoogle stocks. This can be attributed to the
high variability of the dataand the mixing of the anomalies with similar
waveforms that created large FaResitives (FPs) but still it managed to get
AUC values higher than the rest of #vasting approaches

3.4 Manipulation Detection based on KernePrincipal

ComponentAnalysis

The idea for anomaly detection is to generate an adept model of the data
distribution that can establish a clear manifold between normal and abnormal
data instanced.he concept of mapulation detection ifinancial dataevolves
around the fact that since in a time series, sea#ir#hutes of anomalous trading
transactions overlaps witmormal ones[57], proper characterization of
manipulationused is required. It makes sensetgte that since the stopkice

data is norstationary in naturevhereelementary propertiesicluding mean,

variance and correlation varies over tifseich variations can be related with

53|Page



the economics of thmarket microstructuref0]. Hence, the interdn of the
proposednodel is to derive a set of features linearly indepenafamcorrelated
from each other when transformedarthogonal dimensions. It should be kept
in mind that sincefinancial data is not sparse in naty@&l], a large
computationalcomplexity is involved with the conventional approach
orthogonal transformation by calculating the-gmentialcurves or surfaces of
the reconstruction error. To avoid thisput data is divided into a series of a
particular length windowdpllowed by the proper selection and adaptation of
thetransformed orthogonal features. A second step of clusteased technique
is then applied on to such orthogonal dimensitmsdentify the abnormal
samples. Hence, the methodolagjthis research follows &vo-step approach:
Firstly, the input feature set is extracted based on the concegapbfiring
manipulated patterns and projected onto higlerensions. Secondly, focus is
laid upon to carefully seleand adapt the features from the transformed damain
Finally, anomalous stock prices/trades will be detected by usiudfi-
dimensional clustering techniques to cluster noramal abnormal trades.

3.4.1FeatureCharacterisation

As for any dataset, the amount of redundancy can be reduced only if relevant
informaion is extracted from it. The dataset used in this research are the stock
prices of thirteen different companies operating at NASDAQ and London stock
exchangend is gathered from LOBSTER project and from Bloomberg trading
platform at Newcastle BusinessHsol, Northumbria University, Newcastle
upon Tyne As high frequency components in financial data are more prone to
manipulation activities, focus is laid upon extracting relevant features that can
capture the effect of high frequencies along with othtebates like derivatives

[92] and differences. For time series (stock prices) that consists of synthetically
added manipulated samples, denoising technifyi8ss applied usingvavelet
transform. This is done to filter out the low frequency components in the data
and the filtered output is used as a featlER, where T: P is the input time
series (stock prices). This is calculated by applying discrete wavelet transform
(DWT) on the input data decomposing it up to first 18] into detail and

approximate coefficients. Detail coefficients represent high frequency
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components and approximate coefficients represent low frequency components.
After, employing (1) nverse DWT § then applied on the detail coefficients so
obtained and approximate coefficients to reconstruct the time dErfedn
addition, the volume information along with the features used in the first model

based on decomposition completes the feature ssd tor this model,( L
BB BB & where,
1. Input price seriesB L T:P.

2. High frequency componeng L UP.

3. :LOVRQYV OPSBLEYEH

QR L T:R F T:PF s;

uUQPR& OP P DN AR H @
QPRPa QP Q DN AR H @

Here, QPis the difference between two consecutive samples.

S:B L\

Typically, a threshold value of 3 bps is selected.

1é

4. Derivative of the input stock pride2], B L I;

5. Gradient of the feature set containing high frequency

componentsB L li;ﬂgg

3.4.2Kernel Principal Component Analys{(&KPCA)

Principal component analysis (PCA) is the orthogonal projection of data into

lower dimension linear space such that the variance of the data in each projected
dimension is maximizef9) 'HVSLWH 3&%$fV DELOLW\ WR SUR
lower dimensions, itsinterpretability remains confined by the fact that
components generated by standard PCA have added noise and exhibit no
meaningful pattern that can be either well represented or visually observed in a
linear subspack81, 93, 94]. We propose the use ofrkel PCA in financial data

as it is essential here to uncover localised stock price microstructure patterns
using nonlinear transformations in highelimensions that could account for

main variability in the temporal data. The role of KPCA also becomesatr
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Figure 3-4: Sparse adjacency matrix representation for Apple Stock feature set F_O fi
12:20:05 PM to 12: 21:19 PM oR1st June 2012. 'nz' represents the number ofzeoo

elements present for that duration. Total number of data instances included = 720

in avoiding the vulnerability of the stock prices during the long held position of
stocks that sometimes introduces sparsity in the feature set. Bigusleows

the sparse adjacency matrix representd®0hfor such a situation with Apple
stock fom 12:20:05 PM to 12:21:19 PM on*2lune 2012.

Kernel PCA uses a ndmear transformation of the input data havirn@
dimensions to then dimensional spacel (<< m) using kernel method95]. It

does so by mapping the input data points to a higher dimension feature space
using kernel trick, forming a linear/ndmear hyperplane, and then
reconstructing the data set in the decreasing order of their variances using
standard PCA.

An input featwe vector,z2, B9* (@5 and E «0) having 0 number of
input data instances in the feature sgf L <BP&R B & & =is first
transformed to a higher dimension feature sp(a@:e(for | dimensions in the
mapped space) using amlinear transformation,T \ 7 :T;where’ is a non

linear function. The kernel trick, herein suggests the calculation of extracted
features (principal components), covariance mat8»)( and subsequently

Eigenvectors and Eigenvalues in the tranmsfed domain (5, is possible

56|Page



without calculating the intractable transformation or mapped data poif;

of a given input data instanT{96].
0% L "sSTIT R e T2 TR a3 T2
Or % L ' BaT,KaT,0C (3.9

Where, 1&T, is centred at the origin or a zero mean vector of the

transformed/mapped data points. In the feature sp@c«EigenvectorS of the

c
8L I WaTy (3.9)

covariance matrix,%ﬁgcan be defined and there are coefficiettsuch that,

Recalling theEigenvalue and Eigenvector relationship from a standard PCA,

we can write,

a8L % B (3.10

Note that % @8is a dot product andi 8s a scalar product wher@eing the
Eigen value ofo6f . The length ofUcan be calculad from the normalisation
of Eigenvectors848' L sor 18!® L s Using 8.8), (3.9 and 8.10, ! U6 L

Svgu Now, the EigenvectoBcan be calculated by defining a Kernel matrix as

the dot product of two feature points in the mapped spéce
L W T A0 L & TR, (3.13)

€ can be further defined as the kernel function to calculate the inner product
and can be substituted with the most commonly used radial basis function
(RBF),

F.ToF T
EKT Ao L ATmTq (3.12

For ia Ty dakvo b (é" and Ybeing the kernel bandwidth parameter, kernel
components are amplified given their density estimate falls below 10% of its

maximum value3.13. This is done in order tocrease the spread between the
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normal and abnormal trading prices in the kernel space, the effi@bich can

be seen in the transformed feature space (figie 3
U-y é"®0r&U.f§:6"®,

N u
ETaroL J - &g

(3.13)

Where éA®is the density estimate of the data points in kernel space. By
substituting 8.12 and 8.8) in (3.9), the Eigenvectors and values can be
calculated. The projection of new data points onto the mapped Eigenvectors or
the principal components i(‘lé" is given by, RyL 1 : Ty 8which can be further
simplified by solvihg @.9), (3.10 and B8.11). The objective is to visualize the

data points in the kernel space, increase the spread among data points and

forward this effect onto the transformed space.

Some of the major constraints in the implementation of KPCA are the choice of
RBF kernel parameter and the number of principal components to be used. It is
well documented that for anomaly detection using PCA, the number of
components extractet#should fe such that the cumulative variance must be
greater than or equal to 90% of the total variance in the mapped feature set
(é‘ [82] that settles down td+ 7. This helps in reducing the uncertainty over
the optimal size of the components used and wfficiently reduce the
computational complexity of the overall approach. To deal with another
constraint about the selection of the kernel parameter, iareaffmethod is to

keep the value offfixed for a given input datf®7]. The choice ofYis carried

out in such a way as it maximizes the amount of variance for the considered
number of principal components and minimising the reconstruction errdefor t
projected feature space as propose@&. Figure 35 shows the components
extracted from KPCA applied to a set of five features for Apple data after
normalization (for clear observation only first three components have been
shown out of @ 5 in ths case). The dataset used, enclosed both normal and

anomalous stock prices.

3.4.3Multi-Dimensional Kernel Density Estimation
Multi-dimensional Kernel Density Estimation (MKDE) clustering based
anomaly detection is a modified approach for anomaly detection via non

parametric density estimation for clusteriff@]. It has the advantage that it
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Components from Gaussian kernel PCA for the

Feature sef= GaAL3 s
Gakak feature setF= (GALAE

Xsr

B B B B

Figure 3-5: Components extracted from input feature space in R"3 using KPCA including normal and anomalous

instances.

does not require a priori knowledgé the number of clusters. The method
suggests calculating a kernel based probability density estimation for a set of
data samples and cluster them based on the following algofiBimFor an
LQSXW GDWD VDPSOH p

(2 L BAap

The kernel desity estimator used to calculate the probability dengitf; is

given by
?-' an; L —S | F—( G 3 ]4)
'( ' \]D U i D ( '

‘KHUHYULY WKH QXPEHU RI GLPHQVLRQ®isRie WKH GD
mean of £ data sample for a total afinstancs, (§ L & &, & B = and

DI LV WKH VPRRWKLQJ S D UlDBdhiéngiehdl iRput data.QlieZz L G W K
selection of such a smoothing parameter forms an important entity in MKDE
estimation. It is seen that for the same dataset, different bandwidth can have
serious effects on the resul€9]. The kernel function : T;is calculated via a

linear diffusion pocess[99] leveraging a Gaussian kernel density estimator

(3.19 as it lacks the local adaptive behaviour towards outli€€], resulting
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Figure 36: Bi-Modal PDF i.e., having two means shown faubset of featuresg, B’} of
Apple stock for considering 100 samples from 9:30:01 AM to 9:30:01.05 AM
in misleading bumps and hence flatten peaksoauehdary bias. Although such

problems can be solved by using higller Gaussian kerne[801] they are

unable to provide proper naregative density estimatge0?2].

?x 6

s TT
-:T, L It_ép ATEF—tG (3.1

Given: TL <;al;& Taé be a MUI size dataset that is to be clustered after

using KPCA upon five input original features afglb 92; the parameterisation
of the bandwidth matrixDas a diagonal matrikLO3] is optimised again via
diffusion estimator if99] and evaluated using Asymptotically Mean Integrated
Square Error (AMISE)104].

3.4.4DetectionAlgorithm

The algorithm for MKDEclustering works by first calculating the kernel density
estimate for a given dataset using an adaptive smoothing parametisfined

in the previous section also known as bandwidth. For a given set of data
instances, if the difference between the mafghe estimate and the data values

is less than the bandwidth, the given sample points are grouped into a cluster.
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Overlapping clusters, given their contours are separate

2B &,

v

Anomalous data instance

B B

Figure 3-7: Probability distribution usingkernel density estimate for a2 feature set&{ B, B} of Apple

Stock for 100 data points along with its contour

For the remaining data points having a new estimate, the difference is again
calculated, samples having difference less than the bandwidthe( dataset

under consideration) are again grouped into another cluster and the process
continues. The algorithm is originally designed to deal with univariatg tgjta

As there are seven dimensions extracted from KPCA in the financial fe@ture

set used here, seven separate smoothing parameters are obtained for each
dimension. The first problem that should be tackled with is the estimated multi
modal PDFs in muldimensions. In such cases, when moltdal PDFs are
generated, it is difficult to determine one mean value for the whole set of data
points, as there are several means generated for the given distribution, as shown
in figure 3.6 (each peak in a multhodd distribution). Now, each mean is
considered separately along with multienoothing parameters for each
dimension. The implemented algorithm can lead to multiple clusters even
within a compact group of data points. In addition, the cluster values éor on

may overlap with the one adjacent to it (depending upon the value of the
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Pseudo Code Algorithm 1: Stock Price FeaterClustering and Anomaly Detection
1. For any specific stock, extract the feature set (°L
(ACAJ AT =

2. Apply KPCA onthefeatures considered and transformtheminto,

( LBRAR-= -

3. For a selected window of samples ( (), constru ct their joint
probability  distribution 2(&8D, a(D D9 using muli -
dimensional KDE approach [54] for bandwidth ( D.

4, Construct the MKDE based clustering model for anomaly
detection: )

a. Given: (¢ L & & & =for B D 9 isthe input sample,
PBDx&?

b. Set: A= 1, P=length( B;where Aisacluster.

c. j=0;

d. WHILE ( « T; % ( is the set of data samples to cluster

j=]j+ 1; % lteration counter
% define  the bandwidth Dand BSs
the mean(s) location of
distribution for the data samples

e. FOR E ««« P
IF +B8¥ B+OD

A, L A; & B % Add the set of data for all
the features Bjto the
Cluster A,

BL B3R % Remove the clustered data from
the original set

ENDIF
ENDFOR
ENDWHILE
5. In case of Multi - modal PDF as shown in figure 3 .6 , for the

so - called clusters formed,

FOR AyL A&A, % for  Enumber of clusters
@L min ! AGA3AY;
IF @O D--Ae AK L1 - oS

O r & % For every cluster Ayifit

is not overlapping with the
rest of the clusters A3Aand
if the ratio of their
individual PDF at their
respective means is less than

0.7 ie. if the ratio is

greater than 70%, they will be

treated as separate clusters

or else combined into one.

& % Merge the clusters

2
2

2
I—e>z

— (D
a»

5L

A\‘_‘J

ENDIF
ENDFOR

bandwidth selected). In such a situation, the clusters that overlap must form a
single cluster, but not if one of them is an anomaly as shown in igar8uch
problems are quiteommon while dealing with anomaly detection in financial
data[105]. It is therefore necessary to define a highly illustrious feature that can

resolve the two clusters separately and adapt the clustering approach in this case.
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Figure 3-8: Varying bid prices of different stocks from 09:30:00 AM to 09:30:52 AM
21st June 2012

It should also be noted thiiere are a number of methods (cubic spline, gradient

ascent etc.) to cluster this kind of dataset but very few to distinguish between
normal and abnormal data, which makes such a problem of clustering based
anomaly detection, a challenging task. Algorithm 1 presents the possible

solution to resolve such an issue of the mmltidal distributions.

After formal implementation of the above algorithm, two critical situations may
arise in this case. First, if the number of left out data points considered are fairly
large and more than one anomalous value in the distribution so obtained (forms
a clusterof their own, given their separatio®is more than the bandwidth).

Such a problem can be avoided by using robust features and selecting a proper
window size under consideration. Second, if the data instances are sparse as
shown in figure3.4, it is a pssibility here that an anomalous trade may be
clustered with the normal ones. To address such a situation, KPCA helps in

reducing the sparsity of the dataset and is adapted to increase the spread among
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Figure 3-9: ROC curves for five different stocks. Group A (Amazon, Apple, Google) s
show an identical behaviour their performance that can be attributed to their smaller «
size and the similar amount of anomalies injected whereas Group B (Microsoft, Intel
stocks provide a different (almost similar performance within each other) compared to
A attributng to the larger injection of anomalies intieem
normal and abnormal data instances. The data in&ahaeare not clustered

are marked as anomalies. It should also be noted that the above described
process is not totally focussed on devising a new clustering method, but rather
an approach to narrow down anomaly detection problem.

3.4.5Experimental Evaluation

The dataset varies in the size of each stock used, based on how they have been
categorized into two group§roup | hasApple, Amazon, Google, Intel Corp

and Microsoft stocks, each converging itself within the range of 200,000
samples to a bit more than 800,000, for any one form of trade (Ask or Bid) from
the LOBSTER project.Group Il having the stocks taken frorine NBS
Bloomberg trading platform having more than 1 million trades in Bid/Ask for a
given day. Prior to usingroup |, it is made sure no abnormal trading activity

was detectefl78] and reported by any regulatory organisation for these stocks

on the given daj106], marking it as a normal dataset without any manipulation.

In order to check the robustness of the proposed approach, three different types
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Figure 3-10: Varying AUC values with number of samples fed to rdirttiensional KDE
clustering algorithm. Optimal window length for Amazon, Apple and Google can be
observed around 300 sample. Intel @vitrosoft's AUCSs rises with increasing numbe

samples
of anomalies as shown in figureltomplementary to the real life scenarios are

injected [15] into this time serig in significant amountsThe rumber of
anomalies injected are also varied based on the size of stocks greaghAs

the size ofgroup | stocks varies considerably, it has been-categorised into
Group Afor Apple, Amazon and Google stocks as theaye number of trades

are limited to 200,000 arm@roup Bfor Intel Corp and Microsoft stocks having

the average number of trades approximately equal to 800,000. Following this
premise,group A & Bstocks are injected with 100 and 200 anomalies/type,
respetively making a total of 300 and 600 anomalies per stock with
considerable spacing among them. Fpoup I, since the size is almost
comparable with Group B stocks, 200 anomalies of each type are injected in
every stock making it 600 anomalies per stock. Such a configuration of synthetic
data is practically accepted as per the business staijti@rfiand is then tested

for the proposednodel. To ensure comprehensive assessment of the approach,
the detection is performed without a priori information about the location,
amplitude and time span of the anomaly injected. It is also possible that a given
anomaly will be followed by a ratheinsilar, nonanomalous, waveform in

shape but any prior knowledge about any succeeding or preceding samples is
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totally avoided. Once the transformed feature vecitdtsare obtained from
KPCA, they are windowed into a heuristic sample size of 50@:L
<E§5d%6 a & =for P BD>RPE wrrand are then supplied to MKDE clustering
algorithm for manipulation detection. Such a condition is further explored, and
the detection results are calculated by varying window sizes. Furthermore, to
improve the rbustness of the approadhe displacement between the added
anomalies is varied to check how the model reacts, if two different anomalies

are placed closed to each other.

Most of the proposed approaches describdteniteraturehave claimed a
corsiderable amount of detection accuracy in price manipulation. As some of
the modeld5, 53, 10§ focused on the detection of a specific manipulation
scheme rather than presenting a general detection model, an adept comparison
with such proposed approachesavoided. However, advance computational
models like AHMMAS[78], Naive Bayes based modél08], Probabilistic
Neural Network (PNN)55] and PeeGroupAnalysis[51] were selected as the

benchmark approaches for the proposed model. An evaluation mefiriedl

Table 31: AUC comparison of proposed approach with benchmark approaches
KPCA-MKDE NB PNN AHMMAS PGA

Microsoft  0.9143 0.8560 0.7977 0.7336 0.8289

Table3.2: Comparison of AUC for all five stocks when the manipulation occurs within cl
vicinity of each other
Anomalies placed close

Anomalies placed far frorr % fall in
to each otheféms
each othef1000ms apart) AUCs
apart)

AAPL 0.9206 0.8773 4.70
AMZN 0.9602 0.9539 0.65
GOOG 0.8996 0.8923 0.81
INTC 0.8680 0.7994 7.90
MSFT 0.9143 0.8804 3.70
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for the representation of the results is Recedeerating Characteristics (ROC)
curve and the Area Under its Cunv&, 109-111]. It is also worth mentioning

that although ROC curve evaluation fteo used with classification approaches
trained using labelled data, there are various instances of it being used in totally

Table3.3: p-value for the MKDE estimate for first seven principal components calcul
PG PG PG PG PG PG PG

Amazon 1.22e 1.62e 0.0001 2.24el16 3.34e 3.56e41 1.28e31
08 07 14

Apple 591e 2.05e 7.36e 6.62e18 9.57e 4.016e  7.52e09
18 35 06 07 66

Google 1.8le 8.37e 0.0523 0.04301 3.49e 1.052e  9.078e

05 42 14 08 11
INTC 471e O 2.5% 0 0.0068 2.31e06 O
26 43
MSFT 8.59e  0.0052 2.05e 0 7.49e 2.56e40 0.0037
11 93 22

unsupervised approachd99-115].

Table3.4: AUC comparison of KPCAMKDE approach with benchmark techniques fol

anomalvdetection

KPCA-
MKDE

kNN PCA Kmeans OCSVM AHMMAS

Amazon  0.9602 0.7982 0.9013 0.5799 0.8933 0.5152
Apple 0.9206 0.7926 0.6902 0.5819 0.6603 0.5344
Google  0.8996 0.5612 0.7993 0.6328 0.5911 0.5119
INTC 0.8732 0.5469 0.868 0.5077 0.697 0.5169

MSFT 0.9143 0.5509 0.8655 0.5047 0.6419 0.6711

For the experimental setups described in this section, the following section
discusses the obtained results and analyses the pertinence of the model in

manipulation detection.
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3.4.6Results and Discussion

The ROC curves for five different stocks having added anomalies (300 and 600
for Group A& B respectively) are shown in figuB9. The tweaking factor that
varies TPR and FPR values is the threshold applied on the output score. Here,
the output score ohe proposed approach is the difference between mean of
each cluster and the corresponding sample that ultimately leads to the decision
as to whether a sample is manipulative or normal. AUC valueble 3.1for

some of the existing benchmark approachesstock price manipulation
detection are calculated only for Microsoft dataset féf Rine 2012. This is

due to the fact that the AUC results for LOBSTER stocks (except for Microsoft)
are not available from other models, so only Microsoft stock is reghort
However, for some stataf-the-art models like AHMMAS[78], where all the
details about the parameters used for the same dataset (and using a combination
of different anomalies), the proposed approach is again compared for the rest of
the stocks in tadbs3.4,3.5 and3.6. AUC Comparison for specific manipulation

type with the existing statef-the-art models is made impossible since most of
the existing benchmark models have not provided results under specific
manipulation type using same stocks anglicating their models is made

impossible due to missing parameters values.

In order to check for the robustness of the proposed approach in detecting
manipulations when two or more manipulative activities occur within a short
duration of itself, the KPCAJMKDE based clustering model is applied on a
dataset where the artificial anomalies are placed close to each other. Results are
calculated after injecting same three anomalies described before, placed only 6
ms apart from each othd@rable 3.2shows a comgrison of AUCs so calculated

with the arrangement when they are separated 1000 ms apart on an average. It
can be clearly seen fromable 3.2that the fall in AUC values for a situation
when the anomalies are placed sufficiently close to each other isonetiman

8%, (Intel Corp dataGroup B). For stocks like Amazon and Googlérpup

A], there is only a small fall in AUC as <1% change is encountered in both the
stocks. The derived inference from such results is that although there is a vast
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change betwegthe two situations in terms of spacing among differemiains

intact.

The class discrimination capability of the principal components from KPCA

was assessed using Krusk#hbllis statistical test as it fits for mutually

independent components and avoitte assumption that the underlying

datasets are inherently normally distribufgtl6]. Chisquare is used as a test

statistic here to evaluate the performance of the proposed methallel3.3

the L-values for every individual principal componentahbed from KPCA

for both normal and manipulative trading instancegiaup | stocks are

presented. Smallep-values (less than 0.05) obtained for every principal

component proves the statistical significance of the proposed model using

KPCA. However, sine the significance levels are variable among all the

Table3.5: F-measure comparison of KPEMKDE with otheranomaly detectiobenchmark technique

KPCA-MKDE kNN

Amazon 0.5559
Apple 0.6394
Google 0.5651
INTC 0.6034

MSFT 0.6216

0.1714

0.0344

0.135

0.1014

0.1148

PCA

0.1568

0.0457

0.0806

00085

0.0077

K means

0.0484

0.0708

0.0513

0.0119

0.0141

OCSVM

0.0284

0.0045

0.0196

0.0126

0.0092

AHMMAS

0.0102

0.0012

0.0072

0.0175

0.0279

Table3.6: FAR comparison of KPCAVMKDE with otheranomaly detection benchmark technique

KPCA-

MKDE

Amazon 1.22
Apple 1.07

Google 1.62
INTC 0.54

MSFT 0.71
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kNN

0.14

0.45

0.68

0.23

0.08

PCA

3.9

6.64

7.22

57.29

49.89

K means

7.33

1.26

9.95

0.02

0.02

OCSVM

49.54

67.8

75.2

59.08

77.48

AHMMAS

9.22

7.83

0.5

1.15

0.52



components, manipulation detection is not possible by defining a single
threshold. The detection ability of the proposed approach between normal and
abnormal classes is further evaluated using the follpywerformance metrics:
AUC, FAR [47, 53, 108111] and Fmeasure[47, 53, 108, 112]. The
corresponding values for AUC,-fReasure and FAR are summarised and

compared with the existing approachesainles 3.43.6 respectively.

Furthermore, the proposed detection model is repeatedly appliegrover |

dataset by varying window sizesNMtKDE based clustering. It is performed to
reduce the amount of uncertainty over the number of samples to be used as an
input to clustering. The evaluation assessment in such a case is again carried
out using AUC as a performance measure. Figur@showsthe variability of

AUCs with different window sizes. It can be easily inferred from this figure
that the AUC values for stocks: Amazon, Apple and Google rise with window
sizesinitially but falls when the number of samples exceeds a given value (300
sample /window). For Intel and Microsoft stocks, the AUC value continues to
increase and is maximum when window size is 500. The average spacing

among anomalies in this case is 1000 msec.

A more exhaustive evaluation of the proposed approach is made by mgcludi
other performance measures like AUGnEasure and false alarm rate for the
same dataseTables 3.43.5 and3.6 mentions a comparative analysis of the
KPCA-MKDE based approach using such measures. It can be easily
interpreted from the tables that tlghuthe AUCs and Jneasures for the
proposed approach surpassed the existing anomaly detection approaches in
unsupervised learning, there are some downsides when it comes to false
positives. As mentioned table 3.6 although some of the existing approache
have better FAR values than the proposed approach, the overall performance
can still be appreciated as it provided significant improvement in terms of F

measures and AUC values

The proposed approach is also applied graup Il dataset taken from

Bloombeg trading platform. A more recent dataset of 11 stocks froth 12

November 2018 is also considered from Bloomberg Trading platform in

Northumbria Business School (NBS). The stocks considered here are selected
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because of their popularity and high tradiregirency and the total number of
trades (Average number of trades per stock per day ~ 1 million). RBglie
and3.12shows the fimeasure and the False Alarm Rates (FAR) also called as
FPR obtained using the proposed model. As it can be observed, thegutopo
model proves to be efficient and clearly outperforms the existing models for

stock price manipulation detection.

The experimental results obtained using KPGAKDE based approach
achieves a higher rate of detection of manipulation of three typest¢(®tw

Spike & Square pattern) in stock price. Manipulation schemes like pump and
dump, ramping and quote stuffing are carefully modelled by the time series
following real life cases reported by SH@3, 15, 16]. The results also
outperformed some of thexisting approaches for stock price manipulation
detection and also some of the existing benchmark techniques for anomaly
detection like PCA[82], K-means[117], KNN [65], OCSVM [65] and
AHMMAS [78]. Such a performance can be attributed to the vinfi@mation
content revealed due to thdaptation of the principal components from KPCA

by increasing the spread of the data points. Such a spread is later exploited by
MKDE to cluster normal trades. The robustness of the proposed approach can
be explaind from the decomposition of the feature sets for a given length of
the samples in a window using KPCA. In reference to the cases of price
manipulation for pump and dump and quote stuffing, a sudden flip in prices
after a long held position of incrementae (within the selected window of
data samples) in prices arouses an uncertainty over the sample length for
clustering of the dataset. To further explore such an issue, variable window
sizes were considered during the experiment with stocks and thes result
calculated. While forGroup A stocks: Amazon, Apple and Google, AUC
achieved maximum attainment around an optimal window length of 300
samples per window for MKDE based clustering appro&esbup Bstocks:
Amazon and Intel Corp. on the other hand owrés to rise even if the window

size is increased up to 500. Although, the research cannot contribute in
explaining the possible rationale behind such variations in AUCs, further

investigation intosuch a behaviour of the model reveals that Intel and
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Figure 311: F-measure comparison for KPEAKDE approach on NBS dataset with exis

) _benchmark anomalv detection aobbroaches _
Microsoft stock prices usually sustain a given value (piecewise constant) for a

considerable amount of time rather than frequeniattan as inGroup A
stocks. Figur&.8shows such a behaviour during a same pdrad 09:30:00

AM to 09:30:52 AM for all the stocks priceshe robustness of the KPCA
MKDE approach is capable to achieve higher detection rates even when
several maniputéon schemes occur successively. Only a small change (<1%
fall) in AUCs is observed for Amazon and Google stocks when the anomalies
are placed close to each other (6 ms apart) as compared to when they are
sufficiently far apart. Even the least AUC valubiawed for Intel data (0.7992)

in the former case is still close 0.8, which is considered better performance for

a classifier[74]. The proposed model for manipulation detection performed

Figure 3-12: FAR comparison for KPGMKDE approach on NBS dataset with existing
benchmark anomaly detection approaches
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variably for some of the data sets and did not attain very high values of AUC
as it did for Amazon, Apple and Microsoft stocks. This can be attributed to the
high variability of the data and the possiloiverlapping of the anomalies with
similar waveforms that created large False Positives (FPs), nevertheless still
managed to get AUC values higher than the rest of the existing approaches.
Apart from the AUC results, the values fraable 3.5and3.6 elaborates the
detection outcomes. It is observed that thedasure values for the proposed
approach are not very significant (although comparatively) in values (<0.65).
Further investigation into such an issue reveals the degraded detection
performance bthe approach towards spoofing manipulation schemes. This is
due to the drawback of the levklick data being used, as it does not contain
the order cancellation information. This is crucially informative as it correlates
the price fluctuation (usuallgssumed high for spoof trading) with the volume
change. This information can be included in a future investigation using level
2 order book implying the price volatility associated with the order cancellation
may lead to improved-feasure and false alamates.

To test the validity and robustness of the proposed algorithm, it is further tested
on a recent dataset acquired from Bloomberg trading platform, NBS having 11
different stocks. The-fmeasure and FAR values generated are shown in figure
3.11and3.12 It can easily be interpreted from the figures that the proposed
approach outperforms the benchmark anomaly detection techniques like PCA,
OCSVM and DPGMM. The major contribution to such a performance is
attributed to the ability of the multidimensionePCA-MKDE algorithm to
distinguish between normal and manipulative trades and to the less volatile
nature of the stocks included. However, the FAR value, figurafor Netflix
(NFLEX) and SIRIUS stocks is degraded compared to OCSVM but is
accompanied v a considerable compensation for the same stocks in terms
of F-measure, as can be seen friogare 3.11 It is worth mentioning here that

the computational complexity of such an adept approacl®(ist) to
decompose therdimensional input data using KPG@&ing RBF kernelUpon
proper selection of the principal components, the total number of dimensions

of the KPCA output have been reduced kdoimensions. Furthermore, it
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requires onlyO(N.llog(N) + t") calculations for clustering using Multivariate
KDE via diffusion[99] ZLWK p1Y VDPSOHV L Raifabks¥td) ZLQGF

clusters.

3.5Conclusion

Both models proposent this chapteipresents a strong rationale behind their
application and achieves a substantial solution to the underlying stock price
maripulation detection problem in an unsupervised setting. The first model
presented an innovative approdoh detecting stock price manipulation based

on EMD and KDE clustering. This researchenvisages two types of
manipulations existing in the stock markathich relates to different categories

of price manipulation and strives to work upon their detection using
unsupervised learning. To achieve this, a large open source database, which is
known for not having any manipulation, is considered. To testaigity of the
proposed approach, a very large number of artificially generated anomalies are
then injected to it making the input dataset, a mixture of both normal and
manipulated instances. Based on the extracted featuresntarstous mode
functions (MFs) were computed using tH&MD algorithm Once IMFs are
obtained for a given stock, the dataset is then windowed before passing these to

the KDE clustering algorithm fananipulationdetection.

KDE clustering algorithm groups the input data set, basedhe density
estimate definewithin a bandwidth parameter, into clusters. A threshold value
set up on the value of the pdf for a given cluster separates the normal and
anomalous samples. It is found that the proposed model outperforms the existing
approaches by a maximum&4% higheithanthe AUC for some stocks.

The second model generalised the detection approach to three different types of
manipulative schemes namely pump and dump, spoof trading and quote stuffing
using a combination of KPCA and muttimensional KDE clustering
techniques Principal components were computed, through a-lim&ar
transformation using the kernel trick, upon a set of features extracted from the
stock prices. The dataset is then twiaedowed before passing the selected

components to the MKDE clustering algbm for manipulation detection. The
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MKDE clustering algorithm groups the multivariate input dataset into clusters
based on the density estimate defined within a bandwidth parameter. A threshold
value set up on the clustered region separates the normahamalous trading
instances.To test the validity of the proposed model, two real world stock
datasets comprising of 16 different datasets (13 stocks in total) were used and
augmented using artificially generated manipulation casegferent
performance retrics such as AUC,-feasure and FAR were used to evaluate
the performance of the proposed approach. A comparative analysis of the
proposed approach results is performed with existing price manipulation
detection researches and also with existing unsigsetvanomaly detection

techniques.

It can be easily observed that the proposed model outperformed existing
manipulation detection techniques in terms of improving the AUC, enhancing
the Fmeasure and reducing the false alarm rates while totally avoideng th
labelling information. Such an improvement in the results was leveraged from
the nonlinear decomposition of stock prices using KPCA and further adaptation

of the decomposed components. This helped in increasing the gap between the
normal and abnormalatk trades in the transformed kernel domain. For further
research, the performance of the proposed approach can be evaluated by varying
the kernel functions for both KPCA and MKDE. In addition, the inclusion of the
volume information for the cancelled ordeising leveR datacanbe considered

for further enhancement of the detection performance.

This chapter highlighted the importance of decomposed independent features in
detecting manipulative instances in stock prices. However, reducing false
positive ates is a major concern and an attempt to further reduce it is made in
chapter 4 by following an example that defends a human body against any
abnormalities. Chapter dxplains the proposed approach to detect stock price
manipulation detection using Immuirespired dendritic cell algorithm. It tries

to mimic the innate immune system by following danger theory in which any

abnormal cell death in traced by dendritic cells.
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Chapter 4Stock Price ManipulatioDetection usindgio-

inspiredArtificial ImmuneSystems

4.1 Introduction

Artificial Immune Systems (AIS) are computationatelligence techniques
inspired by the biological immunsystem. An AIS trains a set of pattern
detectors based on nornadta[40]. It assumes or defines an indwetibias (a

set of patterns) only for normal data, which also evolves over time. Dendritic
Cell Algorithm (DCA) is an immuneesponsenspired sukcategory of AlS. It
IROORZV WKH VLPLODU FRQFHSW RI D KXPDQ ERG\Y)
and idenifies a threat to the body using Danger thgad8]. It can be explained

as themmune system categorisationafjects that casause damage and the
objects that cannot. This is independent from the lidescently gained a lot of
popularity in computadnal analysis of data involving abnormality detection in
bio-medical engineering, error detection in robotics and network intrusion
detection. In this research, to address the stock price manipulation detection
problem, which has sufficient samples of mai trading records, and much
fewer examples of manipulative cases, anomaly detection is a suitable technique

due to its advantage on problems with the aboeationed featurds].

Proposed by Greensmith et allf], DCA mimics the human immunological
defence mechanism using the danger theory. It proposes to capture the abnormal
trends in a dataset without any labelling information. It is applied on UCI
Wisconsin dataset for breast cancer detection and even for Iris classification in
[20, 47] Mokhtar et a[120]implemented a modified DCA on simulated robotic
units for online error detection. An anomaly detection model using DCA has
been developed by6] in a real time environment in traditional intrusion
detection technologies. I[121] DCA was implemented to detect malicious
activities in wireless sensor networks. Alizadeh €ftlaR] proposed a recent
work on sensor fault detection in wind turbine and achieved promising
performance using DCA based approach. Chelly gt28] recently preseted

a survey that compiles all the works actively done using DCA in anomaly

detection.
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Figure 41: Correlation between HIS and A[$18]

The proposedvork introducesa semisupervisedearningmethodwherean
artificial immune systerbased approactendritic Cell Algorithm (DCA)is
altered andollowed by Kernel Density Estimation based clustering technique.
DCA mimics the natural immune system present within a human body by
following the danger theory model. An impant advantage of this approach is
that the DCA is adapted in scaling down the dimension of the input data set into
a set of only three outputs which are then clustered using-daulénsional
KDE clustering. The model avoids the confusion of assigniifigrdnt threshold
parameters as in a conventional DCA and hence makes the detection process,
automatic. Another important advantage is that during th@meessing phase
of DCA the proposed method avoids the annotated data in signal categorization.
The mtionale behind usinDCA is the fact that it is population based anomaly
detectionapproach tat does not require a pri@upervised training and that the
output is generated from a weighted equation that defines the strength of normal
(semimature) ad abnormal (mature) cytokine concentration. It edso be
considered as a binary clustering probldgj.

This research introduces a detection model for Stock price manipulation for
anomalies that act as the basis of manipulation schemes like Pump and Dump,
Gouging or Spoof Trading. A summaryadntributionmadeis as follows; this
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research recommendsetitombination ofan altered DCAand kernel density
estimation (KDE) based clusteringperformsanomaly detection for a selective

set ofoutputsobtained from DCAwhile examining two types of manipulation
patterns. The uniqueness of this approaéfom the existing benchmark
approaches (unsupervisaad superviseliarning) for anomaly detectios that

it is a data driven approach and avoids the confusion in selecting the thresholds
for the parameters calculated. It is also not biased towards a partypdaof

price manipulation schenanly asany knowledge about the anomalies injected

is not provided to the model a priori, neither theation of any anomalous
instance or its magnitude The distinctivenessf the results obtained can be
observed whileomparing the area under the ROC curve and the false alarm rate
for the experiments performed.

4.2 Artificial Immune System

4.2.1Negativeselectionand positive selection algorithms

A human body has formidable line of defesti®at protect itself from different
foreign agents that may represent themselves in the form of mechanical injury,
disease causing germs or any other pathogens. This line of defence is called as
Immune system that acts as a barrier against any foreign bacttréaform of

an army of cellsroving the body ready to detect and defend any attack. A
fundamental categorisation of immune system can be made in terms of general
and objective description of it i.e., Innate immune system and adaptive immune
system. Innate or general immune system i®@specific immunity, a body
develops to ward off any attack. It is a primary line of defence that works
irrespective of the type of the anomaly and the objective is prevent the intruder
however without distinguishinfgom entering théody.Starting fom the largest
organ in the body, the skin is the first component of the defence followed by the
sticky, mucous lining of all the organs. This is still supported by other similar
chemical blockadessuch as thelysozyme in the eyes, stomaccid,
genitourinary tracalong with foraor microbial communitpf every other organ

that prohibitgpathogensttempting to enter.

The next line in the defensive system is the inflammation due to mast cells which
releases information in the form of histamineletules when coming across
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any abnormal objects. It is responded by the rush of the blood to the infected
region (inflammation)and subsequently followed by the white blood cells or
leukocytesthat kills the pathogen irrespective of its type. There arkipteu

types of leukocytes including phagocytes, neutrophils and lymphocyt=sI§T

and Bcells). However, neutrophils are the most abundant cells in the human

body that wanders around in search of suspicious objects. They also have the
capacity toconsuP H SDWKRJHQV DW D WLPH DQG FDQ D
cells that behave abruptly such as cancer cells, a trait exploited by the
positive/negative selection algorithm of AIS. The last line of defence are the
dendritic cells that also roams around inleely and sends a signal in case of a

sudden cell death, a phenomenon explained in detail in the next section.

Dendritic cells bridge the gap between the innate and adaptive immune system
commonly present in places that are constantly in touch with tk@deu
environment. A response signal from the dendritic cell is in the form of an
antigen. Antigens are the molecules present on the surface of the pathogens and
are used by immune system to recognise the type of it. Once such a signal is
generateadr whenan infection has already starteddendritic cell informs the
T-cellsand a cell mediated response is initiated. At this stage|lB can also

come into effective rescue depending on the type of infection initiating a
humoral immune response:dlls elease antibodies that attaches themselves
to the antigen of the pathogen in an attempt to label it and asks for the B and T
memory cells to come and kill the pathogémmemory cells are generated once

an infection has occurred in the past and a recoitdsomaintained.

Negative selection algorithifiNSA) [124] is leveraged upon a type of human
immune systems (HI$)ased on the fact that all newly formed immature T cells

in an HIS must go through a process of negative selection in the thymus, where
self-reactive T cells binding with seffroteins are removed. As a result, when
mature Fcells are discharged into the bloodstream, they can only connect to
non-self antigens The negative selection process in AIS collects a set of self
strings(class in datacience)hat definesthe monitored system's normal state
before generating a set of detectors that only identify nonself strings. This

detector set is used to track anomalous data changes in the system in order to
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classify them as self or neself. Positve selection issimilar to negative
selectionwith the only differencen which selfstring detectors are evolved
rather than noself-string detectorsDespite the benefits of fault tolerance,
adaptation, and sethonitoring, theabove mentionetypes ofAlS algorithms

have shown certain shortcomings in identifying novel attacks, making them
unsuitable for intrusion detection systems as network traffics change their
behaviour over tim§l25]. The above mentioned two algorithms are one of the
primitive onesintroduced types of AIS and the idea is confined within the
definition of self and noself i.e., any self entity in an immune system can detect

an entity which is noself.

AIS has been extensively used in various anomaly detection applications
including intrusion detection1[71], experimental datasets like Mack&jass

time series [40], fault detectiod 72, spam email detectiorl 73, remote data
auditing[174] etc.Recently, Hosseini et al71] proposed a novel approach for
intrusion detection using a combination of negative selection and several
classification algorithms to improve the detection accuracy and reduce
computations in timelt proposes to use NSA as a feature selection step to
prepare the training dataset as only including features that have a higher
correlation with a target normal vector beyond a thresholdrgedt others.
Yang et al 175 improved the approach by optimising the parameters in
negative/positive selection algdnih using evolutionary algorithms, however
making the process slightly computationally expensive but effectively
improving the detection rates.

It should be noted here that both negative and positive selection algorithms are
supervised methods and rely on the data annotatiblost of existing
applicationsof these approachethat focus on anomaly detectiariaims
significant detection rates andcedurther improved when supported with some
optimisation methodsBesides relying on the data labelling, none of the
proposed approaches attempts to reduce false positives. With the development
in immunology, a theory that does not support sel#/selh dassification was
introduced in 1994 as danger theadty§. As mentionedoefore it relied on the

concept of a cell death due to a pathogen attack rather than its presence. It can
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Figure 4-2: Operational Flow ofOriginal Dendritic Cell Algorithm

be translated into data analytics as ppraach that can focus on falsesjive
detection and eliminatioffhe next section explains the danger theory supported
by dendritic cells and provides an insighthafw it can be used fatock price
manipulationdetection

4.2.2Dendritic cell algorithm based stock price manipulation detection.

Our body consists of several lines of defense that become active when attacked
by a foreign agent in the form of a virus, bacterial infection or an injury. These
foreign agents are called antigens and the guards that counter their effect are
antrbodies. OCA in computational data science mimics similar traits of the
innate immune system (1S) following the concept of danger themtatéshat

the IS reacts to any danger to tnemanbody, notbased on the detection of
intruder cells but on the death of matural cell Dendritic Cells DC9) play a

pivotal role in the innate IS as well as in initiatiadaptive immune responses.
DCs are responsible for early detectioh any foreign invader through

processing input signaong with the antigens. The praesiéng of the input
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Table4.1: Weights forthe DCA output cytokine function

Concentration of A Co-stimulation Semt Mature
. . molecules mature cytokines
Weights of diferent (%2 cytokines )
catego |e|§éo signals (% 21y
W (for PAMP signals 2 1 2
Cp)
Wb (for Danger signals 0 0 2
Co)
Ws (for Safe signal€s) 2 1 -3.9

signals isonly sufficient for determining whether a tissue compartment
(dendritic cell)is currently under attack or ndtigure4.2depicts the mechanism

about its flow of operation.

It is extremely relevant first to have an understanding of some of the basics
of the terms used in Fig2 In danger theory, the death of a cell is defined in its
environmental context and the immune system reacts to it appropriately. If a cell
dies normly, a process called apoptosis, no natural immune system reaction is
needed and if the death is under abnormal circumstances like injury, cell disease
or failure of the blood supply (necrosis), the immune system is notified by
dendritic cells and appropitie action is takefil18]. As shown in figure 4.1,
Dendritic cells (DCs) are the main building block in a danger model as they are
responsible for having the first interaction with the incoming antigens and
guiding them to the immune syst¢hv6]. The surace of a DC comprises ob-
stimulatory molecules (CSMs) that restrict the number of antigens they can

sampleduringnecrosis.

During an innate immune response for a cell deathhtieedifferent classes
of signals that a DC collects are pathogen aasedi molecular patterns
(PAMP), Safe signals (SS) and Danger signals (DS). Where PAMP are the
proteins generated by pathogenic molecules like a virus from an injury or a
disease. Hence, the presence of a PAMP signal indicates an anomalous
behaviour in datacience. A safe signal will clearly indicate a normal behaviour
but a danger signal on the other hand indicates an anomalous behaviour but with

lower confidence and hence creates an ambiguity in the detection. Due to such
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a confusion, once a given DC rbas the limit of either the number of antigens

it is exposed to or the cytokine concentration for the costimulatory molecules, it
Is migrated to lymph node, where the decision whether it is matured (abnormal)
or semimatured (normal) is taken based on tomcentration of signals it is

exposed to.

To mimic the same in data processing, the algorithm is divided into four
different segments or phases.4precessing phase where DCA first categorizes
the input data or antigens using feature selection for different input attributes
into three different signalsamely +Pathogen associated molecular particle
(PAMP), Danger and Safe sigralsing mutual information based on kernel
estimates. A detection phase where the concentration dtimalation
moleculey %, » 3 J,.;semimature 4 5 »).and mature ¢4, 1), cytokines based on
an output cytokine equation for every antigen in a given DC is calcudated
follows,

19 U%; E:9; U%; E 19, 0%,;; (4.1)
Y0 0 2 vawa vt v2 L 9.E9 EO,

Where 9¢ 9, 9.are weights of different categes of signals, PAMP %),
Safe (%) and Danger ¢) respectively and are taken frahe pre-definedTable
4.1[121]and the output is the cytokine concentration for all three stages attained
by a DC. It has been extensively researched to optirheeveights as per the
input data and the output labdlk26]. Although, this further improves the

performance of the approach, it remains supervised and slow in terms of training.

The concentration of these three values decides if a given data instaoiceas

or abnormal. Further, ifg 5 5 ,2%Ceeds the migration thresh@lt) as shown in

figure 4.2 that DC is then migrated to a stage where the decision is taken based
on the cumulative concentrations 6% 3,:and %, If the semimature
concentration of cytokines for that antigen exceeds mature concentjiaion

% 2153 %), thegiven antigen ishenassigned a binary value of @&herwise it

is assigned aalue ofl. Such a phase is called context assessment where the
context of the migrated DC is assessed. Finally, for all of the antigens processed
by the migrated DCs, the total number of times each antigen has been assigned

binary value of 1 is calculated and themalgtsed using a Mature Context Antigen
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Value (MCAV). MCAV is a parameter representing the raticthefnumber of

WLPHY DQ DQWLJHQ LV DVVLIQHG p 1 WR WKH WRW
a dataset. During this classification phase, an antigen leechas anomalous if

its MCAV exceeds a heuristically setup threshold and normal otherwise.

x Signalcategorization using kernel estimation based mutual information

Several automated signal categorization techniques have been introduced and
applied in thepast including PCA based categorizat[@@7, 128], RST-DCA

[129], Entropy[126] etc. However, they still either lack in their total dependency

on the labelled data or are not coherent with the signal categorization, which led
to some deteriorating resulf$30]. One of the most common unsupervised
approachess PCA based signal categgation. Despite the ability of PCA to
categorize the signal attributes based on the decreasing order of variances, its
interpretability remains confined by the fact that components generated by
standard PCA are often noisy and exhibit no substantial pattern that can be

well represented in a linear subspgeg, 81, 93].

This research proposes the use of mutual information (MI) based on kernel
estimates between the original feature attributes <54 &7 & =and target

data or clasusing only5% of the original feature spa¢&31]. This is done in
order to avoid the total dependency on the labelling information and to avoid the
curse of dimensionality for a huge dataset. The formal definition of len

by the following equation

. . L: (P 2
(A% L | Li(@6a % :(ng%p (4.2)
5 o (s

which calculates the degree of dependence between feature vectors and the
output clas$132]. The joint probability distribution is estimated using Gaussian
kernel. The value of Ml is equal to zero whedipand %are statistically
independent of each other, positive when the given attribute is strongly relevant
and negative when irrelevant. Bas on the different levels of mutual
information calculated in decreasing order an attribute can be categorized into
different signals as safe, danger and PAMP.
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x Kernel Density Estimation based Clustering.

Clustering using kernel density estimates is a tedtapproach for anomaly
detection where a probability distribution of a given data is generated using non
parametric density estimatidi6]. Among the different clustering techniques
available, it has an advantage that it does not require the knowlédge o
number of clusters a priori. The proposed method recommends the use of kernel
based density estimation for a set of data instances and cluster them based on
the following algorithm. As per the fundamental approach for an input data

sample ( having Jinstances

(L Gasd7a =

The kernel density estimator calculates the probability der@ity; which is

given by,

Anomalous data instan

Figure 4-3: Probability distribution for a cluster along with its contour
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Where Jis the total size of the data to be clusteréd,the smoothing parameter

or bandwidth, the kernel function, that is Gaussian here,

AT EF(—6 *4)

- (;L
(t t

Given ( be a multivariate data havin@limensions for clustering( D 9%, the
bandwidth Cis defined as follows,
CL s&xéJ?°( for Gaussian kernel

(4.5)

Where Uis a parameter calculated for the kernel density estimation and

whose value is set to 5 as it minimizes the mean square error between the

estimated density distribution and the original distribution as proposed by

Silverman[133]. éis the standard dettian of ( whereasJis the varying length
of ( that will change at every iteration. Initially, an empty or null clusiés

considered and the bandwidth parame@is calculated4.5) for the complete
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input sample. For a set of data samples whoderdifce between the mean of
each distribution shown in figh.3 and the sample points is less th@are
grouped into one clustery;. For the rest of the instances whose difference is
greater thanG a new bandwidth paramet€f a new distribution and a separate
mean is again obtained, and a new cluster is formed. The process repeats itself
until all the data points within the dataset are clustered. For each cluster so
formed, there is a different distribution and a differeiaipgd contour for the set

of data points clustered as showrfion 4.3. The values on the horizontal axis
represented by the feature dgtd gand on the vertical axis, probability density

for the same. Each data instance now can be associated witnhalyister and

can be tracked upon. Using this approach, the exact location in time, where each
data instance is clustered can be identified. The pseudo code of the clustering
algorithm is explained belowData instances left udustered are marked as

ananalies.

The next section will explain and discuss the rationale for the proposed approach
and combines the outputs from the two methods explained so far. Following to
which the later section will further provide details of the experimental results

and dataet used followed by its discussion and conclusion.

4.2.3Detectionmodel
The flow of the operation for detecting abnormal patterns follows a sequence
of the stages explainedfig 4.4. In order to capture the effect of such patterns,
a preprocessing step aemoving any artifacts that restrain anomaly detection
process such as periodic[81] among the original waveform is applied before
feature extraction as shown fig. 4.5. The filtered stock price values so
obtained, T: PR and a new feature vect@: P, is also considered. Such a feature
LV FRPPRQO\ NQRZQ DV WHKBHM]:LOVRQTY DPSOLWXGH

As the manipulation schemes in stock prices are more prone to high
frequencieq4135], low frequency components in the sigaaé removed using
wavelet based inverse denoising}., only the high frequency components are
consideredas a feature UP, [83] where T:P, is the input time series (stock

prices) Further, slope of the price i.e., the rate of change of prices and the new
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Pseudo CodeKDE Clustering Algorithm

r L <54 %8 & *s% for (YD 9*is thefeature samplbaving @limensions
A= T, P=length ((); % where Ais a cluster.
j = 0; % Cluster loop initiate
WHILE (=1
j=i+1
CL s@xéJ?°U; %define the bandwidth
FOR L « « «&P% t =number of data instances
IF PAF r O Z% PAsthe meafs) locatiorof distribution for the datz
samples
AL AErg
r L r 3r 3% clustered instances removed from the input sample
ENDIF
ENDFOR

1:é:¢;;

feature, * that further magnifies the change are also used as the feature

I
sets. A total of five feature includig original time series are used for the
approach,

L OkS:Po 0:T:P;
(L H:RPAUR&:PR&— a———|
oP oP

The whole feature set has already been described the Chapter 3. As per the
original DCA, the proposed model suggests the computational evaluation of the
stock pices by collecting the statistical features and assigning a rank to each
attribute using mutual information. Feature categorization is then carried out on
it and the featurbavinghighestrankis assigned tothe safesignal(SS)and the
ones with the lowest rankare assignetb the PAMP signalwhile theremaining
featuresare assigned to the danger signélsS). The proposed approach
suggests using DCAransformingthe input features to thre®CA outputs
(% = a1 Y10y %y calculated during the detection phase amhtext
assessment phas®t assigns an MCAYV value of 5 to eatdta instancéor all
three DCA outputs from detection phd449,121] Such an output is further
subjected t&KDE clustering.
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Figure 45: Stock prices before and after periodicity removal. The red ones after tpequessing

As the stock prices are nestationary and highly volatile with variable
sampling frequency in naturitgs datistical properties like meamarianceand
standard deviationontinuously vary with time. Based on thike distribution
of stock pricesalsodeviatedrom normalityi.e., the uncertain disparity between
the normal and anomalous instanceence, it is not viable to assume the
original data only to be a part of moal distribution. Such saliences of any
dataset can be captured using adept and detailed specific features and by creating
a data driven population density model. In view of this fact, the odgiatrom
DCA context assessmeplhases then groupethto clustersby KDE clustering
while fitting akernetbasedlistributionand without forth specifyinthenumber
of clusterd76]. Analysis of the data now becomes easier as the size of a cluster
is smaller,and detectionof price manipulation can be performe®ne of he
important advantagef using such a data drivempproach is its decisien
makingcapability based on analysing the patterns that are balrjgcted aan

anomaly.Subsequent sections will show and discuss the obtained results.
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Figure 46: Feature categorization using Mutual Information based on its values. The f
with the maximum value of mutual information is assigned to gafalsthe minimum featur

as PAMP and the remaining ones in between as danger signals.

4.2 .4Experiments and results

The experimentaldata set used igrovidedby an open source LOBSTER
databas¢48] andis detailed in the previous chaptedstificial manipulation is
injected by using two different types of anomaliesrder to test the validitgf
the proposed approach as showrfign 2.1 This is dueto the fact that it is
extremely difficult to acquire data annotation, due to the market confidentiality
policies and even the data cannot be achieved without paying a hefty amount
annually.Bothtypes of anomalies described before are injected into the normal
dataset,ytpe 1 a synthetic anomalous waveform having a-¢a@th like fall of
16 bps in 95 msan imitation of a real life example of spoof tradangtype 2
a rise and then sudden fafl20 bps in a timeman of 0.1 sec is a reconstruction
of the Pump & Dump from f4Dec, 2011. For an input of five features, signal
categorization is performed and subsequently three outpufs ffom DCA
detection phase are generated for the thred sedrmals used (Safe, Danger and

PAMP). The input datawindow to the KDE clustering is heuristically selected
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as 100 sampleskor all of the proposed and existing approaches, their
performance is evaluated usitige AUC (Area Under the Curve) calculated
from theReceiver Operatg Characteristics (ROC) curve atine falsepositive

rate or false alarm ratio (FAR). ARROCis a curve betweeifirue Positive Rate
(TPR) and False Positive Rate (FRfR)ere TPRand FPRare calculated while
varyingthe thresholaf theoutput fromthe KDE clustering.

Table4.2 & 4.3 shows the performance evaluation of DCA based approach and
its improvement ovethe k-means basefiLl17], the PCA-based[82], the K-
nearest neighbourased[65] andthe OCSVM based65] anomaly detection
techniques which are some of the most commoséd methaoslin unsupervised

and supervised learnind.able 44 shows the comparison of the proposed
approach with the existing benchmark approaches in market manipulation
detection. For th& purpose, only existing approaches that claims the generality
of their algorithms to detect different manipulation schemes and have not used

supervised learning in stock pridés 8] are selected.

Table4.2: Comparison of AUC with existing benchmark techniquesafomalydetection

AUC Amazon Apple Google INTC MSFT
DCA-KDE 0.9337 0.9841 0.8415 0.995 0.9963
k-meand4] 0.5799 0.5819 0.6328 0.5077 0.5047

PCA[7] 0.9013 0.6902 0.8793 0.8732 0.8655
OCSVM [1] 0.8933 0.6603 0.5911 0.697 0.6419
KNN [1] 0.5993 0.5623 0.5876 0.5469 0.5509

Table 4.3: Comparison of False Alarm ratio with existing benchmark techniques for anomaly det:

FAR Amazon Apple Google INTC MSFT
DCA-KDE 0.10 0.19 0.68 0 0
k meand30] 7.33 1.26 9.95 0.02 0.02
PCA[7] 3.9 6.64 7.22 57.29 49.89
OCSVM [1] 49.54 67.8 75.2 59.08 77.48
KNN [1] 0.14 0.45 0.69 0.23 0.08
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4.2.5Discussion

The experimental results shown in Tadl@ & Table 4.3 obtained by the
DCA-KDE clustering based anomaly detection approach presents a promising
development in the detection of twygpes ofprice manipulation (Spoof trading
and Pump & Dump)Such manipulate schemes are carefully selected, as they
seem to provide similar impact dme price of a stock as the ones depicted by
these added anomalidsigures 4.7(a) +(e) shows a comparative analysis of
ROC curves and as evident from the AUC values the DCA-KDE approach
on stocks like Amazon, Apple, INTC and MSFT that shows aomaj
improvement on it (all above 0.9) except for the Google stock. As a measure of
performance, AUC values for DCA based approach showed an improvement at
least by 3.47% for Amazoi29.86% for Apple, 12.42% for INTC and 13.12%
for MSFT stock when compared with the rest of the existing techniques in
anomaly detection. Fige 48 and 49 shows graphically such an enhanced

improvement.

Similarly, the false alarm ratio for the samstecks shows significant results

having fewer false positives but again not for Google stetdtively. One of

Table 4.4: Comparison of AUC with existilmgproaches towards market manipulation detectio

AUC Amazon Apple Google INTC MSFT
DCA-KDE 0.9337 0.9841 0.8415 0.9950 | 0.9963
AHMMAS Not

0.8142 0.8025 0.8971 | 0.7336
Reported
EMD-KDE 0.9226 0.7946 0.7896 0.8805 | 0.8903

the possible reasons that can be attributed to this is the volatility in the Google

stock and the possible overlapping of normal patterns similar to the injected
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anomalies. Collectively, since false alarm ratio foro@le achieved an

(a)

(b)
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(d)

improvement over the rest of the techniques, the overall performance of the
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(e)

Figure 4-7 (a)(e): ROC comparison with selective anomaly detection techniques in
approach can be justified well. Comparatively though, they showed promising
advantage as the even the minimum gain is 28.57% for Amazon, 57.77% for
Apple, 1.45% for Google andlmost 100% for both INTC and MSFT stocks

over the rest of the techniques in arady detection as shown kig. 4.9.

The results also surpassed some of the existing approaches in market
manipulation detection using both supervised and unsupervised training as
shown in Tablel 4. Although the results performed variably for the AUGesl

of DCA-KDE based approach. Stocks like Amazon, Apple, INTC and MSFT

agan performs better except for Google, still an AUC over 0.8 is considered
better performancg/4]. A slightly lower AUC valueis achieved on Google

stock, however the obtained AUQ.8415) still represents an improvement over

AUC valuesachieved by the existing competitive approaches, nah&B96

forthe EMD .'( DXWKRUVY SUHY LR X¥niguRatibN degtieghp UNH W
and 0.8025 for the AHMMAS@pproach [20]. The robustness in peniance of

the proposedpproach can be explained from tlwlinear data transformation
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Figure 4-8: Percentage improvement in AUC values for the proposed-RIQ® approach over

existing benchmark techniques for anomaly detection

Figure 4-9: Percentage improvement in FAR values for the proposed KGR approach over
existing benchmark techniques for anomaly detection

using (4.1) that narrows down the amount of databi processed biKDE
clustering approachAdditionally, feature categorisation section helps in
deciding the escalation level of an individual feature which is missingboiim
previously proposed EMIEKDE and KPCAKDE approaches chapter 3This
further helped in reducing thmumberof false positives as carelseen from the
results. Another possible rationalghat contributes to the robustness of the
proposed method is tla@itomatic selection of the smoothing parameter from the
dataset that establishes the cluster boundaries and can pralbably the
normal and anomalous boundary using KRHkistering based approach.
Furthermore, the run time involvedith some of the supervised training

methods in optimizing theesults can also be saved using the proposed method.

4.3 Conclusion

Theresearch mentioned this chapter presengsotherinnovative approach for

detecting stock price manipulation basedlmcombination of DCAand KDE

clustering The research proposedawoid dependencies on the data annotation,

as it is extremely expensive and hard to aahihve to clauses of confidentiality
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policy in the marketsAn explanation of artificial immune systems and its types
with a briefliteratureof its applicationdias also been presented along with their
limitations.The proposed method envisageo types émanipulations existing

in the stock markets, which relates to different categories of price manipulation
and their detection usirgemisupervisedearning. To achieve this, a large open
source database, which is known for not having any manipulaticonssdered.

To test the validityf the proposed approach, a significanimber of artificially
generatedmanipulationsare then injected to it making the input dataset, a
mixture of both normal andbnormalinstancesFor a very smalhumberof
extractedfeatures, mutual information was calculated with the output class.
Based on which, they were categorized into PAMP, Danger and Safessignal
After the context assessment phaseDCA, the outputs so obtained are then
subjected t@ KDE clusteringalgorithm which groups the data sbased on the
density estimate defined within a bandwidth paramdiee. data instances left
un-clustered arthenmarked as anomalies. The results have been compared with
the existing benchmark techniquiesboth supervised/unsupervised anomaly
detection and also with the existing models in market manipulation detection
including authors previous work (EMRDE). It is found that the proposed
model ouperforms the existing techniques in anomaly detection by aisigmif
margin in terms ofAUC and FAR valuesfor stocks considered It also
outperformsD X W Kiewibfid/contribution, chapterti&ingsimple, robust and
alsoin terms ofimproving upon the false positiveslowever,the approach is

still limited in its regesentation of dataeing less diverse (volunigformatior),

its size andthe detection of normal and manipulativestances overlap that
further contributes of more false positivé$ie research is limited by the scope

of the feature set considered anah ¢e further improved if the stock volume
information can also be included. There is also a need either to vary most of the
heuristic data especially, number of data instances provided to KDE clustering
or an algorithm to implicitly select such values whimaintaining the

satisfactory results.

Chapter 5 presents two different techniques using deep features. It provides

detailed analysis of manipulation detection by learning affinity among the trades
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using autoencoders and tries to reduce the false pasitbaised by

normal/abnormal overlap by observing the trades under a defined context.
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Chapter 5DeepLearning Based Stock Price Manipulation

Detection

5.1 Introduction

There is an increasing demand of asaly stock price datat most otthe stock
exchanges around the world. One of #ey objectives in doing so is the
establishment of a detectianodel that can identify manipulative instances
caused by thenarket manipulators or market abusers. Stock price manipulation
can be explained ake illicit trade transactions made bye manipulator that
represents falsifying market prices usithegal meang$3]. This is due to the fact
that it diminisheghe investor confidence as it creates a false impression about
the manipulated stock andentually effects the stature of thearket as well.

To accomplish such an objective, the stpcice data needs to be thoroughly
studied, analysed and aptimum decision boundary needs to be established
betweennormal and abnormal patterns. One of the &eystraintshere is the
unavailability of the annotated datasets hauogh normal and manipulative
trades required to train a givenachine learning model. Due to which, it
becomes difficult toanalyse and provide specific parameters to a detection
model This leads us to propose a fully unsupervised model thadet@nmine

the exact location of the manipulative instanogghout much human

intervention.

In order to make such a prediction, it is crucial to comprett@mgroblem from

its basics.Stock price manipulatiors an act of manipulating stock prices by
using some predefinestrategies like pump & dumfd19] and spoof trading
[10]. Pump & dump is a scheme where the manipulator dectheesivestors

by pumping the price of a given stockdbhghthe creation a false demand for
the same stock which leadsdeveral added investors who believe the demand
to be genuineHowever, the manipulator then sells its own investment bought
at a cheaper price (bid) when the desired price is achieigde 11 (a)& (b)
represents such a situation expilag the progress of a spoofiegse in 2012. It
should be kept in mind that unlike pumpd&mp, spoofing can occur at a deeper
(although visible) levebf the order book.
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This chapter provides a detalledescription of two deep learning based
approaches applied to solve the stock price manipulation problem in a
progressive manner. First, a static model of manipulation detection is
implemented that learns the it@lationship among stock trades disttdxl

over time. Such interelationship is learned by an autoencoder that is trained
upon an adapted loss function that represents the inherent density estimate of the
input features. In the second detection model, a dynamic approach is adopted
that aims tlk detection of manipulated instances that skip the detection under the
guise of a normal pattern. In other words, the second approach addhess
issue of overlap among normal and abnormal trades using contextual learning.
The model constitutionalisedMerages the learning of a pattern defined by KDE
clustering by combining Temporal Convolutional Network (TCN) and

Generative Adversarial Network (GAN) into a tempGAN model.

5.2Stock Price Manipulation Detection Based on Under

Complete Autoencoder Learningof Stock Trades Affinity.

In this section we aim to capture theabovementionedmanipulationsin a
dataset, acquired from an open source datdhagaining autoencoders (AES).
Autoencoders are neural network models that approach to learn the specifics of
an underlying dataset in an unsupervised manner generally used for data
denoising[137] or dimensionality reductiofi.38]. The goal here is toneode

the input stock price data using an encoding function, to further reconstruct the
input using a decoding function and to minimize the reconstruction error by
optimizing the loss functiorSomeof the recentesearctj139-142] attempt to
useanomaly @tectionby testingan AE (only trained on normal dagafoviding

high irregularities in the output only over the abnormal instances. Although most
of the existing research using AE for anomaly detection claimed substantial
improvements in the results, yeiew of them explored the spatial aspect of the
time-series dataset under consideration. It becomes extremely important for a
robust model to learn the spaiime representation of the dataset and its
evolution with time whether it is normal or a combioatof both normal and
abnormal stock trades. Unlike past approaches, this proposed research will first

envisage the spati@mporal characteristics of the dataset and then train an AE
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further upon it. The validity of any model can be determined fronbitgyato
detect the anomalies (market manipulations here) and minimum amount of
human effort required in detecting them. Following are the key contributions
made by the proposed approach;

xAffinity matrix describing the relationship among data poimsnew dataset

is generated describing the affinity among all the input stock price data instances
(Size- N*d, d B 97) given length, N and d, dimensions. Although, a number of
affinity matrix based clustering techniques ekigt3 146], all of them asks for
pre-defined parameters including the number of clusters. The research proposes
to describe the innate relationship or affinity among stock prices through a graph
Laplacian representatiofi45]. Such a matrix is suitable for explaining the
relationship amog all the stock prices. The research proposes to describe the
innate relationship among stock prices within a given dataset uginglidean
distancemeasure. It is also useful in describing the affinity of a normal data

instance towards normal/abnormatal instance and viegersa.

xOptimization of undefitting Autoencoder (AE) using kernel density estimates

- An underfitting AE is well suited for reducing the dimensions of the input
dataset while optimizing the loss function for a minimum reconstruction error.
The aim is to extract most significant features that can represent the stock price
data. The inputataset here is the affinity matrix, sizd ¢ N) for N data
instances and a single hidden layer. Such an AE is optimized while fitting the
inherent data distribution using kernel density estimate (KDE) as an
objective/likelihood function[146]. This helg in preserving the inherent
characteristics of the input stock price data in the extracted features from hidden
layer.

The following sections explain the understanding and implementation of affinity
matrix and AE. Thereafter, the proposed work plan aleitiy the processing of
the output from the AE using Multidimensional KDE (MKDE) clustering

technique is described. Experimental results for price manipulation detection on
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Figure 51: Stock prices before and after periodicity remd@8)]. The red ones after thi

pre-processing overlap original prices shown in blue

the stocks used are presented and discussed in subsequent section and finally,

conclsions are drawn.

5.2.1Distance Based Affinity Matrix

Affinity matrix can be described as a technique tgiloresthe relationship
among data points. Also known as similantytrix, it is also used to explore
the similarity amonglata points by usinguclidean distancas a measure. The
idea is tocompute affinity among stock price data points, apply feaiexrtion
and then group the extracted features using propdsstering techniques. A
number of approaches for calculatitige affinity based clustering techniques
have been proposed the literaturd141-143], although most of them require
thenumberof clusters to be specified a priori. The processediting an affinity
matrix is taken from the fact that evestpck price data instance within a similar
group is stronglgorrelated to each other compared to the ones that are far apart.
One can alsonderstand this as the manifold creation withitaphs, where the
contiguous stock price data instances ranglar labelling information and the

distant stock price datastances differ. For a set dfstock price data instances
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underconsiderationT L :T;aTga8aT,;: TyD 9™ and consideringhe affinity

matrix to be nomegative matrix 9 8 R rcan be explained as follows,

@ EIO P@TAR; . (5.1)
» @EOP (5.2)
fusk ATE—5ZeP

where @TAly; is thel2-norm distancemetric betweenevery stock price data
instanceTgand Tyacross multiplelimensions. Such a matrix can also be termed
as adjacencgnatrix here as it calculates a correlation factor between atdlok
prices within the dataset. The noagative adjacenayatrix, #(2) is sufficient

to make the resulting matrgraph Laplacian. L & F #where & ? 9¢%is a
diagonal matrix whose entries bei &y | A # positive semidefinitewhich
makes the task computationally inexpengd47]. Interpretation o # in most

of theexistingresearches sparse representation is preferred to avoid spurious
connectionsbetween far away stock price data points (disjoirfis)8].
Although, such a technique becomes insensitive to outliersemze is avoided

in this research.

5.2.2UnderComplete Autoencoders

Out of several AEs available, standard uriiting AEs were foundsitable for
detecting anomalies. This is due to its advantage over the other AEs that it
minimizes the influence of small variations in the data during the learning of the
model by avoiding any regularization/penalty terms as in Contractive, Sparse or
Denasing AE [149]. The autoencoder is trained upon the dataset in a way that
the inherent distribution of the dataset is efficiently learned. For this purpose,
the dataset is modelled using kernel density estimates and to best fit the
parameters of AE to thetock price data, the loss function here is selected as the

kernel density estimation of the dataset under consideration.

An AE will learn the distribution pattern present for a given dataset and will try
to maximize the lodikelihood HB: T;; as shown in equation (10) to optimize
the learning. For a given stock price datasetl. :T;aTg88aT;;: TyP 9™ a

kernel dasity estimated function can be described as follows,
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TF ¢ 5.3
Uy (5.3)

o s .
2:TaC; L JCI_, -1 C
U
at the location: (&0s computed via the diffusion procd89], - is the Gaussian
kernel shown below,
?x 6 i
S TT
-:T,LlI=p ATE—G (5.9
te t
Theselection of such a function is based on the battaptability of the AE to
learn the underlying stock price da@t[150]. The value of: s selected as a
linear combinatiorof the latent (hidden) layer output and the output bias, (the
rationale for selecting a linear relationship proves to providebetter

optimization of the parameter values while minimizithg reconstruction error
[150])

gL >E9 UDT; (5.5)

where D R; is the latent layer output for thEY variable, 9 are the weights,
assuming similar weights between inpatientand laterdoutput layers and>as

the output bias. As explainéathe details above, in order to make the AE learn
and adapto thedataset under consideration, it is proposed to seledbsise
function as the density estimate of the data obtained f@h

B:T; L 2:KUD:T;0, L 2:T8C, (5.6)
Substituting the value from & in (5.3),

s LS UF:>EQ9 UD'R(;;G (5.7
e, C

Let Ube the output of the decoder. Let also consider the latent layer

relationship to be lineab@),
DF; L =E9 UTy (5.8)
From 6.7), 6.8) and b.4), following conclusion is made for tihag-likelihood,

HB: T; o L -log( 2: T&C) (5.9)
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HB:T:oL

where
%L >E =09 (5.11)

As the added bia&and the weight® ®are a lineatransformation of the input
Tgn (5.10), the loss function cdre regarded similar to th2-norm(sum of the
Euclideandistances) as with a standard autoencoder for real inputsaSuda

is first trained upon the dataset having normal tradaese trained the same AE
is then used upon the test staeice data, containing both normal and abnormal

trades.

5.2.3Detection Model

As mentioned briefly in the introduction, the proposed research aims to create
a clear description of data distribution for clustering algorithms to follow for
manipulation detection. The approach allows statistics of the dataset to be
processed in suchveay that the separation between normal and abnormal trades
becomes clearly distinguishable. For the purpose of achieving so, firstly a pre

processing step of removing artifacts such as periodigity from the stock

Figure 52: Proposed Architecture for Price Manipulation Detection

prices is applied as illustrated in Eirg 5.1. As shown in Figure 5.2, the
approach computes the features relevant in capturing the effect of anomalies

from the preprocessed time series. As the high frequency elements in the stock
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price data is more prone to anomaf@swavelet transform iapplied to analyse
only the highfrequency elements in the data and neglect the low frequency
elements i.e. for input stock price§,P, + P B :RAP E J;for Jnumber of data
instances within the window, only itsigh frequencies portioriP, +P D
:FAP E J;is selectedln other wordslow frequency components in the signal
are removed using wavelet based inverse denaigngnly the high frequency
components are considerasia feature TP [15] where T:Pis the input time

series (stock priceslrurther, slope of the price i.e., the rate of change of prices
and the new featuréfs'!—f that further magnifies the change are also used as the
IHDWXUH VHWYV DO Ranplitigle \80, sticlo w&IEDT Volume
information R P, and theslope of traded stock volum!e?:?gare also considered

as featuresA total of five feature including original time series are used for the

approach,
L OSSP OTR , ORP,
oP oP oP

The architecture of the proposed work allows such spexific features as the
input to being divided into windowsf fixed length. Windowing the whole
dataset into smalleset of samples reduces the number of computations for the
affinity matiix to be calculated next. Once windowed, eacho$détatures are
now transformed into an affinity matrix usitige proposed method explained
before. The output is nowrocessed through an undgting single layered
autoencodemretrained upon the norrhadataset. Following which, the 6
encoded features are extracted from the AE are then pgastedMKDE based
clustering approach without stipulatititge amount of clusters required up front
[76]. It should benoted here that to estimate the distributb@ nonstationary
and volatile stock price dataset where the mean and vaniagatarly varies
with time, it is not reasonable to assume ska&ck price data to be normally
distributed. In order to extraoteaningful information, a data driven populatio
distribution estimate needs to be created. Hence the density estiméte of
extracted features from the AE is created by fittingemnel based distribution

prior to be processed by the propodddDE clustering approacli30]. The
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MKDE based clusteringsisummarised in the Algorithmentioned in section
4.2.3 of Chapter 4.

The results obtained after the implementation of the abwrdioned proposed
research are presented and discussedtiarfollowing section along with the

dataset used.

5.2.4Results and Dussion

The datasets used in this approach are tick data for level 1 orderbook taken from
the LOBSTER project, an open source and include stocks like Apple, Amazon,
Google, Microsoft and Intel corporation for June 12, 2012 operating on
NASDAQ), USA[48]. The datageprovides stock prices and volume information
versus time. The rationale behind selecting such stocks is the popularity of each
of them with the amount of influence they have on the market and are reported
to have no manipulative tradg&9]. The fact thaacquiring labelled dataset is
extremely difficult because of data confidentiality regulations and the hefty sum
one has to pay annually, artificial manipulation of two different types as shown

in Figure 1.1 (a) & (b) is preferred to test the robustné#isecdetection model.

A sawtooth like waveform having a rise of 7 bps in 8ecs creates the
impression of a real life example of tradiagtivity by Demonstrate LLC
condemned for spoof trading @5th Sept, 201£82]. Type 2 is an example of
pump anddump manipulation strategy for WAB prices having a asd fall of

30 bps in a duration of 0.1 sec on 14th D#11[78]. As the number of data
instances varies amotige stocks, the amount of manipulative instances injected
is also varied. The number ofanipulations injected in Applédmazon and
Google stocks are 100 anomalies/type andMimrosoft and Intel corp stocks,
200 anomalies/type. To ensutlee effectiveness of the detection model, a
random injection ofthe manipulation in the original stockige dataset is
practicedmaking a combination of both normal and abnormal tragatterns.
Initially, a total of seven time specific features are extrafitad the synthetic
dataset. An affinity matrix g 4 4p 4 AS then generated by considering the vand

length of 500data instances for the input feature set. Following whigrea
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Table5.1: AUC performance @mparisoragainsta selection of existing manipulation detection techniques

Dataset | Proposed Approach| KNN [2] | PCA[5] | K-meand10] | OCSVM|2]
Apple 0.9981 0.7926 | 0.6902 0.5819 0.6603
Amazon 0.9998 0.7982 | 0.9013 0.5799 0.8933
Google 0.8215 0.5612 0.7993 0.6328 0.5911
Intel Co 0.9701 0.5469 | 0.8680 0.5077 0.6970
MSFT 0.9989 0.5509 | 0.8655 0.5047 0.6419

trained AE (upon normal dataset)used to process thaffinity matrix and

extract six encoded features before bgmngcessed by the MKDE clustering

approach to cluster normahd manipulative trades separately. The input to the

MKDE clustering is a dataset of size 500 by 6 using a Gauksrnel without

specifying the number of clusters up frohhe proposed approach is evaluated

by using area under theeceiver operating curvgr4] as the performance

measurealong with false positive ratio andrireasure. Tabl®&.1 showsthe

comparative assessment of stocks vtmeans basedpproach[117], PCA
based[82], K nearest neighbour basggb] and OCSVM based manipulation

detection techniquel65] in terms of AUC. Such techniques are selected for

Table5.2 FAR performanceamparisoragainsia selection of existing manipulation detection techniques

Dataset Proposed Approach| kNN [2] | PCA[5] | K-meand10] | OCSVM[2]
Apple 0.0054 0.45 6.64 1.26 67.8
Amazon 4.9197E-04 0.14 3.9 7.33 49.54
Google 0.0288 0.68 7.22 9.95 75.2
Intel Co 0 0.23 57.29 0.02 59.08
MSFT 0 0.08 49.89 0.02 77.48

108|Page




Table5.3 F-score performanceomparisoragainsia selection of existing manipulation detection techniques

Dataset | Proposed Approach| KNN [2] | PCA[5] | K-meand10] | OCSVM|2]
Apple 0.3689 0.1344 | 0.1457 0.1708 0.0450
Amazon 0.4704 0.1714 | 0.1568 0.1484 0.0284
Google 0.2566 0.135 0.1806 0.1513 0.0196
Intel Co 0.5836 0.1014 | 0.2085 0.1119 0.0126
MSFT 0.5934 0.1148 0.2077 0.2141 0.0920

comparison being some of tkemmonly used methods both unsupervised
and supervised learning for manipulataetection and an optimum selection of
the parameters is carefulbarried out to assure a fair comparison. Similarly,
table5.2, & 5.3 shows the comparative assessmenhefgdroposed stoghrice
manipulation detection method againsiNK, PCA, K-means and OCSVM
approaches in terms of FAR anes€ore.Finally, the proposed model is also
assessed on thmasis of its comparison in terms of AUC values with existing
benchmark reearch in stock price manipulation detecf{io8], [31] as shown in

table5.4. Given the fact that only methottsat aim to generalize their detection

Table5.4: AUC performance @mparisoragainstexisting benchmark stock price manipulation detection methc

Dataset Proposed Approach AHMMAS [6] EMD-KDE [31]]
Apple 0.9981 0.8142 0.7946
Amazon 0.9998 Not Reported 0.9226
Google 0.8215 0.8025 0.7896
Intel Co 0.9989 0.8971 0.8805
MSFT 0.9701 0.7336 0.8903
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model towards differenhanipulation schemes with unsupervised learning and

haveused the similar datasets are selected.

It can be easily observed that the proposed approach outperforms a selection of
existing manipulation detectidechniques (both supervised and unsupervised)
along with existing research in stock price manipulation detection. ¢ige
important to notice the significant enhancements in tefrfese alarm rates as
most of the values calculated are tdecimal places below zero. To assess the
performance in Tale 5.1, the AUC value of the proposed approach in stocks
surpassedexisting manipulation detection methods by 25.92% for Apple,
10.92% for Amazon, 2.77% for Google, 11.76% for Intel card 15.41% for
Microsoft stocks. It is also worth analysitige lowAUC value for Google stock
(comparatively to othestocks) which can be attributed to the volatility and also
the overlapping of normal and manipulative trading behaviddmvever, this
can be improved by a thorough analysishaf time series in Googléogk price

and carefully selectinghe injection locations of the manipulative data. In
addition,from Table5.2 & 5.3, the performance comparison of theposed
approach in terms of FAR and F scores, showsmatic improvement of no
less thar®5.76% and 90.07%espectively, for all the stocks.

As is evident fronTable5.4, the results also outperfortime existing research in
stock price manipulation detectiam terms of AUC values by a maximum of
22.3% over thesame stocks. It can also be atveel from tables.4 that higher
AUC values are obtained for stocks like Apple, Amazbriel corp and
Microsoft, however it decreases slightly f8oogle stock. The comparatively
lower AUC value for Googlestock still justifies the effectiveness of the
proposed modeds it shows an improvement over existing researches namely,
0.7896 for EMDKDE approach31] (authors previous researcl®).8025 for
AHMMAS [78]. The rationale behindhe effectiveness of the proposed
approach can be explainbg making the awencoder learn the relationships
amongstock prices captured by the affinity matrix. In addition,dpgmization

of the autoencoder parameters while selectindidineel density estimate of the
dataset as the loss function letmlan improvement in tHearning of the model.

Moreover, theautomatic selection of the KDE clustering based parameters
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including independent selection of the number of clusterstadtie robustness

of the proposed model.

5.3Stock Price Manipulation Detection Using Contextually

Learned Similarity Metric for Anomalous Trades.

Market manipulation can be explained as influencing legitimate trading rules
with fraudulent practices pertaining to manipulators personal gginQver the

years, markets have evolved with diversification in trading practices,
globalisation, shear comfiion with more modern businesses being added
every day. Since the markets are an integral part of the modern business world,
they play a significant role in the economy of their respective countries. Indeed,
most of the stock exchanges are being undastemt monitoring by several
regulatory authorities, market analysts and researchersia #® detect and
identify market manipulation. However, itéemputationally expensive both in
terms of manpower and timieor example, nearly five years after fleesh crash

of 2010, USstate department of justice arrested the man responsible of the
trillion dollar crash in 201%2]. Stock price manipulation, gert of the trade

based manipulatiofB] is related to influencinghe trading price of financial
securty within a stock exchangesing abusive schemes which consequently
effects the faithand the predicted gross return from a stock. The process of
manipulation detection and further conviction used was ldéscribed as
MELF\FOHV WR WU\ iy 8iGnibErgF Ktock piiteDramipikation

can be described as the inflationdeflation of stock prices using illegitimate
means. Some dhose schemes that have been focused in this research include
spoofing/layering, quote stuffing, pump and duf@p A description of their
appearance and patterns for some of the real world cases has already been
provided in chapter 1. It can be comprehended from the definition of such
schemes that the objective behind such a process is to create a confusion about
the amount of trading activity and to delay the normal processing of the

investors.

The effect of most of these manipulation schemes is ripgpdedss the stock

price time series data. Detection and analydisuch schemes possess an
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Figure 53: Probability distribution using kernel density estimate for-B feature seté
{ B &} of Apple Stock for 100 data points along with its contour

extremely difficult challenge faan overlap among normal and abnormal trades.
This researcproposes a solution to address and detect such anomaly Traees.
idea is to define a context from the meaningful informaértmactel from the
input and learn our proposed model ugoh is proposed to combine a temporal
convolutional networKTCN) with a general adversarial network (GAN), in the
sense of utilising the temporal aspect of the TCN while usireglearned
discriminatorrepresentation of the GAN inptat minimise the learned similarity
metric for TCN. Howeverdiscriminative models struggle with anomalies for a
complexdata distribution especially in the case where there is noddasson
boundary defined. The issuarchbe rectified byraining the discriminator only
on normal training sampleend generative model on a mixture distribution of
novel andnormal data. So that for a fixed discriminator, any optigeaderator
having a mixture of normal and abnormal traddk e treated as novel by the

discriminator.
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This research is leveraged upon the work proposétbih] to adapt a learned
similarity metric avoiding the elementise error. It is proposed to learn a
similarity metric rather thansing the generalonsensus of reconstruction error
for an encoderdecoder network whileéncorporating convolutionsn the
temporal domain. The rationale for choosing sarchlternative is that element
wise errors do not model tipeoperties of human visual perception asamal
stock pricevariation could be a subject of major change when decomposed
contextually. This is performed by collapsing the decoder ehanderdecoder
TCN (ED-TCN) and the generator of a GANo one. To accomplish, an ED
TCN and GAN argointly trained while using the discriminator representation

of normalstock prices.

The contextual information input to the EICN is afeature map from an
auditory block within the model that alsomputes temporary cluster labels to
it. A readily availdle clustering algorithm has been used that creates a
distinctionbetween various cluster patterns based on abnormalipptt@rn so
generated with normal and abnormal regions faimadasis of a contextual cue
which can be learned by the mod®iplemened further (illustrated in sec 3).

The contributiongnade are summarised as follows:

X Combination of an EETCN and GANSs into an unsupervisgeénerative
model which can learn the distinctibletween a normal and an abnormal
distribution wherefficiently traned on the latent variables that also reduces

the complex computations significantly.

x This research demonstrates the learning and detettibty of a model for
normal and abnormal overlappingata instances, can be significantly

improved under defined context.

X The model proposes an improved similarity learninegtric for the TCN
model and demonstrates that a generatigdel generates better results than

the conventionaleconstruction error based model.

x The research model learns the establishederingtpatterns as a context

defining a spatial normabnormaldata pattern. The clustering algorithm
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used is a multidimensiondternel density estimation based clustering
(MKDE) [29]

5.3.1Contextualearning

The rationale behind contextual learning for matapon detection originates
from the image segmentation/ object detection either in static or dynamic
domain[152]. As the stock price time series is volatile, evolved manipulation
strategiesinfluence the normal trading in a way that does not raise alarms
alerting the regulatory authorities i.e., they are overshadowadrnyal trading
waveforms. As uncertain numbef factors cannfluence the stock prices, it is
infeasible to pick and prediatanipulation just by looking at them. In order to
detect suchanomalies, contextual analysis is applied in time domain while
leveraging the similarity metric for the model.hias become wellaccepted

fact that contextual information can influerecéecision about abnormalities as

it enhances the perceptiand understanding of the ddf&b2]. The utilisation

of suchinformation can be used to improve the overall performancarefully

exploited.

5.3.1.1Contextualestimation:Multi-dimensional kernel density based

clustering

The first step in estimating the context for the model is defined using-multi
dimensional kernel density estimation clustering. MKDE based clustering is one
of the authors previous work on manipulation detecf8j. With the added
advantage of not assuming number of clusters a priori, MKDE clustering assigns
normal and abnormal labels to the data. The method suggests calculating a non
parametric density estinefor a dataset and group them into different clusters

based on the Algorithm 1 shown in chapter 3 (sectidrB)3.

A cluster of stock price instances is created if the differbet@een the mean

of the kernel density estimates and daga instances Iéss than the bandwidth

C For all of theremaining instances, the process is repeated with newanean
the bandwidth until convergence. In case of a multimalisttibution, each
mode is associated with its bandwigdrameter which leads moultiple clusters

so formed. Sucla situation is reviewed again once all the clusters are formed.

The clusters that are overlapping each other, as shown in FigBrare
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Figure 54: Analysis of the clusters generated using kernel density estimatéfgonithm 1 for

extracting contextual relationship incorporated within proposed feature maps

combined into one if (i) the separation among theiegs than the bandwidth
and (ii) the ratio of their peak dens#gtimate is less than 0.7. The instancés lef

unclustered wilbe considered as anomalous.

5.3.1.2Analysis of the cluster pattern for contextual estimation

The clustering arrangement so formed is further analysed towards the generation
of an intrinsic feature map with assigned labels as part of the coaltext
estimation. Figure 5.4 describes steps in the analysis and the incorporation of
the contextual information in the form of contextual feature maps. First, the
established clustering pattern is evaluated and passed through a masking stage.
Then the identied normal and abnormaégions within the density matrix are
isolated by suppressirmmg masking probability densities of other regions to zero.
The masked intrinsic relationships represented by the spatagement of
normal and abnormal instanceparated irthe form of clusters is defined as a
context. This researcdwoids generating contextual scores for different regions
assome of theexistingresearci152] given that it requireannotated data for
generating heat maps for each class tighpobability intensity used as scores
[152]. For each ofhe clusters, the multidimensional kernel density distribution

2:T&C;, 1 é :&y& ;; for mean,dsand covariance; gcan be obtained from the

previous stage of MKDE clustering/here,

(S:D)

T r
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Figure 55: Overview of the proposed model architecture. A combinedG&N model is shown witk

processing of the proposed feature maps with contextual information embedded into it.

The feature magE%generated for an underlying datasatdsv reduced to,

i 2,TaC E%
KPANSEOA
r (5.12)

(:T, L J

For n dimensional input, the output feature maps &eJ{J U $), where Sis

the batch sizef the input time series ar@lis the tensor that represents the size
of the density matrixor the input. It should be noted that the output at this stage
is a mixture of multivariate kernel density based distributasrall of the non
masked normal andbnormal clusters. Aan example, for Amazon stock a

tensor of 926 MB storage tseated.

5.3.1.3Contextualearning Temporalconvolutional networkKTCN)

The TCN model used in this research is essentially an encdéeoder (ED
TCN) network involving convolutins in the temporal domain while encoding
and deconvolution in decoding. The idea is to encode an input data sample
into a latent variabldJand then decode it back. The original concept of an ED
TCN is explained if{153] in which a convolution layer followed by pooling
during encoding and upsampling followed by deconvolution during decoding.
In a conventional TCN, convolutions are calculated simultaneously for all of the
data instances within a fixed length of time. Comagions are carried out layer

wise, followed by pooling that efficiently works with long term temporal
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patterns. However, in this research pooling and upsampling are avoided based
on the rationale explained in section 4. For an infjuihe encoder, deced

output at any layer | for the TCN can be expressed as,
‘s L B:9 U5 E >a (5.13)

Where B: ;is an activation function9 L A9 :Yis acollection of convolution
filters at layer Hconvoluted: U with the encoder output from tipeevious layer
and added with aorresponding bias> This output from the encoder can also

be expressed in the form,
'BLMUT, &L MaU; (5.14)

Where M U; represents the marginal distribution of the encamtddtent output
U Lets focus on th&CN loss function fothe encoder that can be expressed in

the form of marginalikelihood for every latent data instance,
IOgMT,L 8$1/4(;é.é.T,E&M:\MUT,'L U;a (515)

Where, ais the set of encoder parameters afydsrepresentshe Kullback
Leibler divergencgl154] of the approximat@osterior. The first term i5.15)

can also be written as,
By, cadl; L gyUToF Z %UT, EZ %:TaL? (5.16)
which can be further simpied to,

By, cadl; L 8 aAMUT;IL 1U; E qgquuTe™? ‘ %6 : T, ? (5.17)

5.3.1.4Contextualearning Semisupervised generative adversarial networks
(GAN)

GAN proposed by155] is a network architecture composeittwo individual
neural networks, a generative netwqrkadJ; and a discriminative oné&:1 48,
both competing with eacbther. Where the generative netwoyk adJ; maps
the inputlatent data sampléto the data poinfl; given that this latentariable

is sampled from a marginal distributidot U; andparametersa As mentioned
before in the introduction, treeecoder of the EETCN model and generator are

sharing thgparameters, it is presumed to consider the safoethegenerative
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modellingas well. The discriminative netwotkaving parameters on the other
hand discriminates thgenerative output against the original training input and
assigns probability Ly ¢y » & that Tis generated from original trainimgput and

1- Ly =B that Tis from the generator based on kaent inputUwith Ly g zU;

The objective here is to optimidge whole network using the loss function based

on binarycross entropy,
3@ oc Lmin log &:1 &8+ max log (&:) :adlk;) (5.18)

GANswere originally proposed for generative modelling 1§5] but ever since
there has multiple variants of GANiscluding CycleGANS[156], StyleGAN
[157], AnoGAN [158] etc.along with multiple applications like text to image
generationf159], super resolutio video[160] etc. This research is adapted
implement GANs in a sensupervised learning environmeand use it for
anomaly detection by leveraging upon the wddke by[161]. Saliman et al.
(2016)[162] proposed and provetat a semsupervised claggation can be

achieved usin@ANs by optimising a feature matching losg,
&y L <o Qorae, > T, ?7F Qg >1) radk; 2 (5.19)

wheref( ) is the discriminator output used a feature representattidand L: T;

is the nominal data distribution. Thisoof of concept was later confirmed by
Dai et al. (2017)[163] by defining a complement generator that generates
sampledrom a scattered around and in a low density regidheohominal data
distribution manifold and claims that thediscriminator classification rate
improves for such noveltieShis research also leverages upon the work done
by Dai et al., 2017[163] that states a unique generator that ganerate a
mixture of nominal and anomalous distributiolagg 3U; L UULga3020W E

'SF U Lo saa6nadkwhere aportion of Lysaaoradkis either separated
from Liaa0a46W by a givenEuclidean distancer is concentrated in the low
density regionsof it. The concept thacan be borrowed from the MKDE
clustering explained in the contextual estimation section. Suchixture
generator can be optimised using a loss functlwet computes the KL
divergence between the generatdistribution and the real data distribution.

More specifically .18 can be written as,
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where & () is the entropy function ant: T; B :JKIE J&H K| = H K€}t
real data distribution.5(11) defines a loss function that is able to create a

generativedistribution that is close to the normal data manifodg,j of the

discriminator and also tries to minimise the distinctioetween generator
distributionand the real data. Fortunatety,train a GAN based orb (1), the
real data estimate can Ipeovided from MKDE clustering with clusters that
definesnormal and anomalous regions within a context. It shoulaobed that
the discriminator used here islprirained on normatlass of data i.eif it
classifies a context as fake, it is like¢hat it consists of anomalous instances. To
summarise, thigesearch proposes to implement a GAN that generates data
instances as a mixture of nominal class distrdnualong withthe ones scattered
in the low density regions of it. Such a GABI trained alongside feature
matching loss and the anomalgtection ability of the discriminator is judged
based on d@hreshold applied to the ratio between the nominal and dlss

probability.

5.3.2Detectionmodel

As mentioned briefly in the introduction section, the discriminatan
objectively distinguish a normal data samipten a manipulative one when only
trained on normal datdn other words, a GAN discriminator has &ain a
similarity metric that can help classify normal data samples from the ones
containing a mixture of normal and abnormal samples. rEsearch model
shown in Figuré.5explains the processing of tbata samples beginning from
contextualextraction using MKDEclustering followed by the masking stage.
The output of such stage are density matrices wherein thecloster regions,

are suppressed to zero. The spatial arrangement of deissityution described

in the output stage governket contextualrelationship and also explains
probabilistic position, size arteuclidean distancamong normal and abnormal
data instances. The®ntextual relationship among normal and abnormal clusters
is further explored using the tempGAN model where dimailarity metric is
determined by using the kernel convoluiagut as the latent spaceto the

generative network of GANI'he convoluted output of the encoder in temporal
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domainis considered as the latent variable for the generative naodesince
both decoder (EBTCN) and generator (GAN) mape latent variableUto T
their parameterare also share@his accumulates the advantage of both GAN
as a semsupervisedenerative model and EDCN that encodes threntextual
relationship onto a latérspace U For a conventionalemporal convolution
network, the convolution layer is followéy pooling to reduce or dowsample

the input dimensiongdowever, this research avoids the loss in the temporal
resolutionthat can originate using fewer dimeénss and also force updahe

generative estimation by using fixed size latent input.

This research also avoids the conventional reconstruetionfor the EBTCN
model. Instead, it is proposed fearn a similarity metric using GAN
discriminator. This aabe achieved by calculating the expectedlikglihood
of L:™:T; U, where (1) is the discriminator output assumed®concentrated
around f(8 as the meanBbeing the sampléom the decoder. The EDCN

loss in §.18) can now be writtens,
By, cadl; L & AMUT;!IL 1U; EquuTt.”  %:"T; U?  (5.21)

The model can now be trained by optimising the combiossl function given

by,
%L a\og E al/‘lc (5.22)

Although the whole model is trained altogether, the optimisaifoeg . cand
&y, care two separate processes, the generator network is optimised by
minimising g UTo: 2 %:7T; U;; and o 15,4 2 % T; with weights
being updated based on the paramefeBimilarly, the discriminator trying to
optimise byminimising the featurenatching loss updating the parametéend

avoiding thenackpropagation fronag . cto TCN encoder as suggested by1].

5.3.3Experiments

5.3.3.1Dataset Used

This research is validated on the stock prices and voluaken from two
different source; ordebooks from LOBSTERproject [48] and from the

Bloomberg platform at Newcastl8usiness School (NBS), Northumbria
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Figure 56: Varying bid prices of different stocks from 09:30:00 AM to 09:30:52 AM on

June 2012
University, UK. Thedataset from LOBSTER project consists of leVi¢ick data

for Apple, Amazon, Google, Intel Corp and Microsoft stock priee®rded on
21st Jun®012 and is a standard dataset usechidtiple researchg9, 33,78,
164]. Whereas the datasfom NBS includes level tick data from Apple,
Amazon,Microsoft, Google, Intel Corp, SIRI, EBAY, Cisco, Nvidacebook,
Netflix, QUALCOM and AMD recordedn 12" November 2018. The rationale
behind specifically selectinthese stocks is the high trading frequency, high
volatility, andthe massive trading amount~3 million trades/day) foeach
stock has been observed, making it more vulnerablemsmipubtion.
Additionally, the stocks from LOBSTER projeeind NBS dataset are not
reported for any manipulatiof29, 48 78]. Figure 56 shows the variation in
stock bid pricedrom LOBSTER project over a certain period of time. Since
both the datasets are fr'em manipulation, in order to tete validity of the
proposed model, synthetic anomalies timics the exact representation of

major manipulation schemese added to these stocks. Manipulation schemes
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focused inthis research includes spoofing, puamm dump, quote stuffingnd
are randomly injected along the time series in signifieambunts. The data is
also categorised into two different typ@soup I: LOBSTER dataset (200,000
800,000 average tradésd/ask) and Group Il: NBS Bloomberg dataéet 1
million average trades bid/ask) based not just due to the source bdualtm
varying size. For the same reason of varying nurobérades, the number of
injected anomalies/type also varieddded anomalies in Group |: 200
anomalies * 3 types 600 manipulation schemes, Group II: 300 anomalies * 3
types = 900manipulation schemes. Such an arrangement of data distrilition
acceptable as per the business standdi@s, 165] and hasbeen extensively
used by[29, 55, 78] provided that nonef the regulatory authorities have
reported any abnormalitiegith both LOBSTER and NBS datasets.

5.3.3.2Experimental Setup

To ensure an impartial evaluation of the detection model none of the relevant
information including the location, sizeand duration of the manipulative
waveforms were provided priori to the approach. The manipulations are also
randomly inserted which makes the detection more difficult as it possible that
the manipulation is followed/overlapped in time by a similar pattehich
makes could further increase false positives. The input time series is
heuristically windowed into a fixed sample size of 500 instances prior to
providing to the model. The contextual relationship extracted using MKDE
clusters and masking in therfio of density matrix of size 500*500 are provided

to the tempGAN model for further evaluation. Here-EON parameters are
learned by using two layers of[l convolutional filters of size [64,96] in
encoder and its reciprocal in decoder/generator. The adros of input with

the filters is performed in an acausal mannehx 10 : ¢ x 6 for a filter of

length @t any time instantesultingin predictions in time will be a function of
not just the previous but also future instances. The disatoninnetwork
architecture includes two convolutional layers of size [64,128] followed by a
fully connected layer with normalised ReLU,

4A.TT; (5.23)

JKNTAA V=7 F%
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for any input vector Tand 6L sAF wand linear activationfunction,

respectively. The rationale behind the selectiosumh activation functions is
their extensive use on time seridata [153, 166 167] including market
manipulation detectio[83, 55. The research also finds the besthssusing a
normReLU activation function throughout the model ,i.eencoder,

decoder/generator, and discriminator.

The detection results reported in the form ehBasureArea under the ROC
curve and false alarm ratiSAR) are compared with thexisting manipulation
detectiormodels, some of which claimed significant detection regtdtisever,
for a comprehensive assessment of the apprexcting models that focused
only on detecting a specifibanipulation scheme rather than making it generi
are avoidedfor comparison. For this purpose, contemporary siktbe-art
models like AHMMAS[78], Affinity based detectioi33] and KPCAKDE
method[29] for stock price manipulatiodetection were selected. Although, the
evaluation metricgonsideredn this research AUC and ROC curves are often
related to supervised learning with labels, it has often beenrusedupervised
domaing 109, 110].

The next section discusses and examine in detail the rest#sed for the
experimental setup describkdre and finalliconcluded in the subsequent one.

5.3.4Results and Discussion

The types of the manipulation schemes injected into the original dataset creates
a typical pragmatic case of manipulation that translates the real life manipulation
ROC curves for th proposed approach as shown in Figure: 5.7 are also varied
over input window length to capture the effects of the changing contextual
relationship within on the manipulation detection. The approach is repeatedly
applied over the dataset with varying wimdsizes. It is essentially carried out

to avoid the amount afncertainty over the input sequence length. However, it
is difficult to observe a major change in the detection capability of the model.
This can be explained by the process of collecting contextual information and
robustness of the model towards varyiegaptive fields which can be extremely
helpful in overcoming the number of computations associated with large amount

of data. As mentioned in the previous section, the comparison of the proposed
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Table5.5. Comparison of Stocks in terms of AUC values with a selection of existing manipulatic

detection techniques

AUC Amazon Apple Google Microsoft | Intel Corp
tempGAN 0.8180 0.8200 0.7712 0.8302 0.7991
PCCI5] 0.7510 0.5751 0.7327 0.7212 0.7276
OCSVM[2] 0.7444 0.5502 0.4925 0.5349 0.5808
Knn-LOF [168] 0.5448 0.5685 0.5246 0.5059 0.5469
Knn-COF[2] 0.5310 0.5365 0.5084 0.5147 0.5809
BGM [169] 0.5122 0.5245 0.5119 0.5592 0.5169
K-meanstBergman  0.5271 0.5384 0.5650 0.5122 0.5077
Divergencd10]

model is made with the existing state of the art anomalyctiebemodels both

in stock price and generic. For an input stock prices of 500 data instances, a
contextual feature map ofg 4 4p44having probability density, only for the
observed clusters is generated. This information classed into normal and
abnormalensities is then provided to the tempGAN model where the objective
is to establish a similarity metric contemporary to the common convention of
reconstruction. It can be observed from Tablb to 5.7 that the proposed
approach outperforms the existingoamaly detection approaches for all the
stocks in LOBSTER project in terms of AUCs. It should be noted that most of
the compared anomaly detection techniques such ag82;&nn- LOF [168],
Knn-COF[65], OCSVM[65], Bayesian Gaussian mixture model usingldlet
process (BGM)169], K-meanstBergman Divergencgl17] were originally
proposed as generic detection models. For a fair comparison proper replication
is also taken care for stock price data. In tewhsAUC, it can be easily
interpreted from the table that the proposed approach outperforms the existing
anomaly detection models with the best possible explanation of exploring the
class discrimination among normal anehabmal instances under a context. The
class discrimination capability of the proposed approach is also compared with
the stateof-the-art manipulation detection modelsTiable 5.7 The comparison

is however limited in terms of the evaluation metrics ahd specific
manipulation type, as replicating those models is restricted by the lack of

parameter values missing from their research methodologies. It can be easily
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Figure 57: Effects of varying window lengti? > @ RQ *URXS , VW
observed from Tabl&.6 that for all stocks, tempGAN model performance is

comparable with RCA-KDE method provided that the KPGKRDE detection
model is totally unsupervised. However, it is also noted that the performance of
KPCA-KDE detection model decreases with the rising amount of data and with
increasing number of manipulation instances whsrfor a tempGAN model,

the performance seems to be independent of the size of input data as is visible
in Figure: 5.7. This can be confirmed by following up the results from the
original KPCAKDE model proposed iM29]. It is worth exploring the
comparately low AUC value for Google over other stocks which can be
associated with the extremely high volatility within. However, the detection rate
for such behaviours can be improved with observing the time serdger a
regular sampling rate which can instahe ordebookinto a continuous time
series rather than a discrete one. Morportantly, the FAR results from Table
5.8reimburse thg@erformance by improving the score by at least 1.2 %.
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A further evaluation of the proposed approach is cawigdn terms of False
alarm rates (%) and-measure. Theorresponding values are summarised in
table 5.7 & 5.8 The Fscore from Tables.7 also suggests the sigigihnt
improvement of the proposed model over the existing anordatgction
methods. It is observed each individual improvemsri2.697% for Amazon
stock, 9.70% for Apple, 17.39% f@oogle stock, 12.11% for Microsoft stock
and 20.52% fontel Corp stocklt can be easily interpreted from the takilest
although tempGAN model surpassed the existing anodetction models in

Table5.6: AUC comparison of tempGAN with the selected stafte¢he-art manipulation

detection models in stock prices

AUC tempGAN KPCA-KDE AHMMAS
Amazon 0.8180 0.7723 0.7652
Apple 0.8200 0.7671 0.8044
Google 0.7919 0.7496 0.7812
Microsoft 0.8302 0.7619 0.7311
Intel Corp 0.7991 0.7233 0.8169

Table5.7: Comparison of stocks in terms of3€¢orevalues with a selection of existing

manipulation detection techniques

F-Score Amazon Apple Google | Microsoft Intel
Corp
tempGAN 0.3655 0.5667 0.5137 0.6378 0.6379
PCC[5] 0.3559 0.5161 0.4375 0.5688 0.5292
OCSVM[2] 0.1568 0.0380 0.0616 0.0106 0.0106

Knn-LOF [168] 0.0284 0.0037 0.0163 0.0127 0.0157

Knn-COF[2] 0.1714 0.0286 0.1125 0.2566 0.2142

BGM [169] 0.1840 0.0510 0.1148 0.2641 0.2236

K-meanstBergmay 0.0102 0.0010 0.0061 0.0387 0.0218
Divergencq10]

terms of AUC and #5core, it requires aexplanation for the degraded values in
terms of FAR for all ostocks. Further study inthis issue identifies the false
positives associated with spoof trading manigtidon. However, one of the
shortcomings here is the use of letdick data given detailabout the order
cancellation are missing. Such informatiorcigically important aghe price
fluctuation (which is seeminglyigh for spoof trading) is deeply correlated with

the volumechange.
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It is also evident from Tabl®&.8 that KnnLOF methodsuggested byl168]
provides better results in terms of FARIthough, KnrLOF model also
considers the local or contextuggnsities, the ambiguity in selecting the value
of severalparameters in Knn is a slight disadvantage to its credibilitie
processing the large amounts of data such as the sticels. Nevertheless, the
overall performance of the tempGAModel can be appreciated as is substantial
for AUC, F-scoreand FAR for all of the stocks i,eaempGAN model improves
the detection rate whilst lowering the false positives upctanaiderable extent.

The tempGAN model is alsgplied on to Group Il: Thetock prices for Eleven
stocks obtained from Bloomberg tradipigtform at NBS. The rationale behind
the selection of suchtocks is already mentioned in section V. Tahand
5.10showsthe comparative analysis in terms eééore and False alarrates
for the stocks. As is evident from tables the propasedel justifies being
efficient and clearly outperforms thexisting models for stock price
manipulation detection. lis worth mentioning here that only few anomaly
detecton techniques are used for comparison , i.&-meansBergman
Divergence and Knn based (used for Group |) methods aveieed since the

results obtained were minimal and henoa-comparable.

To summarise, the experimental results obtained byptbposed tempGAN
model computes a highetetection ratein stock price manipulation when
executed for three differesthemes viz. Spoof trading, Pump and Dump and
Quote stuffing. Such manipulation schemes were carefully observed and
replicated following the real life manipulation cases repooe&EC[20 22].

The proposed work is compared witle existing statef-the-art manipulation
detection techniquesndependent of the specific manipulation type. The
experimentaperformance is also compared with the existing anoahetiyction
techniguesn time series and proved to outperfotinem. Such a significant
performance by the proposed work cée associated with the macro
management of the manipulatitsehaviour exploited within a context. The
application of thekernel density based clustering the input data revealesl
contextual relationship between normal and manipulatiagling. Such

relationship in the form of an adapted densitgtrix is further explored by a
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Table5.8 Comparison of Stocks in terms of FAR valuéth a selection of existing

manipulation detection techniques

FAR Amazon Apple | Google | Microsoft g‘gfrl)
tempGAN 2.12 2.09 2.54 1.62 1.63
PCCI5] 2.32 2.17 2.72 1.81 1.64
OCSVM[2] 5.0 7.74 8.32 50.99 58.39
Knn-LOF [168] 50.64 68.9 76.3 78.58 60.18
Knn-COF[2] 1.24 1.55 1.78 1.18 1.33
BGM [169] 2.87 1.465 | 2.217 5.27 5.30
K-meanst
Bergman 10.32 8.93 16.23 16.75 22.25
Divergencg10]

temporal convolutional networlcombined with a generative adversarial
network. The robustnessf the proposed tempGAN model can be explained by
the similarity metric established and the independence fedementwise

metrics such as mean squared reconstruetian.

For manipulation schemes such as spoofing and pumguang, a suddesnap
after a longheld position of linear/nonlineaise or decline in stock prices raises
concerns about tHength of the input. This research explored into this issue by
repeating the same experiment for variable lengths of the diapaiinstancest |

is found that the proposed model remairiact to the detection results in AUC
ignoring minor change imalues for INTC and Microsoft stocks. Although the
research isinable to explain the variations in them but further investigatimn

the same revésthe less volatile nature or a pieweseconstant for a significant

amount of time in them comparedtte rest of the stocks.

5.3.5Conclusion

This chapterpresentstwo computationally intelligent approaches fprice
manipulation detection. The first proposapproach ivased on the blend of
affinity matrix and KDE clustering independent of the annotated ddta.
research aimed at the detection of @iberent types of manipulation schemes

using fully unsupervisedearning. For this purpose, a standard dataset
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(reportedly free from manipulation) is considered and to evaluate the
effectiveness of the approach, it was injected with significamnhber of
manipulativetrade instances. Such a dataset hawdangombination of both
normal and abnormal trades was furtbercessed to compute an affinity matrix
from a small sebf features extracted. An autoencoder-fppagned using the
density distribution of the normal @met was used to extrattte encoded
features while providing the affinity matrix as imput. The encoded data was
then subjected to a proposed KBgproach for clustering and the data instances
left un-clusteredare treated as manipulation. Finally, thi®ained results were
compared with a selection of existing manipulation detedegohniques like
kNN based, PCA based, OCSVM based, anthéansased. In order to check
the robustness of the propossaproach, it was evaluated in terms of AUE, F
Score ad FAR. The approach was also compared with some existing

benchmark research in stock price manipulation detection.

It was observed that the proposed approach clearly outperfaheeskisting
methods in terms of AUC values, improvéid Fscore and redudethe false
positives while avoidinghe annotated data. The significant improvement in
resultscan be attributed to improved learning of the AE usingrifemation
captured by the affinity matrix and preservitng information in the encoded
features. ldwever, there ipossibility to further improve the proposed detection
approactby identifying the type of manipulation being detectecaddition, an
independent selection of some parameters Wikedlow length and threshold

values for feature extractiomalso a matter of future research.

A secondnovel approach towards stock price manipulation detection using
semisupervised learning. A brief review of the updated literature in detecting
market manipulation has also been presented as part of the hesEhaec
proposed model is validated on stock price data from twdifealatasets taken
from LOBSTER project and Bloomberg trading platform at NBS, Newcastle
upon Tyne, UK. A total of 13 different stock were considered based on the
volume and messages geated within a day. These stocks were injected with
manipulative instances mimicking three different types of manipulation

schemes. This research studies a cluster information for stock price manipulation
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Table5.9: Comparison of group Il Stocks in terms 6B8Eore values with a selection of existing manipulation detetgihmiques

F-Score FB NVDA | QUALCOM | EBAY | CSCO| NFLX | SIRIUS | AMD INTC | MSFT | AAPL
tempGAN 0.6937 | 0.6302| 0.7429 0.7549| 0.5849| 0.6420| 0.6990 | 0.6715| 0.5812| 0.7693| 0.565
KPCA-KDE |0.7332 | 0.5647| 0.6888 0.6912| 0.5068| 0.5678| 0.6327 | 0.6057| 0.5255| 0.7083| 0.4997
PCC 0.5582 | 0.2823| 0.4137 0.4733| 0.2946| 0.3422| 0.4291 | 0.3384| 0.3092| 0.6064| 0.2940
BGM 0.3882 | 0.2670| 0.3759 0.2021| 0.6161| 0.2031| 0.2966 | 0.1769| 0.3002| 0.4786| 0.2477
OCSVM 0.2617 | 0.1084| 0.2319 0.0338| 0.4252| 0.0854| 0.1786 | 0.0496| 0.1224| 0.3748| 0.1301

detection where the proposed model learns an-ietationship of normal and

abnormal clusters introduced as a context. The proposed model is a combination

of temporal convolutional network and generative adversarial network designed

to capture the higlevel structure of the data distribution using adependent

similarity metric avoiding the conventional element wise squared reconstruction

error. The model can be considered as a basic endededer network with the

added tempordieature, critical to the stock price manipulation detection. The

proposed model is trained upon a combination of normal amamalous
instances by treating the decoder network BSRPELQDWLRQ R

decoder and a GAN generatdhe resulting output being judged as normal or

fake at thadiscriminator stage.

It is interesting to note that the discriminator outputegeraged by using

convolutional features as the latent spabést providing the updated similarity

DXWRH

measure. This is also laecredited to the exploitation of the time series in a

contextualdomain andclearly establishing a boundary among norraatl

abnormal data samples. It can be easily observedthbaproposed model

outperformed the existing manipulatiashetection techniques in terms of

Table 5.10: Comparison of group Il Stocks in terms of FAR values with a selection of existing manipulation detectioretec

FAR FB NVDA | QUALCOM | EBAY | CSCO| NFLX | SIRIUS | AMD INTC | MSFT | AAPL

tempGAN 0.0366 | 0.0376| 0.0501 0.0345| 0.0397| 0.0418| 0.0407 | 0.0261| 0.0428| 0.0261| 0.0470
KPCA-KDE [0.0570 | 0.0541| 0.0840 0.0521| 0.0625| 0.0471| 0.0663 | 0.0449| 0.0552| 0.0361| 0.0528
PCC 0.5378 | 0.4818| 0.6432 0.5854| 0.5714| 0.5301| 0.5769 | 0.5276| 0.4734| 0.6399| 0.5767
BGM 0.0652 | 0.0383| 0.0496 0.0352| 0.0501| 0.0459| 0.0409 | 0.0518| 0.0420| 0.0350| 0.0491
OCSVM 0.3452 | 0.2481| 0.5814 0.1977| 0.2514| 0.2188| 0.3756 | 0.4487| 0.8033| 0.1409| 0.5644
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improving AUC, Fscore andliminishing false alarm rates. Thebustness of
the proposednodel was also validated over varying input length. Howater,
would be interesting to investigate the dilated TCN maasgkad of EBTCN
employed in this research and to expldhe additional details of order
cancellation af level2 depthof orderbook. Moreoverthe detection can be
further improvedy classifying the detected manipulation into its specific type.
In principle, to further improve the detection performascdjectively identify
the type of the abuse withdagree otertainty.
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Chapter6: ConclusionsandFutureWork

6.1 Summary

Stock market surveillance has gained immense popularity since the market crash
of 2010. Even years after the incident that wiped out nearly $1 trillion of the
market globally in aspan of few minutes, market is still recovering from the
panic and shock that deprived investors of their faith and trust. One of the main
causes of flash crash was manipulative schemes in high frequency trades. To
prevent such incidents and others alik&jor market regulations and policies
over manipulation has been updated regularly and adopted by emerging markets
over the course of time. Despite the agility of the market regulators and
researchers that study and propose algorithms and methodologieitinato
address such issues, market manipulation detection still is an extremely
challenging task for reasons like bias in the detection models using supervised
approaches, models that only address specific manipulative schemes and the
choice of paramets being heuristic, lack of quantitative analysis of
manipulative cases that can describe characteristics/features of manipulated time
series. It is therefore necessary to analyse inherent distribution of stock prices
and consequently propose detectiomgoathms that are independent of
manipulative schemes. The scope of this PhD thesis is focussed on broadly
analysing different cases of trade based manipulation and develop surveillance
algorithms by treating manipulative instances as anomalies considbang

practical limitations of manipulation cases being rare.

To address the issues mentioned throughout the thesis, Chapter 2 presents a
detailed review of literature that first explores manipulative schemes with
example cases along with research thatgmtesl solutions for them either
individually or targeting a few of them as a generic approach. Initially, an
introduction three categories of market manipulation; action based, information
based, and trade based manipulation was presented followed byf dteteart
research that claimed significant improvements in price manipulation detection
rates. A total of five different categories of research ranging fromrBjired

models, detection using decomposition based mixture models, clustering based
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detecton techniques, models using multiple algorithms for comparative analysis
to deep learning models for manipulation detection were presented.
Additionally, anomaly detection approaches that have been frequently used for
time series anomaly detection and qantentially be implemented over stock
prices were also presented. All of the existing research mentioned in this chapter,
either associated with market manipulation detection or anomaly detection were

thoroughly reviewed and limitations of them were higifiled.

Chapter 3 explained manipulation detection using decomposition techniques
including principal component analysis, Dirichlet process Gaussian mixture
models, empirical mode decomposition and kerpahcipal component
analysis. It introduced two nel/detection models using empirical models and
kernel principal component analysis focussed on manipulative schemes like
pump and dump and spoof trading. To address the types of manipulations, case
studies for specific manipulative schemes were studiededenhnt features that

can capture such effects were extractBdsedon the extracted features,
instantaneous mode functions (IMFs) were computed wka&MD algorithm

which are further subjectetb the proposedKDE clustering algorithm for
manipulation detection.The chapter also proposed a detection model using
kernelprincipalcomponent analysis in higher dimensions and scaling the data
points in the kernel space to increase the spread and forwarding this effect onto
the transformed space. Such suglhelps the mukdimensional kernel density
estimation based clustering to group normal and manipulative instances. The
proposed work also discussed issues related to the choice of the kernels,
parameters, and the length of the input samples to be fdk tmodel. The
research presented significant improvements in terms of detection rates and in
reducing false positives. To prove the robustness of the proposed model, several
parameters within the model were also varied and the effect of them on the
resuts were explored. It is found that the proposed model was immune to the

variation and the results were not significartfiected

Chapter 4oresented aitmmune inspired Dendritic Cell Algorithapproach for
detecting stockprice manipulatiorby visualisirg two types of manipulation

schemesxisting in thestock market and strives to work upon their detection
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usingsemisupervised learning. To achieve this, a large open solatedase,
which is known for not having any manipulationingected witha significant
number of artificially generated manipulation instandeghis chapter amall
set ofextracted featurewere categorized int®AMP, Danger and Safe signal
based ormutual information calculated with theutput classThe outputs so
obtained areghen subjected to KDElusteringthat assignslata instances that
form a cluster of unit size as anomalies. It was found thgprilygosed model
outperforms the existing techniquesamomaly detectioandwith the existing
modelsin market manipulation dectionby a significant margin in terms of

AUC andFAR valuesfor the stocks considered.

The proposed approach @wever,limited by the scope of the featuset
considered and can be further improved if the tradimigme information for
eachstock, as a feature can be includ€Eldere is also a need either to vary most
of the heuristicallyselected parameters especially, number of data instances
provided to KDE clustering or an algorithm to implicitly seleath parameters

while maintaining stisfactory results.

Chapter 5 discussed manipulation detection using deep features. The chapter
presents two different approaches for manipulation detection: (a) by learning the
affinity among trades using an autoencoder and (b) by observing every trading
instance under a defined context. In the first model, it was observed that the
PRGHOVY GHWHFWLRQ DFFXUD F\-rél®iédipyardhge\ OHD |
trades i.e., by calculating similarities among stock price instances. An
autoencoder was trained upthe learned affinity matrices for normal trades
using the inherent density estimate as thelikajihood. In the second model,

the overlap between normal and abnormal trades was explored to reduce the
false positives in manipulation detection. A deepnhéng model is proposed that
could learn upon the normal and abnormal behaviour of the stock prices using a
learned similarity metric. The proposed similarity metric is learned by using the
compressed deep features from a temporal convolutional netwhid) forms

the underlying dataset for the generative model. The algorithm potentially
recognised the manipulative instances and helped in reducing the false positives.

The model was validated on real trading orders from LOBSTER project and
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Bloomberg tradig platform, Newcastle Business School (NBS) from New York
Stock Exchange (NYSE).

6.2 Contributions Summary

This thesis contributes to stock price manipulation detection @isedifferent
machine learning approacheshich were published insix conferences and
journals after being pe@eviewedor are under progresbhis section highlights
the limitations and remaining challenge$ the contributionsvhich should be

the objetivesfor future work.

x Chapter 3 presents/o decomposition baseeéchniquedor stock price
manipulationdetectionincluding empirical mode decomposition and
kernel principal component analysBoth approaches were published in
Intellisys Conference+2017, London and IEEE Accedsurnd 2020
respectivelyHowever, the approach was limited in terms of diversity of

features used andck of informative analysis in the transformed domain.

x Chapter 4explains a bianspired approachbf artificial immune system
that translates the processdgftecting a pathogen or any foreign agent
in human bodies to stock price manipulation detection treating the
manipulative instance as a pathogdie proposed approach was
accepted and published intellisys Conference+2018 andIEEE-
Congresson Evolutionary Computing 2019 The approachhowever
impressivein improving the detection rate and reducing false positives
up to a significant levehiled to investigate theverlap anong normal
and abnormal stdc price samplesand needs to work upon better

features.

x Chapter 5adds two contributions stock price manipulation detection
using deep learninghat includestraining an autoencoder using the
affinity amongnormaltrading instancesThe proposed work improves
the detection rate uj a significant levendexpands feature setith
volumeinformation,but robustness of the approastiould be tested by
varying kernel functions The final approacldefines a context under

which a set of trashg instances should be obsertedletect the overlap
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among normal andabnormal trading eventsThe first approachs
publishedn IEEE Joint Conferencen Neural Networkst2020 and the
secondapproach is under progretargeted for IEEE transaction on

Neural Networks.

6.3 Future Work

This thesis proposed five different approaches for detecting stock price
manipulation each with a progressive rise of accuracy in results and a fall in false
positives. The research mentioned a@etedto include three mapulative
schemes in an attempt to make each approach generic towards detection.
However, despite the approaches there are few potential issues that should be

included in any future work.

x A transformation technique that allows alteration in the inherent
probability distribution of the raw features

This thesis introduced the ndinear transformation of input features into
principal components of higher dimensions using adaptive KPCA algorithm.
Further to whichthe transformed principal components, weratid by a multi
dimensional clustering technique. However, the clustering technique could have
also been applied to the input features and the results would not have been much
different if a conventional KPCA method had been used. The reason here is that
KPCA does not add much complexity to the probability distribution of the
transformed components. Therefore, a future work should include a
transformation technique that allows more informative insight into the

transformed features density distribution.

x Creating a labelled database of stock price manipulation

It is highly necessary in this modern era of digitalisation and computational
efficiency that a labelled database highlighting normal and abnormal trades is
available across all of the major stock exdes in the world. It would be
extremely helpful in quantitative analysis of the data and create an ease of model
training, evaluation and testing of the proposed approaches. More importantly,
as the trading events evolve very quickly in any financial etagkcomparative

analysis with the labelled dataset would help understand the context associated
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with the changing manipulative trades and could lead to more robust models for

stock price manipulation detection.

x Non-heuristic selection of kernel functions

Throughout this thesis multiple approaches have applied kernel density
estimation based clustering techniques both in unidimensional and multi
dimensional. However, for future work the performance of the proposed
approaches can also be evaluated by vgrthe kernel functions in estimating

the density distribution and further clustering the input.

x Real time detection of stock price manipulation

In financial markets, the role of regulatory authorities is questioned if it takes an
exhaustive amount of tim® detect a manipulative instant. It should also be
noted that for major market exchanges, the amount of trades -afi@ch the
amount of manipulative trades are significantly large. It would be an outstanding
contribution to the field if reaime detetion of stock manipulation is attempted

as future work using computationally intelligent techniques.

137|Page



References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

Financial Conduct Authority: MAR 1.6 Market Abuge,C. A.London,
2014.

T. C. W. Lin, "The New Market ManipulationEmory Law Journal
vol. 66, pp. 12531314, 2017.

F. Allen and D. Gale, "Stock Price ManipulatioriThe Review of
Financial Studiesyol. 5, no. 3, pp. 50328, 1992.

J. Bates, "Post Flash Crash, Regulators 8xé Bicycles to Catch
Ferraris: Blaming the Flash Crash on a UK man who lives with his
parents is like blaming lightning for starting a firéfaders Magazine
Online Newsvol. April 24, 2015.

M. J. Aitken, F. H. Harris, J. B. McKinnon, D. Cumming, T.i8mand

K. Venkataraman, "TradBased Manipulation and Market Efficiency:
A CrossMarket Comparison Chair of Capital Markets Technologies,"
224 Australasian Finance and Banking Conference
pp. 143, November2009.

D. Y. Yeung and Y. Ding, "HosBased Intrusion Detection Using
Dynamic and Static Behavioral Models 1 Intrusion Detection Problems,"
Pattern Recognitioryol. 36, no. 1, pp. 22243, 2003.

X. Ding, Y. Li, A. Belatreche, and L. P. Maguire, "Afxperimental
Evaluationof Novelty Detection Methods Neurocomputingyol. 135,

pp. 313327, 2014.

S. Neupane, S. G. Rhee, K. Vithanage, and M. Veeraraghavan,-'"Trade
based manipulation: Beyond the prosecuted casésyrnal of
Corporate Financeyol. 42, pp. 115130, 2017.

Z. Wei, J. Xun, and X. Wang, "Orelass ClassificatioiBased Finance
News Story RecommendatignJournal of Computational Information
Systemsyol. 6, pp. 16251631, 2009.

E. J. Lee, K. S. Eom, an&K. S. Park, "MicrostructurBased
Manipulation: Strategic Behavior and Performancef Spoofing
Traders,"Journal of Financial Marketsyol. 16, no. 2, pp. 22252,
2013.

138|Page



[11]
[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

SEC vs Hold Brothersitigation Release No. 67924, 2012.

B. Theodoulidis and D. Diaz, "Financial Markets Monitoring and
Surveillance: A Quote Stuffing Case Stud$SRN Electronic Journal,
2012.

"SEC vs AT@&apital LLC.," ed, 2019, pp.-100.

N. Hautsch and R. Huang, "The market impact of a limit ordeytnal
of Economic Dynamics and Contrebl. 36, no. 4, pp. 56522, 2012.
Nanex, Denver, CO, USA. (2012). Whadvole is Manipulation
[Online]. Available: http://www.nanex.net/aqck2/3598.html

SEC vs Lidingo Holdings LLC et dl. S. S. A. E. COMMISSION
Litigation No. 1#cv-01600, 2017.

Y. S. AbuMostafa, A. F. Atiya, M. Magdoitsmail, and H. White,
“Introduction to the Special Issue on Neural Networks in Financial
Engineering,"IEEE Transactions Neural Networkspl. 12, no. 4, pp.
653656, 2001.

I. Domowitz, Market abuse and surveillanc&oresight: EIAL17).
Economic Impact Assessment Foresi@uvernment Office for
Science, 2012, pp-22.

S. Friederich and R. Payne, "Comptitesed trading and market abuse,"
Driver Review DR20, Foresight, Goveram Office for Sciencgp. -
36, 2012.

SEC vs Lek Securities CorporatiolS Securities and Exchange
Commission Litigation No. 1-¢v-01789, 2017.

SEC vs CSIR Group LLOS Securities and Exchange Commisseh
2018, p. 24113.

SEC vs Mustafa David Sayid). S. Scurities and Exchange
CommissionLitigation Release No. 23805, 2017.

"Amgen \s Connecticut Retirement Plans and Trust S. Ct.vol. 133,
ed: Supreme Court, 2013, p. 1184.

"Basic Inc. v. Levinson," inJSvol. 485, ed:Supreme Court, 1988, p.
224,

"United States v. Stein," iff. 2d vol. 456, ed: Court of Appeals"®?
Circuit, 1972, p. 844.

139|Page



[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

R. R. Solicitors, "A primer on Market Manipulation Regulations in the
U.S. and U.K.," ed: Rahman Ravelli, 2021, ppt3l

H. Rept111-517- Dodd-Frank Wall Street Reform and Consumer
Protection ActG. U. S. G. P. Office, 2010.

"Regulation No. 596/2014 of the European Parliament andhef
Councilon Market Abuse,Official Journal of the European Uniowol.
2013, no. April pp. 161, 2014.

B. Rizvi, A. Belatreche, A. Bouridane, and I. Watson, "Detection of
Stock Price Manipulation Using Kernel Based Principal Component
Analysis and Multivariate Density EstimationEEE Accessyol. 8, pp.
135989136003, 2020.

B. Rizvi, A. Belatreche, and Bouridane, "A Dendritic Cell Immune
System Inspired Approach for Stock Market Manipulation Detection,"
2019 IEEE Congress on Evolutionary Computation, CEC 2019
Proceedings2019 pp. 33253332.

B. Abbas, A. Belatreche, and A. Bouridane, "Stock Pricaimadation
Detection Using Empirical Mode Decomposition Based Kernel Density
Estimation Clustering Method," imtelligent Systems and Applications:
Intellisys Cham, 2018, pp. 85866

B. Rizvi, A. Belatreche, and A. Bouridane, "Immune Inspired Dendritic
Cell Algorithm for Stock Price Manipulation Detection,” Cham, 2019,
pp. 352361.

B. Rizvi, A. Belatreche, A. Bouridane, and K. Mistry, "Stock Price
Manipulation Detection based on Autm®der Learning of Stock Trades
Affinity," Proceedings of the International Joint Conference on Neural
Networks2020.

"Securities and Exchange Commission 2015: Case:d-15456," ed,
2015.

R. Aggarwal, B. Gerard, J. Sokobin, and A. V. Thakor, "Stockkigla
ManipulationTheory and Evidence,"Capital Markets: Market
Microstructure eJournal,no. November 2019, 2003.

M. J. White, "The SEC in 2014ih 415 Annual Securities Regulatipn

Institute Coronado, California.

140|Page



[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

"SEC vs Diversified Corp,US Securitie and Exchange Commissjon
ed, 2004.

"SEC vs Whittemore," irF. 3d vol. 659, Court of Appeals, Dist. of
Columbia Circuit, 2011p. 18.

"US v. Delgado," inF. 3dvol. 672, ed: Court of Appeals, 5th Circuit,
2012, p. 320.

F. Gonzalez, "AStudy of Artificial Immune Systems Appliedo
Anomaly Detectiof Doctor of Philosophy, The University of
Memphis,May 2003.

V. Lee and X. ¥ang "An Artificial Imnmune System Based Learning
Algorithm for Abnormal or Fraudulence Detection in Data Stream,”
presented at the 5th WSEAS International Conference on Applied
Computer Science, Hangzhou, China;1B5April 2006.

W. Zejun, C. Jia, Y. HuanL. Lin, and W. Xiran, "An Atrtificial
Immune Model for Abnormal Fluctuation of Stock Price," 2608
International Symposium on Computational Intelligence and Design
2008, vol. 1, pp. 27277.

V. Lee and X. Yang, "Arrtificial Immune System Approach fé&teat
Time Discoveryof Rare Patterns In Data Streard/SEAS Transactions
on Systemsjol. 5, no. 6, pp. 1476481, 2006.

H. Qi and J. Wang, "Model for Mining Outliers from Complex Data
Sets; in Proceedings of the 2004 ACM symposium on Applied
computing 2004, pp. 59%599.

C. Luo, Y. Zhao, L. Cao, Y. Ou, and C. Zhang, "Excepiining on
Multiple Time Series in Stock Markétin 2008 IEEE/WIC/ACM
International Conference on Web Intelligence and Intelligent Agent
Technology2008, vol. 3, pp. 69693: IEEE.

F. Yang, H. Yang, and M. Yang, "DiscriminatiohChina'sStock Price
Manipulation Based on Primary Component Analydioceedings of
2014 IEEE International Conference on Behavioral, Economic, Socio
Cultural Computing, BESC 20149. 11, 2014.

Y. Cao, Y. Li, S. Coleman, A. Belatreche, and T. M. McGinnity, "A

Hidden Markov Model with Abnormal States for Detecting Stock Price

141|Page



Manipulation" Proceedings 2013 IEEE International Conference on
Systems, Man, and Cybernetics, SMC 2pp330143019,2013.

[48] LOBSTER project, Atlanta, GA, USA. Limit Order Book System, 2012
[Online]. Available|https://lobsterdata.com/info/DataSamples)php

[49] G. K. Palshikar and M. M. Apte, "Collusid@et Detection Using Graph
Clustering" Data Mining and Knowledge Discovemngl. 16, no. 2, pp.
135164, 2008.

[50] M. N. Islam, S. M. R. Haque, K. M. Alam, and M. Tarikuzzaman, "An

Approach to Improve Collusion Set 2etion UsingMICL Algorithm,"
ICCIT 2009- Proceedings of 2009 12th International Conference on
Computer and Information Technologw. Iccit, pp. 23+242, 2009.

[51] Z. Ferdousi and A. Maeda, "Unsupervised Outlier Detection in Time
Series Data,"22nd Interngional Conference on Data Engineering
Workshops ICDEWOp. 121, 2006.

[52] Y. Kim and S. Y. Sohn, "Stockraud Detection Using Peer Group
Analysis" Expert Systems with Applicationgl. 39, no. 10, pp. 8986
8992, 2012.

[53] D. Diaz, B. Theodoulidis, and P. Sanma'Analysisof Stock Market
Manipulations Using Knowledge Discovery Techniques Applied to
Intraday Trade Price" Expert Systems with Applicationgl. 38, no.

10, pp. 1275712771, 2011.

[54] + gJeW 0 O 'RJDQD\ DQG 5 StocWrPoddV 3'HW!
Manipulation inan Emerging MarketThe Case Of 7 XUNH\ =~ ([SHUW
Syst. Appl., vol. 36, no. 9, pp. 11944949, 2009

[55] T. Leangarun, P. Tangamchit, and S. Thajchayapong, "Stock Price
Manipulation Detection using a Computational Neural Network Model,"
8th Internatonal Conference on Advanced Computational Intelligence,
pp. 337341, 2016.

[56] Q. Wang, W. Xu, X. Huang, and K. Yang, "Enhancingaday Stock
Price Manipulation Detection by Leveraging Recurrent Neural
Networks With Ensemble LearnifigN\eurocomputingyol. 347, pp. 46
58, 2019.

142|Page



[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

V. Chandola, A. Banerjee, and V. Kumar, "Anomdhgtection: A
Survey" ACM Computing Surveys (CSUR9I. 41, no. September, pp.
1-58, 2009.

B. Scholkopf, J. C. Platt, J. Shawaylor, A. J. Smola, and R. C. J. N.
c. Williamson, "Estinating the Supportof A High-Dimensional
Distribution," Neural Computationvol. 13, no. 7, pp. 1443471, 2001.

G. L. Grinblat, L. C. Uzal, and P. M. J. e. s. w. a. Granitto, "Abrupt
Change Detection with Or@lass TimeAdaptive Support Vector
Machines" vol. 40, no. 18, pp. 7242249, 2013.

T. Harris, "QuantitativeCredit Risk Assessment Using Support Vector
Machines:Broad VersusNarrow Default Definitions" vol. 40, no. 11,
pp. 44044413, 2013.

S. Ramaswamy, R. Rastogi, and K. Shim, "Effiti&tgorithms for
Mining Outliers from Large Data Set$n Proceedings of the 2000 ACM
SIGMOD international conference on Management of da@®0, pp.
427-438.

M. M. Breunig, H:P. Kriegel, R. T. Ng, and J. Sander, "LOF:
Identifying DensityBased Local Otliers," in Proceedings of the 2000
ACM SIGMOD international conference on Management of, &80,
pp. 93104.

K. Zhang, M. Hutter, and H. Jin, "New Local Distanc#3ased Outlier
Detection Approach for Scattered R&dbrld Datg" in Pacific-Asia
Confereace on Knowledge Discovery and Data Mini2g09, pp. 813
822

Y. Li, X. J. C. Zhang, and I. L. Systems, "Diffusidaps Based K
NearestNeighbor Rule Technique for Semiconductor Manufacturing
Process Fault DetectidnChemometrics and Intelligent Laborayo
Systemgsvol. 136, pp. 457, 2014.

C. M. Bishop Pattern Recognition and Machine Learning (Information

Science and StatisticsypringefVerlag, 2006.

G. Miunz, S. Li, and G. Carle, "Traffi@nomaly Detection Using K
Means Clustering in GI/ITG Workshp MMBnet 2007, pp. 13.4.

143|Page



[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[77]

[78]

S. Z. Li and A. Jain, "MahalanobiBistance,” inEncyclopedia of
Biometrics. Springer US, Boston, M3pringer, 2009, p. 953.

H. S. Bhat and N. J. E. J. 0. O. R. Kumar, "Optinicing Under a
Normal Mixture Distribution Derivedrom The Markov Tree Mode)J"

vol. 223, no. 3, pp. 76274, 2012.

E. Bigdeli, M. Mohammadi, B. Raahemi, and S. Matwin, "Incremental
Cluster Updating UsingGaussian Mixture Model" in Canadian
Conference odrtificial Intelligence 2015, pp. 264272

Lishuai Li, R. John Hansman, Rafael Palacios, and Roy Welsch.
"Anomaly Detectionvia aGaussian Mixture Modédbr Flight Operation
And Safety Monitorind' Transportation Research Part C: Emerging
Technologiesvol. 64, 2016, pp. 457.

C. Pirrong, "TheEconomics of Commodity Market ManipulatioA
survey,"Journal of Commodity Marketspl. 5, no. February, pp-17,
2017.

D. Cumming and M. Aitkentligh Frequency Trading and End of Day
Manipulation (Driver Review DR22). UK: Goverment Office for
Science, 2012.

L. C. Matioli, S. R. Santos, M. Kleina, and E. A. Leite, Mew
Algorithm for Clustering Basedn Kernel Density Estimatigh Journal

of Applied Statisticsjol. 45, no. 2, pp. 34366, 2018.

T. Fawcett, "An introduction to ROC analysigYattern Recognition
Letters,vol. 27, no. 8, pp. 86874, 2006.

S. Alexander, O. Mangasarian, and B. J. T. R. Scholkopf, "Sparse kernel
feature analysis," 1999.

L. C. Matioli, S. R. Santos, M. Kleina, and E.l&ite, "A new algorithm

for clustering based on kernel density estimatidofirnal of Applied
Statisticsyol. 45, no. 2, pp. 34366, 2017.

R. M. Neal, "Markov chain sampling methods for Dirichlet process
mixture models,'Journal of computational graptal statistics\vol. 9,

no. 2, pp. 24265, 2000.

Y. Cao, Y. Li, S. Coleman, A. Belatreche, and T. M. McGinnity,

"Adaptive hidden Markov model with anomaly states for price

1l44|Page



[79]

[80]

[81]

[82]

[83]

[84]

[85]

[86]

[87]

[88]

manipulation detection,/JEEE Transactions on Neural Networks and
Learning Systemspl. 26, no. 2, pp. 313830, 2015.

l. Jolliffe, Principal Component Analys{§pringer series in Statistics).
Springer, 2011, pp. 1094096.

H. Abdi and L. J. Williams, "PrincipaComponent Analysi$ Wiley
interdisciplinary reviews: computational statcsd,vol. 2, no. 4, pp. 433
459, 2010.

G. C. Ranger and F. B. Alt, "Choosing principal components for
multivariate statistical process controGobmmunications in Statistics
Theory and Methodsol. 25, no. 5, pp. 96922, 1996.

M. L. Shyu, S. C. Chen, K. Sarinnapakorn, and L. Chang, "A Novel
Anomaly Detection Scheme Based on Principal Component Classifier,"
3rd IEEE International Conference on Data Minintp. 03, pp. 353
365, 2003.

E. Haven, X. Liu, and L. Shen, "Endoising Opton Prices with The
Wavelet Method' European Journal of Operational Researetl. 222,

no. 1, pp. 104112, 2012.

D. Donoho, I. Johnstone, and I. M. Johnstone, "Ideal Spatial Adaptation
by Wavelet Shrinkage Biometrika,vol. 81, pp. 425455, 1993.

N. E. Huanget al, "The empirical mode decomposition and the Hilbert
spectrum for nonlinear and natationary time series analysis,"
Proceedings of the Royal Society A: Mathematical, Physical and
Engineering Sciencespl. 454, no. 1971, pp. 96205, 1998.

D. P. Mandic, Z. Wu, and N. E. Huang, "Empirical Mode
DecompositiorBased Time-requency Analysis of Multivariate
Signals,"IEEE Signal Processing Magazingl. 30, no. 6, pp. 786,
2013.

L. Hong, "Decomposition and forecast for financial time series with
high-frequency based on empirical mode decompositidiergy
Procedia,vol. 5, pp. 13331340, 2011.

D. Labate"Empirical Mode Decomposition vs Wavelet Decomposition
for the Extraction of Respiratory Signal from Sin@leannelECG: A

145|Page



[89]

[90]

[91]

[92]

[93]

[94]

[95]

[96]

[97]

[98]

Comparison,"IEEE Sensts Journal,vol. 13, no. 7, pp. 2668674,
2013.

J. Tse, X. Lin, and D. Vincent, "HighFrequency Trading
Measurement, Detection and Respon€gedit Suisse, Zurich,"” in
"Technical Report " 2012.

F. Allen and G. Gorton, "Price Manipulation, Market Microsttuwe and
Asymmetric Information,'European Economic Reviewgl. 36, no. 2t

3, pp- 624630, 1992.

D. Giannone, M. Lenza, and G. E. Primiceri, "Economic Predictions
with Big Data: The lllusion of SparsityCEPR Discussion Papensp.
12256, pp. 125, 2017.

Y. K. Kwok, Mathematical Models of Financial Derivative®'? ed
SpringerVerlag Berlin Heidelberg2008, p. 530.

T. Kourti and J. F. MacGregor, "Process analysis, monitoring and
diagnosis, using multivariate projection methodstiemometrics and
Intelligent Laboratory Systemgl. 28, no. 1, pp.-21, 1995.

Q. Wang, "Kernel Principal Component Analysis and its Applications in
Face Recognition and Active Shape ModelSgRR,vol. abs/1207.3,
2012.

B. Scholkopf, A. Smola, and K. R. M, "Nonlinear Compon&nalysis

as a Kernel Eigenvalue ProblenrNeural Computing and Applications,
vol. 10, pp. 1299319, 1998.

K. Heafield, "Detecting Network Anomalies With Kernel Principal
Component Analysis,Pasadena, CA, Mayp. 116, 2006.

W. Li, H. H. Yue, S. ValleCervantes, and S. J. Qin, "Recursive PCA for
adaptive process monitoringJournal of Process Controljol. 10, no.

5, pp. 471486, 2000.

J. Ni, C. Zhang, S. X. Yang, S. Member, and A. Higiitage, "An
Adaptive Approach Based on KPCA and SVM for R&ehe Fault
Diagnosis of HVCBs,'|[EEE Transactions on Power Deliveryol. 26,

no. 3, pp. 1964971, 2011.

146|Page



[99]

[100]

[101]

[102]

[103]

[104]

[105]

[106]

[107]

[108]

[109]

Z. |. Botev, J. F. Grotowski, and [P. Kroese, "Kernel density
estimation via diffusion,Annals of Statisticsjol. 38, no. 5, pp. 2916
2957, 2010.

M. Thomas, K. D. Brabanter, and B. D. Moor, "New bandwidth selection
criterion for Kernel PCA: Approach to dimensionality reduction and
classification problems BMC Bioinformaticsyol. 15, no. 1, 2014.

B. Y. G. R. Terrell and D. W. Scott, "Variable KelnBensity
Estimation,"Annals of Statisticgol. 20, no. 3, pp. 1236265, 1992.

M. C. Jones and D. F. Signorini, "A comparison of highweter bias
kernel density estimators,'Journal of the American Statistical
Associationyol. 92, no. 439, pp. 1068073, 1997.

J. S. Marron and M. P. Wand, "Exact Mean Integrated Squared Error,"
The Annals of Statisticgpl. 20, no. 2, pp. 72236, 1992.

M. P. Wand and M. C. Jones, "Comparison of smoothing
parameterizations in bivariate kernel density estimatidotral of the
American Statistical Associatiompl. 88, no. 422, pp. 52628, 1993.

B. B. Maillet and P. M. Merlin "Outliers Detection, Correction of
Financial TimeSeries Anomalies and Distributional Timing for Robust
Efficient HigherOrder Moment Asset Adications,"SSRN Electronic
Journal,2009.

H. Hoffmann, "Kernel PCA for novelty detectioriRattern Recognition,
vol. 40, no. 3, pp. 86874, 2007.

L. Cao, Y. Ou, and P. S. Yu, "Coupled Behavior Analysis with
Applications,"IEEE Transactions on Knowledgedbata Engineering,
vol. 24, no. 8, pp. 1378392, 2012.

K. Golmohammadi, O. R. Zaiane, and D. Diaz, "Detecting stock market
manipulation using supervised learning algorithr2914 International
Conference on Data Science and Advanced Analytics (DPpAY35

441, 2014.

R. A. Craig and L. Liao, "Phylogenetic tree information aids supervised
learning for predicting proteiprotein interaction based on distance
matrices,"BMC Bioinformaticsyol. 8, no. 1, p. 6, 2007.

147|Page



[110]

[111]

[112]

[113]

[114]

[115]

[116]

[117]

[118]

[119]

[120]

I. Smal, M. Loog, W. Niessen, and E. leing, "Quantitative
comparison of spot detection methods in fluorescence microscopy,”
IEEE Transactions on Medical Imagingol. 29, no. 2, pp. 28301,
2010.

J. Wu and X. Zhang, "Maximum Margin Clustering Based Statistical
VAD With Multiple ObservationCompound Feature,lJEEE Signal
Processing Lettersol. 18, no. 5, pp. 28286, 2011.

P. E. Evangelista, M. J. Embrechts, P. Bonissone, and B. K. Szymanski,
"Fuzzy ROC curves for unsupervised nonparametric ensemble
techniques,"” presented at the Proceexli@Q05 IEEE International Joint
Conference on Neural Networks, Montreal, QC, Canada, 2005.

R. Kharghanian, A. Peiravi, and F. Moradi, "Pain detection from facial
images using unsupervised feature learning approaci016 38th
Annual International Comfrence of the IEEE Engineering in Medicine
and Biology Society (EMBC2016, pp. 41222

A. G. Roy and D. Sheet) DASA: \ Domain Adaptation in Stacked
Autoencoders using Systematic Dropo@@RR vol. abs/1603.0, 2016.

S. Wang, D. Li, N. Petrick, B. &@mer, M. G. Linguraru, and R. M.
Summers, "Optimizing area under the ROC curve using-sep@rvised
learning.,"Pattern recognitionyol. 48, no. 1, pp. 27887, 2015.

J. H. McDonald,Handbook of Biological StatisticsSparky House
Publishing,vol. 2, pp 6-59, 2009

S. Chawla and A. Gionis, “ineans: A Unified Approach to Clustering
and Outlier Detection,” pp. 18207, 2013.

P. Matzinger, "The danger model: a renewed sense of Seighceyol.
296, no. 5566, pp. 36305, 2002.
"SEC on Pump Scheme,” ,ed 2017, pp. 150.

https://www.sec.qov/rss/your money/pump and dump.htm

M. Mokhtar, R. Bi, J. Timmis, and A. M. Tyrrell, "A modified dendritic
cell algorithm for odine error detection in robotic systems," 2009
IEEE Congress on Evolutionary Computati@EC), 2009, pp. 2055
2062

148|Page



[121]

[122]

[123]

[124]

[125]

[126]

[127]

[128]

[129]

[130]

[131]

J. Greensmith, "The Dendritic Cell Algonith" Thesis for the Degree of
Doctor of Philosophyno. October, pp.-B16, 2007.

E. Alizadeh, N. Meskin, and K. Khorasani, @endritic Cell Imnmune
System Inspired Schenfer Sensor Fault Detectioand Isolationof
Wind Turbines,"IEEE Transactions on Indtrial Informatics,vol. 14,

no. 2, pp. 54%55, 2018.

Z. Chelly and Z. Elouedi, "From the general to the specific: Inducing a
novel dendritic cell algorithm from a detailed statehe-art review,"
International Journal of Pattern Recognition Artificiatelligence vol.

30, no. 03, p. 1659009, 2016.

S. Forrest, A. S. Perelson, L. Allen, and R. Cherukuri, “Betfself
discrimination in a computer,"” iRroceedings of 1994 IEEE computer
society symposium on research in security and privh@94, pp. 202
212

J. Kim and P. J. Bentley, "An evaluation of negative selection in an
artificial immune system for network intrusion detection,” in
Proceedings of the 3rd Annual Conference on Genetic and Evolutionary
Computation 2001, pp. 1330.337.

N. Elisa, L. Yang, and N. Naik, "Dendriti€ell Algorithm with
Optimised Parameters Using Genetic Algorithnin 2018 IEEE
Congress on Evolutionary Computation (CE@)18, pp. 8.

F. Gu, "Theoreticabnd Empirical Extensionef The Dendritic Cell
Algorithm,” Citeseer, 2011.

F. Gu, J. Greensmith, R. Oates, and U. AickelirCAP4 DCA: The
Application of Principal Component Analyste The Dendritic Cell
Algorithm," Available at SSRN 2830352009.

Z. Chelly and Z. Elouedi, "RSDCA: A Dendritic Cell Algorthm
Based on Rough Set Thedryn International Conference on Neural
Information Processing2012, pp. 48@87.

Z. Chelly and Z. Elouedi, "/ASurvey of The Dendritic Cell Algorithrh
Knowledge and Information Systemsl. 48, no. 3, pp. 560535,2016.

T. M. Cover and J. A. Thomas, "Elements of Information Theory, 2nd E
dition," ed: New York, Wileylnterscience, 2006.

149|Page



[132]

[133]

[134]

[135]

[136]

[137]

[138]

[139]

[140]

A. A. Margolinet al, "ARACNE: An Algorithm for The Reconstruction
Of Gene Regulatory Networks In A Mammalian Cellular Context
BMC bioinformatics 2006, vol. 7, no. 1, pp-15.

B. W. SilvermanDensity Estimation for Statistics and Data Analysis
Routledge2018, pp. 1175.

B. Abbas, O. Farooqg, Y. Uzzaman, A. A. Khan, and A. L. Vyas,
"Enhancing Classification Accuracy of WristdMement by Denoising
SEMG signals,'in 35th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBC), Osaka. Japan,
2013 pp. 57625764.

J. Kim, P. Bentley, C. Wallenta, M. Ahmed, and S. Hailes, "Danger is
ubiquitous:Detecting malicious activities in sensor networks using the
dendritic cell algorithm,” ininternational Conference on Atrtificial
Immune System2006, pp. 394103

R. Jarrow, S. Fung, and S. C. Tsai, "Bmpirical Investigation of Large
Trader Market Maniplation in Derivatives Market$ Review of
Derivatives Researchpl. 21, no. 3, pp. 33874, 2018.

V. Alex, K. Vaidhya, S. Thirunavukkarasu, C. Kesavadas, and G.
Krishnamurthi,  "Semisupervised Learning Using  Denoising
Autoencoders for Brain Lesion Detemtiand SegmentatigihJournal of
Medical Imagingyol. 4, no. 4, p. 041311, 2017.

M. Sakurada and T. Yairi, "AnomalRetection Using Autoencoders
with Nonlinear Dimensionality Reductignin Proceedings of the
MLSDA 2014 2nd workshop on machine learning gensory data
analysis 2014, pp. 411.

R. Abdulhammed, M. Faezipour, A. Abuzneid, and A. AbuMallouh,
"Deep and Machine Learning Approaches for Anortédged Intrusion
Detection of Imbalanced Network TraffidEEE Sensors Letterspl.

3, no. 1, pp. #4,2018.

T. Amarbayasgalan, B. Jargalsaikhan, and K. H. Ryu, "Unsupervised
Novelty Detection Using Deep Autoencoders with DenBigged
Clustering" Applied Sciencespol. 8, no. 9, p. 1468, 2018.

150|Page



[141]

[142]

[143]

[144]

[145]

[146]

[147]

[148]

[149]

[150]

[151]

D. Singh and C. K. Mohan, "Deep Spaliemporal Representati for
Detection of Road Accidents Using Stacked AutoencoddtEE
Transactions on Intelligent Transportation Systewwd, 20, no. 3, pp.
879887, 2019.

C. Zhou and R. C. Paffenroth, "Anomaly Detection with Robust Deep
Autoencoders,” iInKDD '17: 23rd ACM SIGKDD International
Conference on Knowledge Discovery and Data MiniHglifax NS
Canada, 2017, pp. 66574

J. Shi and J. Malik, "Normalize@uts and Image SegmentatjoifEEE
Transactions on pattern analysis machine intelligemok,22, no. 8, pp.
888-905, 2000.

Y. Weiss, "Segmentatioblsing Eigenvectors: A Unifying View in
Proceedings of the seventh IEEE international conference on computer
vision, 1999, vol. 2, pp. B5-982

X.Y. Stella and J. Shi, "MulticlasSpectral Clustering in Proceedings
Ninth IEEE International Conference on Computer Vis003, vol .1,
pp. 313319.

G. Alain and Y. Bengio, "WhaRegularized AuteEncoders Learn from
The DataGenerating Distbution,” The Journal of Machine Learning
Researchyol. 15, no. 1, pp. 3563593, 2014.

F. R. Chung and F. C. Grahatt§pectralGraph Theory, American
Mathematical So¢gno. 92 1997.

X. J. Zhu, "SemiSupervised Learning Literature Suryeg005.

Available onlinefhttps://pages.cs.wisc.edu/~jerryzhu/pub/ss|_survel.pdf

K. Konda, R. Memisevic, and D. Krueger, "ZéBtas Autoencoders and
The Benefitsof Co-Adapting Feature$ arXiv preprint 1802.10560
2014.

N. Kourentzes, D. K. Barrow, and S. F. Crone, "Neuxatwork
Ensemble Operators for Time Series Forecagtibgpert Systems with
Applicationsyvol. 41, no. 9, pp. 4238244, 2014.

A. B. L. Larsen,S. K. Snderby, H. Larochelle, and O. Winther,
"AutoencodingBeyond Pixels Using a Learned Similarity Mettig3rd

151|Page



International Conference on Machine Learni{i®@@ML) 2016 vol. 4, pp.
2341--2349.

[152] K. Bardool, T. Tuytelaars, and J. Oramas,S¢stematic Analysis of a
Context Aware Deep Learning Architectufer Object Detectior!
CEUR Workshop Proceedingsl. 2491, pp. 415, 2019.

[153] C. Lea, M. D. Flynn, R. Vidal, A. Reiter, and G. D. Hager, "Temporal
Convolutional Networks for Action Segmentatiaand Detection"
Proceedings 30th IEEE Conference on Computer Vision and Pattern
RecognitionCVPR), 2017,pp. 10031012.

[154] J. M. Joyce, "KubackLeibler Divergence," International
Encyclopedia of Statistical Sciene®). 720, p. 722, 2011.

[155] I. Goodfellow et al, "GenerativeAdversarial Nets presented at the
Advances in neural information processing systems, 2014.

[156] J.Y.Zhu, T. Park, P. I$®, and A. A. Efros, "Unpairelinage To-Image
Translation Using Cyck€onsistent Adversarial NetworKs in
Proceedings of the IEEE international conference on computer yision
2017, pp. 2222232.

[157] T. Karras, S. Laine, and T. Aila, "8tyle-Based Generatdkrchitecture
for Generative Adversarial Networksn Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognit®19, pp.
4401-4410.

[158] T. Schlegl, P. Seebdck, S. M. Waldstein, U. Schyiidiarth, and G.
Langs, "UnsuperviseAnomaly Detection with Generative Adversarial
Networksto Guide Marker Discovery in International conference on
information processing in medical imagin@017, pp. 14457:
Springer.

[159] S. Reed, Z. Akata, X. Yan, L. Logeswaran, B. Schiele, and H. Lee,
"Generative Adversarial Text to Image SyntheSisn International
Conference on Machine Learning016, pp. 1064069

[160] C. Lediget al, "PhoteRealistic Single Image Sup&esolution Using
a Generative Adversarial Netwgtkin Proceedings of the IEEE

152|Page



[161]

[162]

[163]

[164]

[165]

[166]

[167]

[168]

[169]

conference on coputer vision and pattern recognitip8017, pp. 4681
4690.

M. Kliger and S. Fleishman, "Novelty Detection with GANXiv
preprint arXiv:1802.1056(2018.

T. Salimans, |. Goodfellow, W. Zaremba, V. Cheung, A. Radford, and
X. Chen, "ImprovedTechniques forTraining GANS," Advances in
neural information processing systemsl. 29, pp. 2234242, 2016.

Z. Dai, Z. Yang, F. Yang, W. W. Cohen, and R. Salakhutdif@ood
SemiSupervised Learning That Requires a B2AIN," arXiv preprint
arXiv:.09783,2017.

J. Zhai, Y. Cao, and X. Ding, "Dagenalytic Approach for Manipulation
Detection In Stock Market Review of Quantitative Finance and
Accountingyol. 50, no. 3pp. 897932, 2018.

NANEX, Denver, CO, USA. (2013). Exploratory Tradihop 8 HFT
Take Liquidity 59% of the Time [Online]. Available:
http://www.nanex.net/aqck2/4136.html

C. Lea, R. Vidal, A. Reiter, and G. D. Hager, "Temporal Convolutional
Networks: A Urfied Approach to Action SegmentationEuropean
Conference on Computer Visiorgl. abs/1608.0, pp. 454, 2016.

S. W. Fu, T. W. Wang, Y. Tsao, X. Lu, and H. Kawai, "Hr@End
Waveform Utterance Enhancement for Direct Evaluation Metrics
Optimization by Fully Convolutional Neural Networks,|[EEE/ACM
Transactions on Audio, Speech, Language Processmhg,6, no. 9, pp.
15701584, 2018.

D. Pokrajac, A. Lazarevic, and L. J. Latecki, "Incremehtadal Outlier
Detectionfor Data Stream$in 2007 IEEE sympasm on computational
intelligence and data minin@007, pp. 504615

R. Domingues, M. Filippone, P. Michiardi, and J. Zouaoui, "A
Comparative Evaluation of Outlier Detection AlgorithriEscperiments
andAnalyses' Pattern Recognitiorvol. 74, pp406421, 2018.

153|Page



[170]

[171]

[172]

[173]

[174]

[175]

[176]

L. Liu et al "Clustering and Hybrid Genetic Algorithm based Intrusion
Detection Strategy, " Indonesian Journal of Electrical Engineering and
Computer Scienceol. 12, pp.762770, 2012.

Soodeh Hosseini and Seilani Hossein, "AnomBhpcessDetection
Using Negative Selection Algorithm and Classification Technigles
Evol. Syst. vol. 12, pp. 76978, 2021.

C.A. Laurentys, G. Ronacher, R.M. Palhares, W.M. Caminhas, "Design
of an Artificial Immune System for fault detection: A Negative Selectio
Approach”, Expert Syst. App., vol. 3Fp.5507%5513, 2010.

l. Idris, A. Selamat, S. Omatu, "HybriEimail Spam Detection Model
with Negative Selection Algorithnand Differential Evolutiot, Eng.
Appl. Artif. Intell., vol. 28,pp.97-110, 2014.

W. Hualong Z. Bo, "Overviewof Current Techniques In Remote Data
Auditing”, Appl. Math. Nonlinear Sci., pp. 14868, 2016.

Tao Yang, Wen Chen and Tao Li, Real Negative Selection Algorithm
with Evolutionary Preferencéor Anomaly Detectioth Open Physics,
vol. 15,n0. 1, pp. 124134, 2017.

Lei Ding, Fei Yu and Zhenghua Yang, "Survey of DCA for Abnormal
Detection, " J. Softw. vol. 8, pp. 20&D94, 2013.

154|Page



