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Abstract

Human activity recognition based on sensor data has rapidly attracted considerable research
attention due to its wide range of applications including senior monitoring, rehabilitation,
and healthcare. These applications require accurate systems of human activity recognition
to track and understand human behaviour. Yet, developing such accurate systems pose
critical challenges and struggle to learn from temporal sequential sensor data due to the
variations and complexity of human activities. The main challenges of developing human
activity recognition are accuracy and robustness due to the diversity and similarity of human
activities, skewed distribution of human activities, and also lack of a rich quantity of well-
curated human activity data. This thesis addresses these challenges by developing robust
deep sequential learning models to boost the performance of human activity recognition
and handle the imbalanced class problems as well as reduce the need for a large amount of
annotated data.

This thesis develops a set of new networks specifically designed for the challenges in
building better HAR systems compared to the existing methods. First, this thesis proposes
robust and sequential deep learning models to accurately recognise human activities and
boost the performance of the human activity recognition systems against the current methods
from smart home and wearable sensors collected data. The proposed methods integrate
convolutional neural networks and different attention mechanisms to efficiently process
human activity data and capture significant information for recognising human activities.

Next, the thesis proposes methods to address the imbalanced class problems for human
activity recognition systems. Joint learning of sequential deep learning algorithms, i.e., long
short-term memory and convolutional neural networks is proposed to boost the performance
of human activity recognition, particularly for infrequent human activities. In addition to that,
we also propose a data-level solution to address imbalanced class problems by extending
the synthetic minority over-sampling technique (SMOTE) which we named (iSMOTE) to
accurately label the generated synthetic samples. These methods have enhanced the results
of the minority human activities and outperformed the current state-of-the-art methods.



In this thesis, sequential deep learning networks are proposed to boost the performance
of human activity recognition in addition to reducing the dependency for a rich quantity of
well-curated human activity data by transfer learning techniques. A multi-domain learning
network is proposed to process data from multi-domains, transfer knowledge across different
but related domains of human activities and mitigate isolated learning paradigms using a
shared representation. The advantage of the proposed method is firstly to reduce the need
and effort for labelled data of the target domain. The proposed network uses the training
data of the target domain with restricted size and the full training data of the source domain,
yet provided better performance than using the full training data in a single domain setting.
Secondly, the proposed method can be used for small datasets. Lastly, the proposed multi-
domain learning network reduces the training time by rendering a generic model for related
domains compared to fitting a model for each domain separately.

In addition, the thesis also proposes a self-supervised model to reduce the need for
a considerable amount of annotated human activity data. The self-supervised method is
pre-trained on the unlabeled data and fine-tuned on a small amount of labelled data for
supervised learning. The proposed self-supervised pre-training network renders human
activity representations that are semantically meaningful and provides a good initialization
for supervised fine-tuning. The developed network enhances the performance of human
activity recognition in addition to minimizing the need for a considerable amount of labelled
data.

The proposed models are evaluated by multiple public and benchmark datasets of sensor-
based human activities and compared with the existing state-of-the-art methods. The exper-
imental results show that the proposed networks boost the performance of human activity
recognition systems.
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Chapter 1

Introduction

Human activity recognition (HAR) has emerged as an active key research field of pervasive
computing aiming at providing information on human physical activities based on sensor
observation data [1]. The major objective of HAR systems based on sensor data is not
only to provide information about a user’s behaviour but also to serve as an essential step
to monitor and analyse human activities in several applications. Sensor-based HAR has a
wide range of applications including assisted living and healthcare [2]. Furthermore, HAR
can potentially be used to monitor and analyse physical human activities to manage and
reduce the risk of multiple conditions including diabetes, cardiovascular and obesity [3].
Besides, HAR as an automatic system can be utilised to better understand human behaviour
by continuously and remotely monitoring the motions of a resident to mitigate the caregiver’s
burden and reduce the economic and social pressures on families. Thus, HAR systems can
support caregivers by remotely analysing the health status of users who stay independently
and sending notifications to the caregiver whenever the users are in need of care [4].

1.1 Motivation

HAR has become an active and essential research topic in ubiquitous computing due to its
usability in a variety of applications including healthcare, interactive gaming, transportation
mode, sports, and monitoring systems for general purposes [5, 6]. HAR as a useful tool
provides information to better understand people’s behaviour based on sensing technology.
This allows computing systems to automatically and remotely monitor and analyse individ-
uals’ movements to assist them in their day-to-day tasks [1]. As an example, one of the
applications of HAR is elderly monitoring systems due to the increasing ageing population
in the healthcare sector.
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1.1 Motivation

Population ageing is becoming one of the main world’s immediate and severe problems
and causing economic and social challenges [7]. According to a report provided by The
World Health Organization (WHO), the statistics demonstrate that the aged population is
growing faster compared to the previous decades [8, 9]. Hence, WHO predicts that the global
population of people aged 65 and over, i.e. elderly people will grow from 461 million to 2
billion by 2050 [8]. Besides, a large number of elderly people are particularly vulnerable to
living alone and in social isolation for a variety of reasons including the effect of stressful
life changes like divorce or widowhood that change living arrangements. Further reasons
that have increased the number of elderly people staying alone in their homes are the deaths
of spouses, weakness, illnesses and disabilities. However elderly people often require more
physical assistance and support in their activities of daily living (ADLs) due to cognitive and
physical impairment. Also, independent living results in poor vision and health, as well as
difficulties in conducting ADLs citekharicha2007health. ADLs are regular daily activities
such as walking, showering, and sleeping which are performed for self-care [10]. In addition
to that, a survey conducted by WHO in 2011 shows that over 650 million people of working
age are disabled in the world. Adequate facilities are yet not available to meet the needs
of people with disabilities. The aforementioned issues impose several problems on society
and inflate healthcare costs. One of the promising solutions to address these challenges is
monitoring the physical activities of elderly people or people with disabilities to support them
from dangerous situations and detect deviations of behaviour to improve care alert systems
[5]. HAR is emerging as a powerful tool to track and monitor ADLs of elderly people in their
own homes. The main purpose of HAR as a challenging and highly dynamic research topic
is to automatically recognise human physical daily activities in uncontrolled or controlled
settings [11].

HAR systems have been conducted through different sensing technology approaches, i.e.,
video-based systems and sensor-based systems that include ambient sensors and wearable
sensors. Data about human movements are collected using these sensing approaches for HAR
systems. Video-based systems use cameras and rely on images to collect information about
individuals’ behaviours or physical activities. However, privacy matters and the high costs of
installing cameras in residents’ areas to monitor and record their physical daily activities are
the most common concerns. Even though video-based approaches have obtained satisfactory
performance in numerous applications including games, safety surveillance and security,
the camera services are not welcomed in many scenarios, particularly when privacy matters
are considered. Moreover, residents may perceive cameras as a threat to their privacy and
thus mostly they are reluctant to share their information through cameras in their private
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1.1 Motivation

spaces. Besides, video processing methods are computationally intensive and require huge
computational resources. Therefore the aforementioned problems hinder video-based systems
from recognizing human activities.

The limitations of video-based systems have led to a shift towards using sensors-based
approaches as a major tool to capture ADLs for HAR systems [12]. Sensor-based approaches
include wearable sensors and smart home environments as an application of ambient assisted
living. Wearable sensors including accelerometers and gyroscopes are enabled by recent
technological developments to be embedded into smartphones and smartwatches. Wearable
sensor-based solutions such as accelerometers are one of the most popular methods and have
been used by a large number of studies to monitor human activities as people most commonly
wear or carry these motion sensors that are embedded into smartphones or smartwatches [13].
Typically, wearable sensor-based approaches have been widely used in different applications
to their miniaturized size and flexibility also wearable sensors are more suitable for indoor and
outdoor scenarios, particularly HAR [13]. Furthermore, simultaneously multiple wearable
sensors can be worn on various parts of the human body including the chest, waist, arm,
neck, leg, and wrist to collect human activities for HAR systems [13]. Among these wearable
devices, smartphones as an economic and efficient approach have been widely exploited
to perform HAR systems. Undoubtedly, the above attributes of wearable sensors to record
human movements further increase the strength and flexibility of wearable sensor-based
approaches for recognising human activities [13].

Smart home environments use ambient sensors to capture human movements and the
interactions between the resident and the smart home. Smart home sensors such as pressure
and motion sensors are recording the presence or movements of the resident for HAR systems.
Smart home environments as an AAL aim to minimize healthcare costs and enable elderly
people who are in need of care to stay independently in their homes through technology.
Smart homes comprise different sensors and network technology to support independent
older adults through monitoring their ADLs and assisting them to stay safe and healthy in
their own homes. HAR-based smart home settings equipped with ubiquitous sensors in the
field of AAL have gained increased attention for monitoring the ADLs of elderly people and
informing caregivers in urgent cases. Smart homes with unobtrusive sensing technology such
as reed switch sensor, Radio Frequency Identification (RFID), and passive infrared (PIR) for
HAR have been used as a suitable solution for enhancing independent living when privacy is
concerned

The rapid development in sensor technology and wireless communication networks has
increased attention to HAR-based sensor data resulting in recording a vast amount of data and
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improving the performance of HAR systems [12, 14, 15]. While the data supply is advanced
using various sensors technology, the demand for techniques to process and capture useful
information about human activities to get insight into the recorded data is also increased
[16–18]. To meet this demand, many data-driven studies have been conducted on the recorded
data to address the challenges of recognizing human activities. Machine learning methods
have been used to extract informative features from the collect sensor collected to recognize
human activities[14, 19].

1.2 Challenges of Activity Recognition in Sensor Data

HAR aims to identify human activities through a sequence of sensor observations. The rapid
development of HAR systems has addressed several research gaps and various methods have
been proposed to minimize the level of the challenges and improve the performance of HAR
systems. Despite the progress in previous works, several challenges remain and require
further investigation to be addressed adequately [20–22]. This PhD project addresses the
following three main challenges: i) accuracy and robustness in HAR, ii) imbalanced class
problems, and iii) need for less supervision data. Each of these challenges is elaborated in
the following sub-sections.

1.2.1 Accuracy and Robustness in HAR

Accurately recognising human activities is difficult due to the diversity and similarity of
human activities. Typically, human activity is composed of a series of actions. For example,
a breakfast activity consists of a series of actions such as switching on the toaster and coffee
maker and then getting cheese out of the fridge. The diversity in human activities regarding
duration and the differences in the order of the actions will make the problem of HAR
even more complicated [23, 22]. These actions can be performed in a different order at
different times or the action may disappear. Another factor that may affect the robustness of
HAR systems is that the activity could be performed by a different user or multiple users.
Hence, the robustness of the HAR system to recognise the performed human activity by
different users becomes a challenge. Furthermore, often HAR systems have been particularly
developed to recognise human activities based on either wearable sensor data or smart home
sensor data which prevents the models to be reproducible and generalizable well on both
types of sensor data for HAR. Hence most of the developed systems are not sufficiently
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robust to accurately recognise human activities from both wearable and smart home sensors
data [21].

Besides, highly similar activities due to overlapping their features such as snacks with
breakfast or lunch with dinner add extra difficulties to developing an accurate model for HAR
to distinguish between these activities. Moreover, recognising and discriminating against a
large number of ADLs is still a challenging task compared to identifying a small number of
human activities. This is related to the fact that when the number of ADLs increases, the
trained model has to discriminate many activities which makes the discriminating process
harder.

In summary, an explicit insight of what human activity is being executed for HAR systems
by an individual regarding accuracy and robustness is still highly challenging.

1.2.2 Imbalanced Class Problems in HAR

ADLs are inherently imbalanced since some activities require longer time compare to other
activities for example snack and sleeping activities. The large differences among the samples
of the activities will make the machine learning techniques focus on the classes with the
majority of samples and ignore the classes with minority samples [24]. To address this
problem recording additional training data on human activities cannot solve this problem
since most of the activities often occur infrequently and few activities such as sleep, watching
TV, or showering and eating occur for a long time. Thus, this problem requires further
exploration and being able to exploit the classes with infrequent samples will have a great
impact on rendering a robust and accurate model for HAR systems [25].

1.2.3 Lack of Labelled Data in HAR

Most of the proposed methods for HAR are supervised learning and rely on a large amount
of labelled data of human activities to train a model. Acquiring a considerable portion of
annotated data to train a model is time-consuming, erroneous, and could even be impossible
for some scenarios since labelled data requires a domain knowledge expert to manually
annotate sensor recording observations of human activities. Addressing this challenge by
exploiting and learning from non or sparsely-labelled data which could be available much
easier, will significantly facilitate multiple issues in the task of HAR.

Besides, the majority of the proposed methods for HAR are supervised learning and
following the assumptions of which the datasets of the training and testing must lie in the
identical feature space, have the same label space and have the same underlying distribution.
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As a consequence, the performance of the supervised methods often decreases when the
training and testing data have different feature spaces and underlying distributions. Hence,
the above assumption lead to the major challenges of machine learning methods. In HAR,
the same set of binary sensors is used to generate training and testing data in order to have
the same feature space. Moreover, the participants should have similar preferences or habits
in both training and testing data to render the same underlying distribution. Finally, the set
of activities in the training and testing have to be identical to follow the same label space.
However, the assumptions of supervised learning are not often valid in real-world HAR
applications. Therefore, developing a method to minimize the need for large annotated data
by firstly sharing knowledge across different but related domains of human activities to
further increase the performance of HAR systems is demanding and will be an important
contribution to addressing this challenge and relaxing the assumption. Secondly, developing a
model to be trained on a small amount of labelled data to reduce the need for large annotated
data and improve the performance of HAR systems will also be a useful solution to overcome
this challenge.

1.3 Aims and Objectives

The aim of this PhD thesis is firstly to develop sequential deep learning networks for
recognising human activities from sensor data. Secondly, we propose deep learning networks
for sharing representation and transferring knowledge across different but related domains
of human activities to boost the performance of HAR systems, decrease the learning time
and reduce the number of learned models and minimise the need for large labelled data.
Considering the challenges introduced in Section 1.2, this thesis will achieve the following
research objectives:

i. Developing robust deep sequential neural networks to further enhance the performance
of HAR systems compared to the new state-of-the-art methods. This is specifically
designed to address the challenge that is introduced in Section 1.2.1.

ii. One of the objectives of this thesis is to handle imbalanced class problems of HAR
systems from sensor data. This addresses the challenge that is reported in Section 1.2.2.

iii. Finally, another important objective of this thesis is minimizing the need for large
annotated data for HAR systems. This objective addresses the challenge introduced in
Section 1.2.3.
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1.4 Summary of Contributions

The main contributions of this PhD thesis are proposing novel sequential deep learning
networks to accurately recognise human activities based on sensor observations. To do that,
a comprehensive review of recognising human activities is conducted. The contributions
comprise three main elements, each presented in a separate chapter.

i. This thesis develops robust and sequential deep learning networks to efficiently recog-
nise human activities and enhance the performance of HAR systems compared to
the current state-of-the-art methods based on the public human activity datasets from
the wearable sensor and smart home sensors data. The proposed networks integrate
a multi-head self-attention mechanism and performer attention mechanism with the
ConvNet to efficiently process sensor data and focus on the important time steps for
recognising human activities.

ii. Novel methods are developed to handle imbalanced class problems for HAR systems.
Joint learning of sequential deep learning algorithms, i.e., LSTM and 1D ConvNet
are developed to improve human activity recognition, particularly for less represented
activities. Moreover, An improved version of the synthetic minority over-sampling
technique (SMOTE) is developed which we named (iSMOTE) to handle imbalanced
class problems for HAR systems. These methods have outperformed the current
state-of-the-art methods.

iii. This thesis develops sequential deep learning networks to reduce the need for a rich
quantity of well-curated human activity data by transfer learning techniques. Firstly, a
multi-domain learning network is developed to transfer knowledge across different but
related domains of human activities and alleviate isolated learning paradigms using
a shared representation. The benefit of our developed method is firstly to reduce the
need and effort for labelled data of the target domain. The proposed network uses the
training data of the target domain with restricted size and the full training data of the
source domain, yet provided better performance than using the full training data in a
single domain setting. Secondly, the proposed multi-domain learning network reduces
the training time by rendering a generic model for related domains compared to fitting
a model for each domain separately.

This thesis also developed a self-supervised network for representation learning from
generated sensor data themselves without relying on pre-defined semantic annotations,
i.e., activity classes. The self-supervised pre-training model is then fine-tuned with a
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small amount of labelled data for supervised learning. The developed self-supervised
pre-training network renders human activity representations that are semantically
meaningful and provides a good initialization for supervised fine-tuning. The devel-
oped network improves supervised activity recognition and minimizes the need for a
considerable amount of labelled data.

1.5 Thesis Structure

The thesis is organised as follows: Chapter 2 explains the background and related works
of HAR. This chapter presents a comprehensive review of HAR that includes the most
well-known methods, applications and public datasets. The review also describes the pipeline
of HAR in detail and evaluation metrics. Particularly the first objective that is introduced in
Chapter 1.3 is achieved. Chapter 3presents the deep learning methods to improve recognising
of human activities from sensor data. The developed networks integrate 1D ConvNet
with attention mechanisms to entirely dispense recurrent architectures to make efficient
computations and maintain the ordering of the time steps. This Chapter achieves the second
objective that is introduced in Chapter 1.3. Chapter 4 presents the developed methods to
handle imbalanced class problems. This chapter achieves the third objective of this thesis
that is introduced in Chapter 1.3. Chapter 5 presents our methods to reduce the need for
a large amount of annotated data. This chapter achieves the last objective of this thesis as
described in Chapter 1.3. Chapter 6 concludes the thesis and presents a summary, limitations
and future works of this thesis.

1.6 Research Outputs

Publications arising from this work.

1. Rebeen Ali Hamad, Wai Lok Woo, Bo Wei, and Longzhi Yang. "Overview of Human
Activity Recognition Using Sensors Data." In UK Workshop on Computational Intelli-
gence, Springer, Cham, 2022. Just accepted. This paper represents part of the works of
Chapter 2.

2. Rebeen Ali Hamad, Masashi Kimura, Longzhi Yang, Wai Lok Woo, and Bo Wei.
"Dilated causal convolution with multi-head self attention for sensor human activity
recognition." Neural Computing and Applications 33, no. 20 (2021): 13705-13722.
This paper represents part of the works of Chapter 3.
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3. Rebeen Ali Hamad, Longzhi Yang, Wai Lok Woo, and Bo Wei. "ConvNet-based
performers attention and supervised contrastive learning for activity recognition."
Applied Intelligence (2022): 1-17. This paper represents part of the works of Chapter
3.

4. Rebeen Ali Hamad, Longzhi Yang, Wai Lok Woo, and Bo Wei. "Joint learning of
temporal models to handle imbalanced data for human activity recognition." Applied
Sciences 10, no. 15 (2020): 5293. This paper represents part of the works of Chapter
4.

5. Rebeen Ali Hamad, Longzhi Yang, Wai Lok Woo, and Bo Wei. "Cross-Domain
Activity Recognition Using Shared Representation in Sensor Data." IEEE Sensors
Journal (2022). This paper represents part of the works of Chapter 5.

6. Rebeen Ali Hamad, Wai Lok Woo, Bo Wei, and Longzhi Yang. "Self-Supervised
Learning for Human Activity Recognition in Sensor Data." IEEE Transactions on
Circuits and Systems for Video Technology. Under review. This paper represents part
of the works of Chapter 4 and Chapter 5.
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Chapter 2

Background and Related Work

Sensor-based HAR refers to automatically recognizing human activities from collected data
generated by different sensing devices including wearable and ambient sensors (smart home
environment sensors). HAR based on sensors data has been utilized in different fields of
study such as healthcare system [26, 27], behaviour analysis [28], ambient assisted living
(AAL) [29, 30] patient monitoring systems [31, 32]. HAR is often classified into two main
categories as shown in Figure 2.1: sensor-based recognition and vision-based recognition.
Vision-based HAR methods utilize one or several cameras for recording video examples of
human activities. Moreover, multiple views of visual human activities are used to detect
human movements [33]. However, people are generally reluctant to use cameras for recording
daily activity data due to privacy concerns [34, 35]. Another limitation is that processing
visual data for HAR using cameras could be computationally expensive. Unlike vision-based
HAR, sensor-based HAR has gained more outstanding acceptability in the users and research
communities due to low cost and privacy protection [36, 37]. Besides, rapid evolutions
in sensor technologies and ubiquitous computing have enabled sensors-based HAR with a
satisfactory performance at a lower computational cost [12, 36].

HAR using machine learning methods from a series of data captured by sensors provides
insights into what people are performing such as walking, showering, eating, or sleeping
[38, 39]. Conventional machine learning methods have shown great progress and reached
satisfying performance on HAR. Such methods include NB, SVM, HMM, k-NN, DT, and RF
[40]. However, conventional methods rely heavily on handcrafted heuristic feature extraction,
which is mostly domain-dependent, expensive, and usually needs domain experts [36, 23].
Moreover, handcrafted features are mostly specific to a domain and often less generalizable
for application domains. Handcrafted features cannot develop an adequate amount of features
from raw sensor data and are time-consuming [23]. Due to the aforementioned issues,
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Sensor-Based Human Activity RecognitionVision-Based Human Activity Recognition

Ambient SensorWearable Sensor

Accelerometer Sensor Gyroscope Sensor

Fig. 2.1 Taxonomy of Human Activity Recognition

conventional machine learning algorithms have become less popular. Thereby, the power
of automated feature extraction methods has received increasingly remarkable attention.
Hence, more effective, capable and efficient deep learning algorithms have been developed
for HAR systems [19]. The most popular methods of deep learning include RNN, LSTM
and ConvNet [12]. The sensors deployed in HAR systems could be broadly categorized into
two modalities: wearable sensor-based HAR and ambient sensors-based HAR [35, 36] as
shown in Figure 2.1.
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2.1 HAR Based on Wearable Sensor Data

Wearable sensors are unobtrusive, portable and inexpensive devices which can be conve-
niently worn by individuals. Wearable sensors are designed to meet some typical essentials
including low battery consumption, small size, and high measurement accuracy. Furthermore,
wearable sensors have recently received considerable attention and gained the potential to
provide assisted living in healthcare applications and particularly to monitor human activities
[41]. Wearable sensors are one of the most prevalent modalities in HAR systems. The
wearable sensors generate a continuous stream of information based on the changes in the
acceleration and angular velocity of human body movements. Thus the generated informative
data are used to recognise human activities using machine learning methods [36]. The
wearable sensors can be embedded in the human body and distributed from head to foot.
The wearable sensors can work in a moderately wide area while the wearer is performing
activities such as walking and running [12]. Wearable sensors such as accelerometers and
gyroscopes are often embedded in smartphones, smartwatches, smart bands, clothes, belts,
glasses, helmets, or shoes [12, 42]. Table 2.1 shows a review of HAR based on wearable
sensors.

2.1.1 Accelerometer Sensors

Wearable sensors mainly consist of accelerometers and gyroscopes that have been broadly
used to capture and extract diverse information related to the human motion for HAR [43, 44].
Accelerometers have been deployed for different applications such as fall detection [45], body
motion analysis and movement [46], individual’s postural orientation [47], and assessment
of people with Parkinson’s disease [48]. Human daily activities such as standing, cycling,
walking, running, sitting, and walking downstairs and upstairs using accelerometer data
can be effectively recognized [49, 50]. In 2004, Bao and Intille [51] employed numerous
accelerometers to collect data from 20 subjects and to recognise 20 activities such as walking,
brushing teeth, Reading, climbing stairs and vacuuming in a realistic setting. Since then,
considerable systems of human activity recognition based on accelerometer sensor data have
followed [52]. Accelerometers are the most commonly employed body-worn sensors in HAR
systems due to their ability to render data based on the motion of the wearer [52]. In addition
to HAR, accelerometers have been employed in different applications such as driving pattern
analysis [53] breathing disease rehabilitation [54], and skill assessment [50, 55].

Smartphones as wearable sensors have been advancing rapidly and attracting great
attention for HAR due to having various built-in sensing units including gyroscopes, ac-
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Table 2.1 Review of human activity recognition based on wearable sensors

References
N

o.
Se

ns
or

s
Sensor placements Activities

Zheng et al. [56] 1
Waist, Wrist, Hip
Pocket

Standing, Lying, Walking, Dancing, Running,
Upstairs, Downstairs, Jogging, Skipping, Sit-
ting

Gjoreski and Gams
[57]

7
Right ankle, Left thigh,
Chest

Sitting, Going down, Standing up, Lying, Sit-
ting on the ground, Standing

Jiang et al. [58] 4
Right forearm, Right
shank, Left forearm,
Left shank

Standing, Walking on an elliptical machine,
Sitting, Running on an elliptical machine, Ly-
ing on a bed, Cycling, Jogging, Rowing, Walk-
ing and weight lifting

Jennifer et al. [59] 1 Smartphone
Sitting, Jogging, Upstairs, Walking, Down-
stairs, Standing

Chun and Weihua [60] 1 Right thigh
Stand-to-sit, Sitting, Lie-to-sit, Standing, Ly-
ing, Sit-to-stand, Walking, Sit-to-lie

Siirtola and Roning,
2012 [61]

1
Smartphone placed in
pocket

Cycling, Walking, Driving a car, Standing,
Sitting

Sweetlin [62] 1 Chest Fall, Walking, Standing, Lying , Sitting
Mannini et al. [63] 1 Wrist, Ankle 26 daily activities

Lei et al.[64] 4
Chest, Left under-arm,
Waist and thigh

Standing, Stand-to-sit, Walking, Sitting, Lie-
to-stand, Lying, Sit-to-stand, Downstairs
Stand-to-lie

Ronao, C.A. and Cho,
S.B. [65]

1 Kept in the pocket
Walking, Laying, Sitting, Walking upstairs,
Down upstairs, Standing

Davila JC et al. [66] 19

Hands, Left Foot,
Back, upright knee,
right foot, low right
knee, Hip,

Standing, Sitting, Walking, Lie

Hassan MM et al. [67] 1
Smartphone: kept in
the pocket

Standing, Stand-to-Lie, Walking, Stand-
to-Sit, Lying down, Lie-to-Sit, Sitting,
Lie-to-Stand, Walking-upstairs, Sit-to-Stand,
Walking-downstairs, Sit-to-Lie

Wan S et al. [68] 1
Smartphone: kept in
the pocket

Housecleaning, Sitting, Folding, Running,
Laundry, Lying, Playing soccer, Walking,
Computer work, Standing

Mekruksavanich S et
al. [69]

1
Smartphone: kept in
the pocket

Sitting, Walking downstairs, Laying, Walking
upstairs, Standing

Han C et al. [70] 1
Smartphone: kept in
the pocket

Going upstairs, Going downstairs, Jogging,
Jumping and Walking

13



2.1 HAR Based on Wearable Sensor Data

celerometers, cameras, and Global Positioning System (GPS) sensors [65]. Smartphones can
be easily exploited to collect data instead of using different wearable sensors since Smart-
phones could be easily placed on different parts of an individual’s body ranging from the
upper such as the arm or wrist to the leg or ankle the lower [71, 72]. Moreover, smartphones
can be utilized in both indoor and outdoor settings to record daily physical activities for HAR
systems. The aforementioned features of smartphones for collecting human daily activities
have increased the capability of the HAR system[73]. The accelerometer sensors data are
used for HAR systems more than other sensors data from smartphone sensors[74]. Further-
more, the features of smartphones over other wearable devices have made smartphones a key
ubiquitous platform for HAR systems [75]. The features are first: a smartphone is a low-cost
machine that provides different software and hardware sensors in a single device. Second,
smartphones can capture and process data since they are programmable devices. Moreover,
smartphones are able to transmit and receive data as well as connect with other devices that
have made smartphones an ideal platform for HAR systems in the research community [76].

2.1.2 Gyroscope Sensors

Gyroscope sensors can be used to measure angular velocity and preserve the orientation of
an object. The difference in the angle could be detected over a period of time by comparing
the initial know value with the change of the angle. The limitations of gyroscope sensors
are output drift over time and the sensitivity of the gyroscope to a certain range of angular
velocities. Often accelerometer sensors have been used in human activity recognition or
the combination of gyroscope and accelerometer sensors. Narayanan et al. [77] performed
estimating the fall risk of the movements of 68 older adults to measure the timed sit-to-stand,
up-and-go test. Besides five more repetitions and alternate step tests are conducted using a
triaxial accelerometer attached to the waist. Greene et al. [78] used both gyroscopes and
accelerometers attached to two legs of a user to measure the timed up-and-go test to differen-
tiate non-fallers from fallers. Varkey et al.[79] used both gyroscopes and accelerometers and
attached these sensors to the right foot and right arm wrist of the user to obtain linear and
angular accelerations. Regarding activity monitoring, inertial sensors can be useful due to
these features low power requirements, low cost, compact size, non-intrusiveness, and the
ability to provide data directly associated with the movement of the user. However, inertial
sensors have these limitations. Firstly the placement of the inertial sensor on various parts
of the human body causes an uncomfortable feeling for older adults which may lead to low
acceptance by people. Secondly, due to collecting data continuously by the inertial sensors,
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battery life could be reduced. inertial sensors cannot provide adequate information for
monitoring complex movements and activities that involve many human-object interactions
[79].

2.2 HAR Based on Smart Homes Sensor

The steady increase in the elderly people’s population has been identified as a prominent
social problem and financial challenge for the future decade including increased elderly
healthcare demands, financial stress and unbalanced supply-demand. Consequently, the
demand for caregivers to provide care for elderly people, expenditure on healthcare costs,
and the desire of older adults to live unassisted in their residences have increased [19]. Smart
home environments provide one of the most promising solutions to deliver ubiquitous and
context-aware services and monitor activities of daily life. Smart homes are equipped with
diverse types of sensors to help older individuals who wish to remain in their residences.
Various sensors have been deployed in smart homes to capture various human activities. For
instance, passive infrared (PIR) sensors to monitor the motions of the resident, reed switches
on cupboards and doors to detect open or close status, and pressure sensors on beds, chairs
and sofas to detect the presence of residents. Moreover, float sensors in the washroom detect
whether the flush is performed or not [19]. Remarkably, with the rapid development of new
low-cost sensors, cloud computing and the emerging Internet of Things (IoT) technologies,
AAL systems deployed in smart homes have intelligently been used to monitor, record and
act on physical surroundings and potentially support different applications such as health and
wellness evaluation, short and long-term activity pattern analyses, consistent rehabilitation
instruction, fall detection at home, chronic disease management, and timely medication
reminder [80–86]. For senior people who hope to remain independently and functionally in
their own home, they should have enough ability to perform Activities of Daily Living (ADL)
such as preparing breakfast and lunch, drinking, cooking, eating, and washing grooming to be
used by the caregivers to know a resident’s functional status [82]. Smart home environments
have been employed to unobtrusively observe the interactions of a user with the physical
surrounding objects in the environments and the user’s activities [30]. The interactions are
the ADL and conducted by an individual in a particular place with the specific object in the
environment which have been processed using machine learning methods to detect activities
[87]. For example, cooking activity takes place in the kitchen, preparing dinner or breakfast
usually takes place in the kitchen, shower related activities such as brushing teeth takes
place in the bathroom. Thus, environmental sensors are deployed to capture an individual’s
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existence and interaction with the physical surrounding objects and furniture (e.g., coffee
table, dining table, chairs, cupboard, bed, sofa) [88]. For instance, if the sensor readings
indicate a stove, toaster, or microwave is working, and the door of the refrigerator or the
cupboard is opened, then an activity is taking place in the kitchen. Hence based on the
objects or furniture usage the activities will be distinguished and detected. Thus, correctly
recognizing in-home human daily activities plays a significant role in comprehending and
analysing the association between residents and their physical surroundings to help residents
stay safe and healthy in their own independently residence and reduce the costs of healthcare
[89]. Multiple smart homes have been developed for ambient assisted living particularly
human activity recognition which is documented in Section 2.2.2.

2.2.1 Smart Environment Embedded Sensors

The most typical sensors that have been deployed in smart homes to record human activities
will be described. Binary sensors are often used in smart environments that generate 0 or
1 to capture changes such as "door opened" or "door closed" [90]. Binary sensors such as
pressure sensors, motion sensors, contact switch sensors, and state-change sensors have
been deployed on different objects to monitor and capture interactions of a resident with the
physical surroundings in a particular place of the environment [91].

• Motion sensors such as Passive InfraRed (PIR) [2, 92–95] have been widely used to
track and record the presence of a resident in a particular place of the smart environment,
for example, bedroom, kitchen, or bathroom. Besides, PIR sensors were employed for
different applications such as stress monitoring and support to clinical decisions [96],
and for moving targets detection and localization [90], and security [97].

• A simple state-change sensor deployed to detect human object interactions by recording
the changes in the state of the objects [98–102]. For instance, the state-change sensor
can be bound to the handset of a home telephone to capture the interactions between a
resident and the home telephone when the resident lifts the handset from the telephone
base station in the smart environment.

• Pressure sensors are utilised to detect sitting or lying on chairs or beds to unobtrusively
monitor and record the presence and absence of a resident [75, 103–105].

• Contact switch sensors can be connected to different objects including the doors of
beds, living or kitchen rooms. Further, this type of sensor has been linked with the
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fridge door, or cabinets to detect interactions between residents with the physical
surrounding objects [106–109].

In real-world scenarios, activity monitoring systems often employ multiple different
sensors such as pressure sensors, motion detectors, break-beam sensors, and contact switches
to record sufficient information associated with residents’ activities around the smart home.
The sensors detect a nearby motion, pressure or physical contact against objects [110].
Ordonez et al.,2013 [111] performed a study for HAR in a smart home environment and
observes multiple activities such as Leaving Home, Toileting, Showering, Sleeping, Breakfast,
Dinner, and Drinking. The study deployed various sensors to track these activities. PIR
sensors were utilised to record motions around the smart environment, for instance, the living
room area, kitchen area, or corridor. Reed switches sensors to record opening or closing
the doors or cupboards. Float sensors are deployed to detect toilet flushing. Binary sensors
are mostly deployed in smart homes due to their distinguished features such as low-cost,
long-live and easy installation and replacement [7]. In addition to privacy-preserving of
residents and unobtrusively recording human-object interaction, deployed binary sensors in
smart homes require minimal computation resources to collect data.

Both active and passive Radio-Frequency Identification (RFID) have been used in smart
homes to recognize physical human activities. Active RFID tag uses a battery and is
essentially used by a resident to perform a personal identification in the smart home. On the
other hand, passive RFID is not using a battery since the power is supplied by the reader and
normally it will be attached to physical objects to detect human-object interactions in the
smart home [112–115].

2.2.2 Smart Home Environment Projects

In this section, we review the most recognized smart home environments that are particularly
used for human activities in addition to ambient assisted living purposes. These projects have
been used to support senior individuals to stay independent and to monitor the healthy status
of the residents remotely to reduce the burden on caregivers.

i. The GatorTech smart home that contains various smart devices equipped with sensors
such as a smart mailbox, smart front door, and smart refrigerator for research on
ambient assisted living was built by the University of Florida [116]. These smart
homes have been used to provide services such as activity recognition and tracking as
well as voice recognition. The smart home can sense and record the interaction of the
residents with their physical surroundings. Besides, several similar projects developed
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such as Adaptive Versatile home (MavHome) [117] from the University of Texas at
Arlington, PlaceLab [118] from MIT, and Intelligent System Lab (ISL) [119] from the
University of Amsterdam.

ii. Massachusetts Institute of Technology developed a smart home that was equipped with
different sensors such as reed switches and piezoelectric switches on drawers sinks,
doors, stoves, windows, cabinets, microwave ovens, lamps light switches refrigerators,
toilets, and showers. These sensor-based objects in the smart home are used to detect
and collect more than 20 activities [120]. The recorded data was labelled by using a
naive Bayes classifier.

iii. In [121], van Kasteren et al., used deployed a wireless sensor network (WSN) based
system in a real home using 14 sensors to record human activities for 28 days. A
Bluetooth headset with voice recognition software is used by the subject to automati-
cally label the collected data. The classification of seven activities was targeted by the
system. A hidden Markov model and conditional random field were used to process the
data and reported an accuracy of 79.4%. Kasteren smart home datasets were expanded
to include three different real houses for human activity recognition research [122]

iv. The Centre for Advanced Studies in Adaptive Systems (CASAS) is a multi-disciplinary
research project that was developed at Washington State University in 2007. This
project mainly aimed at creating many smart home environments by deploying unob-
trusive sensors and actuators [123, 124]. The smart homes in this project can record
residents’ daily activities which can be used by machine learning techniques to track
and recognize human activities. The smart homes can monitor 15 different activities
using analogue, temperature and motion sensors. CASAS consist of 66 independent
event datasets recorded from seven physical smart homes. The datasets are used to
perform a comparative study between several classifiers including HMM, CRF and
naive Bayes (NB) classifiers. The reported results using three folds cross-validation
over the dataset are 75.05%, 74.87%, and 72.16% for the HMM, NBC, and CRF,
respectively [124].

v. Qing and Mohan proposed a smarter and safer home at CSIRO to improve senior
individuals’ quality of life [125]. To perform this, multiple environmental sensors are
equipped in different places to monitor human activities. Based on this project, a Smart
Assistive Living (SAL) platform was proposed to support senior adults in staying in
their own homes independently. The sensors equipped in the smart home are expected
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to render a continuous data stream to indicate the individual’s activities. The recorded
data from this smart home can be processed using machine learning techniques to help
health caregivers to provide assistance and make a decision.

These smart home projects have generated numerous datasets some of which are
publicly accessible and can be utilised for further investigation.

2.3 Applications of Human Activity Recognition

In this section, applications that can rely on HAR are highlighted. Particularly, we review
healthcare, security and surveillance, entertainment and games, and home automation appli-
cations. For each of these applications, we present the benefits of automatically recognizing
human activities that can deliver useful services.

• Healthcare Applications: HAR plays a crucial role in assisting the physical and mental
well-being of the population. HAR can be used to conduct robust recognition of
unsafe situations and detect deviations of behaviour to improve older adults’ care
are alert systems [126]. Furthermore, HAR could be potentially used to reduce or
prevent the risk of various chronic diseases such as diabetes, obesity, neurological
conditions, and cardiovascular [127]. People with these diseases in addition to their
treatment are usually following an effective physical activity scheme or routines such
as cycling, walking, running jogging. Accurate HAR can help caregivers to identify
whether the patient or observee has any difficulties following the routines to perform
activities. Besides, adequate information regarding the duration of activities is useful
for individuals to compliance their ADL according to prescription and for practitioners
to monitor and assess their health status. HAR in a healthcare application is a proactive
process to adopt a healthy lifestyle for people who follow a daily routine, for example,
everyday activities including exercising, sleeping, and social relationships [128].

• Security and Safety: HAR has been broadly employed for surveillance systems based
on vision and sensor data. Multiple solutions for HAR-based visual data have been
proposed to detect various suspicious activities in a public place [129, 130]. Besides
sensor data streams are also used for security purposes. Sun et al. [131] proposed a
HAR surveillance system to detect various physical assaults and criminal offences
such as gunshots, abuse, and kidnapping. HAR systems have been employed to control
appliances within the home and offices [132]. HAR used to turn on devices in a room
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when a resident entered the room automatically and also the devices are turned off
when the resident left the room to save energy and increase safety [133, 134].

2.4 Human Activity Recognition Pipeline

HAR aims to recognise human physical activities from a series of observations that are
captured by sensors [1]. The availability of various sensors such as smart home sensors and
wearable sensors enables the recording of human activities to monitor and analyse human
behaviours for different applications such as healthcare and assisted living [2]. To develop
HAR systems, multiple phases need to be carried out as shown in Figure 2.2. These phases
for HAR systems include data collection from sensors, preprocessing of raw sensor data,
segmentation of sensor data, data splitting, feature extraction and classification of human
activities [1]. The details of each step are provided below.

Generating
Human Activities Preprocessing Data

Segmentation Data Splitting Feature
Extraction Classification

Fig. 2.2 Sequential phases of building a HAR system

2.4.1 Generating Human Activities

Human activities data are the foundation of HAR systems. HAR techniques exploited
both smart home environments and wearable sensors. Commonly smart home environment
sensors include motion sensors, PIR sensors, state-change sensors, pressure sensors and
contact switch sensors [2, 135]. Often, these are non-intrusive binary sensors and equipped in
smart environments to detect and read various human activities such as sleeping, showering,
leaving, cooking, sitting and watching TV [38, 19, 136, 137]. Hence smart home sensors are
used to collect data from human activities. Different from smart environments, wearable
sensors such as accelerometers and gyroscopes must be worn to collect human activity data
[74, 138, 12, 139]. In this thesis project, 12 public and benchmark collected datasets of
human activities from the smart environment and wearable sensors are used to evaluate our
proposed methods for improving HAR systems and to address the challenges of HAR. Each
of these datasets is described in the following sub-sections.

20



2.4 Human Activity Recognition Pipeline

Ordonez Smart Home A and B Datasets

Five human Activities of Daily Living (ADLs) recorded using binary sensors in real smart
homes from public datasets are used for the evaluation. Among them, two datasets contain
the sensor data from residents’ daily routine, referred as to Ordonez Home A and B [111].
These two smart homes are typically equipped with different binary sensors that can capture
the daily physical activities of the residents. The binary sensors in these datasets are passive
infrared (PIR) motion detectors to detect physical activities and interactions in a limited area,
pressure sensors on beds and couches in order to detect the user’s presence, and reed switches
on cupboards and doors to measure open or close status, and float sensors in the bathroom
to measure toilet being flushed or not. Table 2.2 provides details of the two Ordonez smart
homes A and B with information about the inhabitants, and the number of activities and
sensors. In Ordonez Home A, nine physical activities were carried out in fourteen days over
a period of 20,358 min, where data were recorded by twelve sensors in the home. In Ordonez
Home B, ten physical activities were carried out in twenty-two days over a period of 30,469
min, where data were recorded by twelve binary sensors. The timeline of the physical human
activities for all the smart homes data is segmented in time slots using the window size ∆t
= 1 mi. The activities of common activities from Ordonez Homes A and B are Breakfast,

Lunch, Sleeping, Grooming, Leaving, Idle, Snack, Showering, Spare Time/TV, and Toileting,
respectively. In addition to these activities, Ordonez Home B has the activity Dinner. T

Kasteren Smart Home A, B and C Datasets

The Intelligent System Laboratory (ISL) [140, 141] collected human activities from three
other environments equipped with binary sensors as well, refer to as Kasteren home A, B,
and C. The details of these datasets are shown in Table 2.3. In Kasteren home A, ten daily
human activities were carried out in twenty-five days over a period of 40,005 min, which
were recorded from fourteen sensors in smart home A. In Kasteren home B, thirteen daily
physical human activities were carried out in fourteen days over a period of 38,900 min.,
which were recorded from twenty-three binary sensors. In Kasteren home C, sixteen daily
human activities were carried out in nineteen days over a period of 25,486 min., which were
carried out from 21 binary sensors. The timeline of the daily human activities for all Kasteren
smart homes is segmented in time slots using the window size ∆t = 1 min. as well.
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Table 2.2 Details of recorded Ordonez datasets

Home A Home B
Setting Home Home
Number of days 14 days 21 days
Rooms 4 5
Sensors 12 12

Sensors

PIR(Shower,Basin,Cooktop),
Magnetic (Fridge, Main door,
Cabinet, Cupboard), Pressure
(Bed, Seat), Flush (Toilet),
Electric(Toaster, Microwave)

PIR (Basin, Shower, Door
Bedroom, Door Bathroom,
Door Kitchen) Magnetic
(Cupboard, Fridge, Main
door) Flush (Toilet) Pres-
sure (Bed, Seat) Electric
(Microwave )

Number of Activities 9 10

Activities

Showering, Toileting, Dinner,
Leaving, Breakfast, Lunch,
Sleeping, Grooming, Snack,
SpareTime/TV

SpareTime/TV, Grooming,
Leaving, Lunch, Showering,
Sleeping, Dinner, Breakfast,
Snack, Toileting

UCI-HAR Wearable Dataset

Dataset for human activity recognition was build by recording activities of daily living (ADL)
of 30 study participants while carrying a waist-mounted smartphone with embedded inertial
sensors [142, 143]. The participants within an age bracket of 19-48 years performed six
daily activities in which three activities are static postures (standing, sitting, lying) and three
activities are dynamic activities (walking, walking downstairs, and walking upstairs). The
participants wore a smartphone (Samsung Galaxy S II) on the waist to record the activities.
Embedded accelerometer and gyroscope were used to capture 3-axial linear acceleration and
3-axial angular velocity at a constant rate of 50Hz. The activities were video-recorded to
manually annotate the dataset.

Wearable Wireless Identification and Sensing Data Roomset1 and Roomset2

Fourteen elderly volunteers from 78 to 78 ±4.9 years old wore Wearable Wireless Identifica-
tion and Sensing Platform (W2ISP) tag [144–146]. The W2ISP placed on top of their garment
at the sternum level to capture trunk movements and recognize activities: i) sit on bed; ii)
sit on chair; iii) lying; iv) ambulating. The activities were performed in two clinical room
configurations (Roomset1 and Roomset2) for ambulatory monitoring of older patients. Table
2.4 shows that these two datasets are collected to record four activities from 14 participants.
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Table 2.3 Details of recorded datasets of the Kasteren Smart Home A, B and C

House A House B House C

Activities 10 13 16

Duration 25 days 14 days 19 days

Gender Male Male Male

Rooms 3 2 6

Setting Apartment Apartment House

Sensors 14 23 21

Age 26 28 57

Activities A
Drink, Brush-Teeth, Go-to-Bed, Snack, Leave-house,

Prepare-Breakfast,Use-Toilet, Shower, Prepare-Dinner

Activities B

Eat-Brunch, Brush-Teeth, Drink, Eat-Dinner, Dressed,

Prepare-Dinner, Go-to-Bed, Prepare-Brunch, Leaving-house,

Use-Toilet, take-shower, Wash-Dishes

Activities C

Get-Drink, Eating, Brush-Teeth, Get-Dressed, Get-Snack,

Leave-House, Go-to-Bed, Prepare-Dinner, Prepare-Breakfast,

Take-Shower, Prepare-Lunch, Take-Medication, Shave,

Use-Toilet-Upstairs, Use-Toilet-Downstairs

HHAR Dataset

TThe Heterogeneity Activity Recognition dataset [147] is recorded using two different
smartphone sensors i.e. gyroscope and accelerometer as well as smartwatch sensors for six
human daily activities. The human activities that are performed by participants are standing,
biking, walking, sitting, stairs-up and stairs down. The data of the activities are recorded
from nine participants (aged between 25 and 30) for five minutes to render similar class
distribution. The participants wore eight smartphones attached to the participants’ waists and
four smartwatches (two on each arm). In this study, due to the need for the evaluation process
and compatibility among datasets, only the triaxial accelerometer data is used. Various
devices were used in recording the human activities , i.e. LG smartphone Nexus 4 (200 Hz),
Samsung smartphone Galaxy S Plus (50 Hz), Samsung smartphone Galaxy S3 mini (100
Hz), Samsung smartphone Galaxy Wear (100 Hz), Samsung smartphone Galaxy S3 (150
Hz), and LG G smartphone (200 Hz). Table 2.4 shows that this dataset is collected from six
activities of nine participants.
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UniMiB SHAR Dataset

The UniMiB SHAR dataset [148] were recorded for HAR and fall detection from 30 healthy
participants of different ages, ranging from 18 to 60 years old, heights ranging from 160 to
190 cm, and body mass ranging from 50 to 82 kg. Participants were requested to complete
nine different activities and eight types of falls based on their popularity in other public
datasets. A smartphone Samsung Galaxy Nexus I9250 was placed in the front trouser pockets
of the participants to record their activities at 50 Hz. Moreover, audio recordings were
also collected to support data annotation. The participants follow four different designed
seqnences to perform their activities with ease. To record the activities, the smartphones were
placed in trouser pocket during the experiments. The participants signed the consent form
in accordance with the World Medical Association (WMA) Declaration of Helsinki. The
collected data contains different nine activities including standing up from laying, lying down
to standing, standing up from sitting, running, sitting down, going downstairs, going upstairs,
walking, and jumping. Table 2.4 shows that this dataset is collected from nine activities of 30
participants.

MotionSense Dataset

The MotionSense dataset [149] was collected from 24 participants 14 men and 10 women
using the accelerometer and gyroscope sensors of an iPhone 6s which was placed in the
user’s front pocket. The participants performed six activities which are walking downstairs,
walking upstairs, walking, jogging, sitting, and standing. The participants had different ages,
gender, weight, and height, i.e. their body mass ranged from 48 kg to 102 kg, their age
ranged from 18 and 46 years old, and their height ranged from 161 cm to 190 cm. 15 trails
in the same environment and condition to perform the activities by the participants were
conducted. Each trail lasted between 30 seconds and three minutes. In this study, only the
accelerometer sensor data are used. Table 2.4 shows this datasets consists of six activities
from 24 individuals.

WISDM Dataset

The WISDM (Wireless Sensor Data Mining) project aimed to explore the problems of
receiving sensor data from smartphone devices. The data was recorded from 29 volunteers in
a controlled study for 6 different activities, i.e. standing, walking, sitting, jogging, walking
upstairs and walking downstairs. The volunteers carried a smartphone (Nexus One, HTC
Hero, or Motorola Backflip) to record their activities via an app developed for an Android
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phone in their trousers’ front pocket and performed each activity at different times. Table 2.4
shows that this dataset is collected from 36 participants for six activities.

Table 2.4 Number of Activities and participants of Wearable Sensor datasets

Datasets Number of activities number of users

Roomset1 4 14

UCI HAR 6 30

HHAR 6 9

UniMiB 9 30

WISDM 6 36

MotionSense 6 24

Roomset2 4 14

2.5 Sensor Data Processing

Raw recorded sensor data from smart home environments and wearable devices typically are
not directly utilised for modelling. Explicitly raw data sensors need to be passed through
processing and transformed into a readable format to be prepared and used by machine
learning models[7, 74]. The processing stages are the most fundamental phase of machine
learning projects and play a significant role in gaining insight from the data. Data processing
consists of different phases including preprocessing, feature extraction and segmentation as
shown in Figure 2.3. Each of these phases comprises different steps to further transform the
data into an understandable format. The details of the phases and steps are presented below.

2.5.1 Sensor Data Preprocessing

Preprocessing data is an essential phase to prepare a well-readable format of the data.
Collected raw data from various sensors of intelligent environments or wearable devices are
inherently noise and contain missing values, or require to be transformed to a proper attributes
format based on the systems requirements. Furthermore, The steps of data preprocessing
practically include the data cleaning step to remove signals that carry irrelevant information.
Data interpolation to manage the missing values in the raw sensor readings. Finally, data
transformation to produce an understandable format of the raw collected sensor data [7, 74].
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Data Processing Methods

Preprocessing Feature extraction Data segmentation  

Data Cleaning

Handling missing values

Data transformation 

Automatic feature
extraction 

Hand-crafted feature
extraction 

Temporal-based
segmentation  

Activity-based
segmentation  

Sensor-based
segmentation  

Fig. 2.3 Sensor Data Processing

i. Data Cleaning:
Recorded data from multiple sensors of smart home environments or wearable devices
can contain inaccurate information including noise, redundant sensor signals, and
sensor failure readings. Hence, data cleaning is an effective procedure to tackle these
problems in the raw data. Different techniques are used to address these issues in the
raw collected data to properly build the machine learning input datasets. For instance,
Wilson and Atkeson [110] applied two preprocessing techniques to clean the data
on four binary sensors and an RFID sensor. The cleaning techniques are Bayes and
particle filters. After preprocessing the outcomes reveal that the Bayes filter performs
well in a noisy setting on tracking a single person. On the other hand, the particle
filter performs better compared to the Bays filter in scenarios with multiple people.
Noury and Hadidi [150] used preprocess techniques to remove nonlinear artefacts
and redundant information by employing a median filter and the first-order-hold filter
respectively. Moreover, Guattari et al. [151] also employed a median filter to prevent
abnormal measurements within a smart home environment from passive presence
sensors to record human presence.

ii. Handling Missing Values:
Recorded sensor data from wearable devices or smart home environments may contain
missing values. For example, recorded data using RFID sensors may contain up to
30% of missing values [7]. To manage these missing values, data interpolation can
be utilised. To fill in these missing values in the raw recorded data mostly linear
interpolation technique is conducted. Muaaz and Mayrhofer [152] used a smartphone
to record data and measure parameters related to users’ walking. To record the data
an Android API is used and the accelerometer sensor could not provide data at equal
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intervals. Hence, they used linear interpolation to reshape the data generated by the
accelerometer sensor into equal intervals.

iii. Data Transformation:
Data transformation is used on the collected raw sensor data to prepare the data in
an appropriate format based on the system requirements [7]. Rodner and Litz [153]
conducted associated rule mining to model users’ behaviour for ambient assisted living
systems from a smart home environment. The raw sensor data were recorded using
a motion sensor integrated with a lux meter. The format of the motion sensors data
is a timestamp with a numeric, motion is binominal and lux is numeric. To prepare a
suitable format for the rule mining the numeric values from the raw sensors data are
converted to nominal values.

2.5.2 Data Segmentation

Once the preprocessing steps on sensor raw data including cleaning, handling missing
values and transformation are completed for human activity recognition, the data should be
passed through segmentation to be prepared as input datasets for machine learning models
[7, 76, 81, 154, 155]. Multiple data segmentation techniques are used to build the input
datasets for machine learning models. Five data segmentation techniques are described
below.

i. Time based segmentation:
Time base segmentation is the most common sliding window with a fixed time window,
for example, 60 seconds to segment the data into chunks of equal time duration
[76, 81, 154, 155]. Ordonez et al. [101] used time-based segmentation with a one-
minute time interval to build a dataset from sensor data. The time was designed to
properly distinguish human activities. However, finding the best value for the time
interval of the segmentation process is a challenging task to properly build the datasets
[156–159]. For example, a short time interval for data segmentation may render
duplicate human activities, particularly for activities with a long duration such as
sleeping, which results in producing an imbalanced dataset. On the other hand, a long
interval of time may overlap human activities by merging some activities into the same
window which leads to losing information about some activities [160, 161]. Hence,
to design a proper segmentation technique with a suitable time interval, effective
heuristics are required.
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ii. Activity-based segmentation

Segmentation of sensor data based on human activities includes each activity in a
window by considering the start and end time of the activity. This approach often
fails in accurately segmenting data because human activities are not well distinct and
the boundaries of the activities are not precise. This approach rather can be used for
annotating human activities. However, this activity-based data segmentation is not
applicable for online HAR because the decision will be delayed due to waiting for
future data [7, 154]. Yoshizawa et al. [162] applied this approach to separate static
activities such as sleeping, sitting, and watching TV, from dynamic activities such as
walking, and leaving home.

iii. Sensor-based segmentation
This method segments raw sensors based on sensor events to generate input datasets
for HAR systems. Each window has a sequence of actions or movements and the raw
sensor data are split into windows of an equal number of sensor events. Hence the
duration of windows is different from one window to another since some sensor events
could be very short while some other events could be long [120, 163, 164]. The labels
of the windows are the labels of the last event in each window. The sensor events
from the sensor data that precede the last event in the window during the segmentation
process define the context for the last event. The drawback of this method is that in
each window the last event may belong to activity "A" while all previous events in the
same window belong to activity "B".

iv. Fuzzy temporal window segmentation

In addition to the aforementioned segmentation methods, dynamic sliding windows
are also utilised in multiple studies to segment raw sensor data and generate input
datasets based on activities or sensors ID [81, 158, 159]. Banos et al.,2014 [157]
compared multiple window sizes with a non-overlap sliding window to segment sensor
data and build datasets for HAR. The results of the study uncovered that a small
window size typically renders better recognition performance. However, considering
the human interpretation, these methods of data segmentation insufficiency capture a
longer temporal representation which is essential for HAR and has been recognized
as an important element of the performance of sliding window techniques. Therefore
multiple incremental fuzz temporal windows (FTWs) [38] are proposed and extended
by [19] to segment the timeline of human activities from sensor data and capture long
and short-term human activities. FSWs are compared with other approaches such
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Fig. 2.4 Example of multiple incremental fuzzy temporal windows to segment raw sensors
data [23]

as time base windows, sensor-based segmentation and activity-based segmentation
[38, 137].

Fuzzy temporal windows (FTWs) are used to generate the input datasets from the raw
sensor data for training temporal models. A fuzzy set that introduces each FTW Tk

is specified by a membership function. The shape of the fuzzy set corresponds to a
trapezoidal function Tk[l1, l2, l3, l4] is shown in Equation (2.1) [23]. Four values that
define the trapezoidal membership functions are a lower limit l1, an upper limit l4, a
lower support limit l2, and an upper support limit l3. The four values of these l1, l2, l3, l4
are provided by the Fibonacci sequence which has recently been successfully used
for introducing FTWs. The Fibonacci sequence can easily be used for FTWs to build
training datasets without involving a knowledge expert definition[39, 38, 19]. Figure
2.4 shows 12 multiple and incremental FTWs are designed based on the Fibonacci
sequence. To generate a training input dataset, the FTWs are slided over raw sensors
data x in every minute according to Equation 2.1: For example, in Ordonez smart
homes A, the training input dataset is generated by applying 15 FTWs on the raw sensor
activations from all 12 binary sensors in every minute. The datasets of Ordonez smart
home A and B have 20358 and 30469 examples respectively, where each example
represents one minute of data with 12× 15 = 180 features. Algorithm 1 shows the
procedure of using FTWs to generate input training datasets.

Tk(x)[l1, l2, l3, l4] =



0 x≤ l1

(x− l1)/(l2− l1) l1 < x < l2

1 l2 ≤ x≤ l3

(l4− x)/(l4− l3) l3 < x < l4

0 l4 ≤ x

(2.1)
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Algorithm 1: Fuzzy temporal windows to generate input Datasets [23]
1: input: Sensor_data Sensor data from smart homes

2: FTWs← FibonacciSequence Fibonacci Sequence to define values of FTWs

3: Intervals_sensor← Sensor_data Raw sensor data

4: for f tw← FTWs do

5: for interval_sensor← Intervals_sensor do

6: apply f tw on interval_sensor

7: end for

8: extracted_ f eatures← maximum( f tw)

9: end for

10: datasets← extracted_ f eatures

11: output: datasets

2.5.3 Data Splitting Techniques

Data splitting is the process of dividing the dataset into three parts training set, validation set
and testing set. Usually, for machine learning algorithms, a set of data is required to be used
by a model for training. Besides, a set of data for validating the model performance is also
required during the training process to tune the hyperparameters. Also, a set of data which
has not been used in the training process is required for the testing set to evaluate the trained
model [165].

Different types of data-splitting techniques have been presented for HAR systems. The
most common techniques are leave-one-day-out cross-validation, leave-one-subject-out cross-
validation, k-fold cross-validation and percent splitting technique. The leave-one-day-out
cross-validation is mostly used when data is collected for many days of a subject and then
one-day data could be held-out for evaluation of the trained model and the rest of the days’
data for the training and validation. Often a subject performs the same daily activities
differently at different times, days, and places which are known as the case of intra-subject

variation [13, 165]. To handle this case, the leave-one-day-out cross-validation technique
has been mostly used to focus on a robust model which can adapt to the activities of a subject
at different times, days and places.

Besides, one-subject-out-cross validation has been mostly used for developing a robust
model which can adapt to the heterogeneity on the subject level. This technique is mostly used
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when data is collected from multiple individuals. Therefore collected data of some subjects
are used for training a model and the hold-out subjects are used for evaluating the model.
Collecting the same set of activities from different subjects brings intra-class variations

since each individual performs the activities based on their preferences and posture. Hence
this technique is used with the aim to learn a model which is robust and renders satisfactory
performance despite the heterogeneity at the subject level [27, 166–170].

Another wildly popular technique is k-fold-cross validation (KFC) in which the input
dataset is split into k numbers of equal folds. These folds can be created by the number of
instances, subjects or days in the input dataset [171–174]. The folds are used for training and
evaluation of a model in which a fold is utilised as a hold-out for validating the model and
the other folds are used for training the model. This technique uses all the folds in training
and evaluation. Furthermore. this technique is mostly recommended for the small datasets to
use each instance in the datasets for training and evaluating the model [175, 174].

The percent splitting technique is the process of dividing the input datasets based on
a percentage such as 70%-30%, 75%-25% and 80 %-20%. Then the larger portion of the
dataset, i.e. 70%, 75% or 80 % is fed into the model for training and the smaller portion is
sued for evaluating the trained model. This splitting technique is mainly utilised in general
problems of machine learning and has been utilised in many HAR systems [176–181].

2.5.4 Extracting and Selecting Features

After sensor data segmentation, feature extraction is performed to extract relevant information
from the segmented data. The extracted features are fed to classification methods to assign
the correct activity class. Extracting informative features from the sensor data is one of the
key steps toward developing a successful machine learning model [36, 76, 139, 154, 165,
182, 183]. Thus, feature extraction is the procedure of determining the essential and relevant
information about human activities from the sensors stream to distinguish one activity from
other human activities. Besides, feature selection is conducted after feature extraction to
select only certain features. Feature selection reduces dimensions, storage requirements, and
the training and testing time to improve classification performance [184]. Manual feature
selection is a challenging task, time-consuming and requires domain knowledge experts in
HAR. Several techniques for automatically ranking and selecting features are available that
can be grouped into the wrapper, filter and hybrid methods [185].
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The feature extraction process could be broadly classified into two types: hand-crafted
features by a domain knowledge expert or automatic feature extraction by deep learning
models [186] which are described in detail below.

Hand-crafted Features

Hand-crafted features are extracted manually designed or engineered by a domain knowledge
expert to compute measures from the segmented data to capture an informative representation
of the data and distinguish activities in HAR systems. Wide range of studies have explored
hand-crafted features to improve performance HAR systems [187–191]. Even though hand-
crafted features are time-consuming and require domain knowledge experts, hand-crafted
features are viably used for HAR since the features extracted are computationally lightweight
to be processed particularly in ubiquitous devices [192]. The hand-crafted features include
two techniques which are time domain features (TDM) and frequency domain features (FDF)
[7, 165].

i. Time domain features (TDM)

TDF is about extracting features of human activities from sensor data sequences by
statistical measures. TDF features have been intensively studied in various applications
and demonstrated to be useful and effective for HAR systems. statistical measures
include meaning, median, standard deviation, average, variance, minimum value,
maximum value, range, signal vector magnitude (SVM), root mean square (RMS),
zero-crossing, zero-Correlation, difference, correlation, cross-correlation, integration,
differences, velocity, signal magnitude area (SMA). Among the statistical measures
of TDF, the mean value is one of the most common features for HAR systems due
to its low computational cost compared to other measures and minimum memory
requirements. The standard deviation that denotes the stability of a signal in the sensor
data around its mean value is often utilised as a fundamental classifier metric and
threshold-based method. [193] studied standard deviations for HAR to distinguish
similar human activities such as walking, standing and stairs. Multiple other well-
applied and studied TDF are median [194], zero crossing rate [195], variance [196],
skewness [67, 197], autoregressive coefficient [67].

ii. Frequency domain features (FDM)

Frequency domain features are the features that describe the periodic structure of sensor
data. A set of FDF is used in HAR systems to extract useful features including wavelet
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transformation, and Fourier transform. For instance, the wavelet transformation is
often utilised to detect the transition between different human activities since it can
capture sudden changes properly in signals of the sensor data [7, 165]. Moreover,
extracted features by Fourier transform are reported to be useful in improving the
performance of HAR systems [67].

Automatically Learned Features (Deep Learned Features)

The second technique to learn features from raw sensor data is using deep learning for HAR
systems. With the satisfactory improvement in deep learning-based computation, applying
explicit feature learning is gradually decreased. Deep learning techniques can be used for
both operations learning features and the classification of human activities together in an
end-to-end manner[198]. Deep learning techniques have accelerated the development of
HAR systems by removing hand-crafted feature learning. Deep learning also lifted the
burden from the shoulders of investigators to acquire a domain knowledge expert for the
feature engineering process.

Convolutional Neural Network (ConvNet) is particularly known for its ability to auto-
matically learn features and extract the local pattern using convolution layers. ConvNet uses
multiple filters with different sizes of kernels to extract high-level interpretations from the
segmented sensor data to represent generic features for downstream tasks i.e. classification.
A wide range of studies has explored ConvNet for extracting features and reported the
state-of-the-art performance [173, 179, 199–202]. The details of ConvNet are provided in
Section 2.8.4.

LSTM has also been commonly employed in HAR systems to learn the temporal sequence
dependencies relationships from raw sensor data. The performance of HAR using LSTM
has been explored to specify the role of temporal sequence relationships in the raw sensor
data particularly long-term dependencies in human activities [169, 171, 179, 180, 203]. The
details of LSTM are presented in Section 2.8.3.

The hybrid of both ConvNet and LSTM has been developed to learn and classify human
activities. Often ConvNet is used to extract local patterns from the sensor data whereas
LSTM focuses on learning temporal sequence dependencies from features maps through
LSTM cells. Various hybrid models are proposed to improve HAR systems and their results
have proved to be successful in feature learning [170, 181, 203–205]. The details of the
hybrid of ConvNet and LSTM are presented in Section 2.8.5.

Feature learning based on both the hand-crafted features and deep-learned features is
explored to further improve the performance of HAR systems [67, 167, 171, 174, 206–208].
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Ignatov [168] used both the hand-crafted features and deep-learned features to enhance
HAR systems on two datasets. Statistical features are used as the hand-crafted features and
ConvNet for deep learned features. Similarly, [170, 209] these studies performed feature
learning using the hand-crafted features and deep learned features through ConvNet. They
explored and evaluated the performance of deep models for HAR systems with hand-crafted
features and without hand-crafted features.

2.5.5 Activity Classification

The last phase of the HAR workflow is activity classification. Activity classification for HAR
systems denotes the procedure of uncovering the hidden relationship between the extracted
features from the input dataset with specific activity classes according to the employed
classification principle [21]. Hence, supervised learning algorithms perform classification
by learning a mapping function from the input sensor data to human activities. To do that,
the classification algorithms minimise a loss function of the pairs of input data and the
corresponding output data, i.e. human activity class [2]. Supervised learning algorithms
are trained on a training dataset to perform classification for detecting patterns between the
feature maps and the classes of human activities. Then the training model is validated on
validation datasets with different samples to optimize the model and finally, the model is
evaluated on the testing datasets. Comparing the classification outcomes by the trained model
with the true activity classes enables assessing the accuracy of the model.

There are two classification groups for HAR systems. The shallow or traditional machine
learning algorithms include Naïve Bayes (NB), Support Vector Machine (SVM), Hidden
Markov Model (HMM), k-Nearest Neighbour (k-NN), Logistic regression (LR), Decision
Tree (DT), and Random Forest (RF). The other group is deep learning algorithms such as
ConvNet and LSTM [138]. These classification groups are machine learning algorithms
which are described in detail in Sections 2.7 and 2.8.

2.5.6 Sequence Modeling

Before describing the details of the machine learning models, we show the sequence mod-
elling task for human activities. Input human activity sequences x0, ....,xT are fed into a
model to predict corresponding activity outputs y0, ....,yT at each time. Predicting the activity
output yt for particular time t should be derived only by considering the observed times
steps before time t: x0, ...,xt [1, 2, 210, 211]. Hence, sequence modeling is a function
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f : x0, ...xT → y0, ...yT (where x and y are the input and output respectively) that renders the
mapping as shown in Equation 2.2.

ŷ0, ..., ŷT = f (x0, ...,xT ) (2.2)

The model f is expected to minimize a loss L between, L(ŷ0, ..., ŷT , f (x0, ...,xT )), the
actual label and the predicted outputs where the input sequential data and the outputs are
rendered based on some distribution. This formalism could not directly be used for domains
such as sequence-to-sequence prediction or machine translation since these domains require
the entire sequence input (past and future states) [210]. However, the setting can be extended
for these domains.

2.6 Machine Learning

Machine learning algorithms have been broadly developed, improved and adapted for HAR.
In this section, we describe different types of machine learning methods that have been
mainly used for HAR. Machine learning algorithms are generally categorized into two basic
approaches: supervised learning and unsupervised learning.

• Supervised machine learning algorithms learn a function that maps instances of the
input data to an output variable[212]. The algorithms learn the relationships between
the input and output variables by minimizing a loss function on the input and output
pairs. The learned relationship between input and output variables is known as a model.
Supervised learning models are used for predicting the output of unseen instances
given the values of the input data [2]. The supervised learning models can be classified
into two main categories: classification and regression. The main difference between
classification and regression is the output variable. In classification, the output variables
are categorical values while the output variable of the regression is real values. For
example, classification in HAR maps features that are extracted from the sensor’s raw
data to their corresponding human activity labels. On the other hand, regression in
HAR maps features of the extracted sensors’ raw data to predicted time points in turn
in the future when the human activity will next happen [2].

• Unsupervised machine learning is used to learn from unlabeled input datasets [213].
Different from supervised learning which learns on annotated data, unsupervised
learning is mostly an approach to modelling the probability density of the input datasets
and learning the inherent structure of the unlabeled input data. Unsupervised learning
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is used for different tasks such as clustering, dimensionality reduction of features,
and representation learning [213]. Unsupervised machine learning approaches can be
used to uncover certain similarities or distinctive structures within the input datasets.
The most common unsupervised techniques are k-means clustering, and principal
component analysis (PCA).

2.7 Shallow Machine Learning

Conventional machine learning methods such as Conventional machine learning methods
have shown great progress and reached satisfying performance on HAR. Such methods
include NB, SVM, LR, k-NN, DT, and RF [40]. These methods have made remarkable
progress on HAR and rendered reasonable outcomes. SVM is widely employed for classifi-
cation problems and aimed at finding the hyper-planes also known as the decision boundaries
to separate the data into classes [214]. SVM is employed for HAR and results in either
it surpassing or is on part with several prior methods [215]. SVM was conducted for de-
tecting abnormal activities by identifying the normal activities [216]. Abnormal activities
are commonly unexpected events that happen in random forms. SVM has been applied
in considerable studies of HAR and obtained reasonable accuracy [40, 217–224]. A brief
introduction about each of the aforementioned conventional machine learning algorithms are
provided.

2.8 Deep Learning

Traditional machine learning algorithms have shown reasonable performance for HAR.
However, due to the intrinsic complexity of physical human activities, traditional machine
learning models may not successfully learn non-linear relationships among sensor-generated
data. Besides, the traditional machine learning algorithms rely on hand-craft features which
need domain knowledge experts which is the most expensive and time-consuming. Further-
more, feature extraction become a pre-step for classification thus leads to sub-optimization
[12, 225]. In contrast to traditional machine learning methods, deep learning models, i.e.
are able to automatically learn complex features from the sensors generated data and jointly
optimize both feature extraction and classifier learning [76].

Deep learning is essentially based on artificial neural networks as a part of machine
learning and is a subfield of artificial intelligence that focuses on developing large neural
network models that can make accurate data-driven decisions [226, 227]. Similar to ma-
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chine learning, the deep learning approaches can become supervised, semi-supervised or
unsupervised learning [227]. Deep learning has been used in many applications such as
computer vision, natural language processing, and robotics. Deep learning models enable
automatically learning numerous levels of representations of the underlying distribution of
the input modelled data. Deep learning models have shown superior learning and promising
results in different applications such as bioinformatics, medical image analysis, speech
recognition, audio recognition, social network filtering, and machine translation [228–230].

This thesis focuses on deep learning methods and their performance on the raw sensor
data for HAR systems. A deep overview of the deep learning models, i.e. deep neural
network ( fully connected layers), convolutional neural network and long short-term memory
that have been used in this thesis are provided below.

2.8.1 Multi-Layer Perceptron (MLP)

Deep neural network (DNN) has been developed as computational systems that emulate
the abilities of biological neural network and process information via interconnected com-
putational neurons (nodes or units) [212]. Neurons in deep learning are associated with a
particular weight. DNN consists of multiple layers of interconnected neurons, each layer
is built upon the previous layer to distil and optimize the classification. In DNN, the pro-
gression of computations of the neurons through the network is named forward propagation.
Moreover, DNN can also servers as a dense layer of other deep models. For instance, several
dense layers are often added to the convolutional neural network layers or long short-term
memory layers for prediction or categorization. Different from shallow learning models,
DNN models usually have deep architecture by including multiple hidden layers in between
input and output layers which are called visible layers. The input layer of the network is
used to ingest the input data for processing and the output layer of the network is used
to render the classification. Furthermore, DNN has more capable of learning from large
amount data compared to shallow learning models. The aim of the DNN is to learn some
function f for instance y = f (x;θ) that maps the input data x to output by learning optimal
parameters θ [212]. Figure 2.5 shows computation of a neuron where inputs x1...xn with their
corresponding weights w1...xn and a bias (b) are fed into an activation function f to learn
non-linear patterns of the features. The output layer uses the softmax activation function to
transform the output data to a probability distribution over predicted classes. Furthermore, in
regression problems, the activation function is not required to be applied to the raw numerical
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Fig. 2.5 An example of a neuron showing input (x1...xn) with their corresponding weights
(w1...xn) with a bias (b) and the activation function f applied to the weighted sum of the
inputs

Fig. 2.6 An example of fully connected multi-layer neural network[231]

output. The activation functions are non-linear functions such as Sigmoid, hyperbolic tangent,
rectified linear unit, or softmax, etc.

The fully connected multi-layer neural network is a typical structure where neurons are
arranged in layers and each neuron from a particular layer ingests the outcomes of all the
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neurons from the previous layer as its inputs. Such a structure with multiple layers allows us
to uncover complex decision boundaries for the classification tasks[212]. Figure 2.6 shows
the general architecture of the fully connected multi-layer neural network.

Backpropagation is another process in DNN which uses algorithms like gradient descent
or stochastic gradient descent to minimize the cost function by computing the error in predic-
tions and adjusting the weights. The process is used to train the DNN by moving backwards
through the layers of the model. Both processes forward propagation and backpropagation
enable DNN to produce predictions and correct any errors accordingly. In this thesis project,
fully connected layers are only used and stacked on the layers of the convolutional neural
networks and long short-term memory.

2.8.2 Recurrent Neural Network

Fully connected layers, i.e., dense layers can process two-dimensional inputs x = (x1, ...xN)∈
RN×F where N are the instances and F is the features, however, often complicated systems
such as smart homes generate high dimensional data with internal dependencies. For instance,
sequential sensors data is typically represented as three-dimensional tensors x = (x1, ...xN) ∈
RN×T×F where T is the time steps in the sequential temporal data. Hence, each instance in the
sequential data contains both time steps and their associated features. In the implementation
aspect, fully connected feedforward layers can still process such sequential temporal data
with three-dimensional however, it will not take the ordering patterns of the sequential data
into account because the three-dimensional input data should be flattened (T ×F) before the
dot products of the features with the weights. To address this limitation, new approaches to
neural networks are proposed that share the same weights across multiple time steps and
process sequential data. In this thesis, mainly variants of Recurrent Neural Networks(RNN)
and convolutional Neural Networks(ConvNet) are used.

The Recurrent Neural Network (RNN) was initially proposed in 1991 [232] for finger
alphabet recognition from 42 symbols. Latter in 1995 [233], RNN was used for hand shape
recognition from 66 different shapes. RNN archived promising results with about 98%
accuracy. Since then, the RNN has been used broadly for temporal sequential data including
human activities or estimated hand gestures [234, 235]. Different from a feedforward neural
network, the RNN models learn on sequential temporal data. RNN is distinguished by its
memory as a unique feature to keep information from previous inputs to affect the current
input and output. Unlike conventional machine learning algorithms which assume that the
inputs and outputs of sequential data are independent of each other, RNN utilises information
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from the prior sequences to learn the current sequence. Due to this reason, RNN is generally
employed to learn the sequential temporal data.

Furthermore, extensive studies have been performed on the performance of RNN methods
in the context of HAR and multiple methods based on RNN have been proposed including
Continuous Time RNN (CTRNN) [236], Independently RNN (IndRNN) [237], Colliding
BodiesOptimization RNN (CBO-RNN) [238], and Personalized RNN (PerRNN) [239].
Different from the previous methods with one-dimensional time series input, a hybrid
ConvNet+RNN model is proposed for HAR from multi-model sensor data. This hybrid
method uses hierarchical ConvNet to exploit the relationships among similar sensors and
merge relationships of different sensor modalities and then apply RNN to model the temporal
relationships of the sequential data [240]. RNN model is also utilised to address the domain
adaptation task caused by intra-session, sensor position, and intra-subject variances [241].

RNN has been used in multiple studies of HAR and often RNN models report state-of-art
performance. However, RNN suffers from the problems of vanishing and exploding gradient.
To overcome this problem, Long Short-Term Memory Networks (LSTM) are proposed [242]
to handle long dependencies of sequential data. In this thesis, LSTM is used to accurately
apply HAR.

2.8.3 Temporal modeling via Long Short-Term Memory Networks

LSTM is an artificial RNN and has been used to learn from temporal sequential data. LSTM
can handle and learn from long-term dependencies which alleviate vanishing and exploding
gradient problems [242]. LSTM as a temporal model has been used to recognize ADLs
from sensor data [19, 38]. LSTM processes temporal data using forget gate, input gate, and
output gate to append or delete information to the cell state throughout the processing of
the sequence data. The cell state is the main part of LSTMs that carry and transfer relevant
information from earlier time steps to later time steps. Figure 2.7 shows the connection of the
gates with the cell state in a single LSTM cell. The gates learn to keep relevant information
and forget irrelevant information during training to update the information on the cell state.
Hence each LSTM cell works as a memory to remove, read, and write information that is
controlled by the forget, output, and input gates, respectively. Forget gate process both inputs
the previous output ht−1 and new time step Xt using sigmoid activation function to indicate
relevant or irrelevant information. The forget gate keeps the information if the outcome of the
sigmoid function is 1 while deletes the information if the outcome of the sigmoid function
is 0. Equation 2.3 shows how the forget gates within a single LSTM cell are computed.
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The next step consists of two parts to determine new information kept in the cell state. The
first part is the input gate that indicates new information from the current input (Xt ,ht−1) is
appended to the cell state. The tanh activation function is the second part that renders C̃t a
vector of new candidate values and can be added to the cell state. Equations 2.4, 2.5 show
how the input gate and the new candidate values are computed, respectively. A new cell
state Ct is generated based on the summation of the multiplication of these two parts and the
multiplication of the forget gate with the previous cell state Ct−1. Equation 2.6 shows how
the new cell state is computed. The multiplication of the previous cell state with the forget
gate deletes part of the information which was decided to be forgotten earlier. Then the new
candidate values are scaled by how much the cell state is updated using it×C̃t . Finally, the
sigmoid activation function processes both the previous hidden state ht−1 and the current
input timestep xt to produce the output gate.

Finally, the output gate is computed based on filtered information using two different
activation functions and also specifies the next hidden state. Then the tanh activation function
processes the newly updated cell state. The output of the tanh functions multiplies by the
output of the sigmoid function to render the next hidden state. The updated cell state and the
newly generated hidden state pass information to the next time step. Equations 2.7 and 2.8
show how the calculation of the output gate and hidden state.

ft = σ(Wf .[ht−1,xt ]+b f ) (2.3)

it = σ(Wi.[ht−1,xt ]+bi) (2.4)

C̃t = tanh(WC.[ht−1,xt ]+bc) (2.5)

Ct = ft×Ct−1 + it×C̃t (2.6)

ot = σ(Wo.[ht−1,xt ]+bo) (2.7)

ht = ot× tanhCt (2.8)

where x is the input data, σ is the sigmoid activation function, tanh is the hyperbolic tangent

activation function, W is the weight matrix.
LSTM has been proposed for HAR systems and achieved promising results [138, 19,

23, 38]. Table 2.5 shows a list of the proposed LSTM methods with their performance for
HAR systems from multiple HAR datasets. Chung et al. [245] performed a study on 15
participants and proposed a model-based LSTM. The study investigated simple activities
using eight wearable sensors. Their proposed model is evaluated in a real-world scenario and
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a controlled environment. The proposed LSTM-based model is integrated with an ensemble
model to perform HAR on multi-sensor modalities. The challenge of this model is that the
model is applied to recognize a few activities which were collected on a test bed and thus the
proposed model is not suitable for large-scale applications. To develop a model for HAR
systems with less computation power and reduced latency, a lightweight LSTM-based model
was proposed by [249]. The proposed method was designed to be used on edge devices that
decrease communication latency traffic and can be utilised for real case scenarios. However,
this proposed method was only evaluated on a few activities before being taken into the
real-time implementation of senior patients. Rashid et al.[251] extended the method that is
proposed by [249] and proposed an energy-efficient and memory-efficient method for low-
power edge devices. The method is validated by performing experiments on many activities
using opportunity and w-HARdataset. Moreover, Zhao et al., [250] proposed a residual
bidirectional LSTM method to utilise additional backward state information (negative time
direction) in addition to the forward state information ( positive time direction) to improve
memory capability. The residual connection employed between the stacked LSTM cells
in the proposed method avoids vanishing and exploding gradients. The methods proposed
by [249, 251, 250] have relatively low performance on dynamic activities such as running,
walking, or going upstairs, and postural activities such as sitting or standing. To address
this problem, Wang and Liu [248] proposed a hierarchical deep LSTM model to improve
the system’s performance. Furthermore, to process the raw sensor data Ashry et al.,[252]
proposed an online and offline model based on LSTM to process large labelled datasets using
hand-crafted features as explained in [253, 254]. Although their proposed method produced
a satisfactory performance, utilising hand-crafted features is not an optimal method to be
used for the HAR system.
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Table 2.5 List of LSTM models for HAR systems

References Datasets Performance

Chen et ali., 2016[243] WISDM 92.1 %

Singh at el., 2017 [244]

Kasteren-Home A
89.8 % on raw
sensor, 95.3 % on
last-fired sensor

Kasteren-Home B
85.7 % on raw
sensor, 88.5 % on
last-fired sensor

Kasteren-Home C

64.22 % on raw
sensor, 85.9 %
on last-fired sen-
sor %

Chung et al., 2018 [245] Multimodal Sensor Test Bed 94.47 %

Sun et Al., 2018[181] Opportunity 95.78 %

Zhao et al., 2018 [170]
UCI-HAR
Opportunity

93.6 %
90.5 %

Tahmina at et., 2018 [169] UCI-HAR 92%

Yu and Qin, 2018 [246] UCI-HAR 93.79

Ullah et al., 2019 [247] UCI-HAR 93%

Wang and Liu 2020 [248]
UCI-HAR
HHAR

99.65 %
91.15 %

Agarwal et al., 2020 [249] WISDM 95.78 %

Zhou et al., 2020 [250]
UniMiB SHAR 79 % F1-score

Position aware HAR with wearable
device

97 % F1-score on
positioning the
wearable device
on chest and
shine

Rashid et al., 2021 [251]
Opportunity
w-HAR

91.57 % F1-score
97.64 % F1-score
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2.8.4 Temporal modeling via Convolutional Neural Network

ConvNet consists of hierarchical structures that integrate learnable filters for convolutional
operations and activation functions to introduce non-linearity, downsampling operations and
classifiers. Models based on ConvNet map their input data into a more compact representation
for downstream tasks based on their objective function. ConvNet layers can capture distinct
features at different locations and could be used to extract more complex and abstract
features from their input data [255]. ConvNet consists of several essential elements including
sparse interactions since the size of the filter of the ConvNet is smaller than the input and
each output value depends only on a small number of inputs. Each filter contains several
kernels. In addition, ConvNet shares parameters which reduced the number of the parameters
and reduces the computational cost. ConvNet models are equivariant to translation which
indicates that if the input is translated to a convolutional layer, the output will translate
accordingly [256]. Shared kernels in ConvNet allow the learning process of space invariant
features. Each filter in the ConvNet has a defined receptive field that enables the ConvNet to
capture local dependency in input datasets better than the fully connected neural network.
The hierarchical structure of ConvNet models by stacking several layers contributes to its
ability to collect low-level local features into high-level semantic meanings. This enables
ConvNet models to learn distinct features as shown in [190] that compares the extracted
features from ConvNet to heuristic hand-crafted time and frequency domain features.

ConvNet-based methods often utilise a pooling layer after each convolutional layer as
shown in Figure 2.8. The pooling layer squeezes the learned representation and reduces
the dimension of the convolutional map to support the methods against noise by dropping
a portion of the outcome to a convolutional layer. Typically, a few fully connected neural
network layers, i.e., dense layers, are added to the convolutional and pooling layers that
reduce the dimensionality of the feature map being fed into the output layer. The final output
layer of the ConvNet-based models is usually a softmax layer. However, as an exception,
conventional classifiers are used in some studies as the output layer in ConvNet models
[181, 257–260].

In 1998, LeNet5 model based on ConvNet was developed for hand-written digit recogni-
tion in documents and face recognition [261]. This method have shown excellent performance
in visual classification tasks. Moreover, the convNet-based model was developed and pro-
posed for autonomous systems slowly until its breakthrough in image classification [229]
in 2012. In recent years, ConvNet has significantly improved image classification and ob-
ject detection. Different ConvNet models are developed such as ZFNet [262] ,VGG [263],
GoogleNet [264], BN-Inception [265], and ResNets [266] that have achieved promising
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Fig. 2.8 An example of CovNet Based architecture for image domain [267]

results in image classification. Inspired by the success of ConvNet models for various tasks
in the image domain, researchers have also utilised ConvNet for temporal sequential data.

ConvNet layers could be developed in different dimensions 1 D, 2D or 3D. In Image
or video domains typically ConvNet models are developed with 2D or 3D, whereas 1D
ConvNet models are more appropriate for the temporal sequential data. 1D ConvNet for
human activity recognition has particularly two advantages which are local dependency and
scale invariance. Local dependency refers to local movement patterns and signals correlation
within human activities from the sequence input data. Besides, scale invariance refers to the
ConvNet’s power in detecting activity patterns even when the activity motion changes in
some way, for instance, an individual may run with various movement intensities [19, 268].
Multiple ConvNet-based models have been proposed for HAR systems in different studies as
listed in Table 2.6 with their performance from various HAR datasets.

Until recently RNN based models have been the dominating option for sequence mod-
elling [269]. However, empirical results indicate that methods based on 1D ConvNet are
competitive or even better than the RNN-based methods in a set of diverse tasks [210].
Furthermore, generally, recurrent-based models are severely suffering from two problems.
Firstly RNN based models excluding LSTM are impotence in capturing very long-term depen-
dencies in temporal sequential data. Secondly, recurrent-based models including LSTM are
incapable to parallelize the sequential computation procedure. In contrast, ConvNet models
are faster than LSTM models to train due to the inbuilt ConvNet parallelization strategy in
processing input data. More formally, given an input dataset x = (x1, ...xN) ∈ RN×T×F where
N are the instances and F is the features, and T is the time steps in the sequential temporal
data. Stacked 1D ConvNet layers ingest the input datasets and scan over the sequence with
1D windows and learn filters f : {0, ...,k− 1} ∈ R. The convolutional procedure C of a
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sequential temporal data s is defined as

C(s) = (x∗ f )(s) =
k−1

∑
i=0

f (i) · xs−1 (2.9)

where ∗ is the convolutional operator between the input datasets and 1D convolutional
windows, k is the filter size, and s−1 records the convolution step. the 1D window learns
patterns from the sequential temporal data. Often after the convolutional operation, pooling
is applied to reduce the dimensionality of the feature map.

Chen and Xue [270] have proposed a ConvNet-based to process and classify human
activities from smartphone sensor data. Their proposed method adapts convolutional kernels
according to signals of the wearable sensors’ data. Moreover, a ConvNet model was proposed
to automatically extract features from raw signals by Ranao and Chao [65]. The proposed
method consists of several ConvNet layers and a pooling layer that cancels the impact of
small translations in the input data [212]. Ignatov [168] proposed a ConvNet-based method
to capture local dependency in the feature map in parallel with statistical features including
mean, median, and variance of the temporal input data to maintain information about global
features of raw sensors data. This study performed an investigation to uncover the impact of
sliding windows in capturing the signal length on performance. Furthermore, Avilés-Cruz et
al., [201] proposed a new method to extract local features using three parallel and different
ConvNet subnetworks fine-ConvNet, medium-ConvNet, and coarse-ConvNet. The proposed
method fuses these subnetworks into a single classification layer to classify and analyze
human activities. This method is evaluated only on wearable sensor data and only on a
few human activities. Besides, this model requires a high computing resource due to many
parallel ConvNet layers with many filters to extract features and mappings.

To reduce the computation cost and energy consumption, a ConvNet model is proposed
to extract high-efficiency local features from wearable sensor data. The proposed model is
compared with multiple methods including LSTM, Bi-LSTM, MLP, and SVM. Besides, to
reduce the computation cost and memory of the ConvNet, lego filters are utilised instead
of the convolutional filters to develop a lightweight model in [271]. The proposed method
performs better and reduces memory and computation costs compared to the ConvNet models.
Also, the method is smaller, faster and more accurate compared to ConvNet-based models.
The method can be employed without using any special network structure and computational
resources. Cheng et al. [272] proposed a ConvNet model to process and classify human
activities in real time on smartphones and wearable devices. The method is developed using

46



2.8 Deep Learning

conditionally parameterized convolution to decrease the computation cost and reduce the
size of the model.

To further minimize the computation cost and generate a more efficient ConvNet model
multiple methods based on ConvNet were proposed for real-time HAR systems. For example,
the research work [273] evaluated multiple ConvNet pre-trained models on different real-time
human activities. Besides, different hyperparameters were used to assess the ConvNet pre-
trained models to identify the best ConvNet models for HAR. The identified ConvNet Model
was employed as a feature extractor model to evaluate a large-scale public dataset. Nutteret
al. [274] proposed a deep learning method to recognize human activities in real-time from
smartphones. To feed the input data into the proposed model, the conventional hand-crafted
features of IMU data are extracted and fed into Principal Component Analysis (PCA) to
reduce the dimension of the data. This minimizes the size of their proposed model on the
learning and inference phases and hence reduced the computation cost to run on an embedded
processor and preserves the battery life of the wearable device. To minimize the accuracy
rate fluctuations and enhance the accuracy of HAR, Zhu et al. [275] proposed an ensemble of
ConvNet models with different layers and filters to recognize activities with less training data.
Khan et al. [200] presented a heterogeneous deep ConvNet model to transfer knowledge from
a source domain to a target domain using wearable sensor data. Besides, multiple studies
presented state-of-the-art ConvNet-based models to enhance HAR systems [275, 207, 276].
However, these studies are limited to wearable sensor data which are often less imbalanced
and evaluated on a small number of activities.

1D ConvNet compared to LSTM has obtained competitive results in several applications
such as activity recognition, machine translation, and audio generation with much faster
learning time. However, 1D ConvNet models are not sensitive to the order of the sensors’
sequential data which is crucial for HAR due to processing sensor’s sequential temporal data
in parallel [12]. Hence 1D ConvNet alone is not an optimal solution instead of LSTM.

2.8.5 Temporal modeling via Hybrid of 1D ConvNet and LSTM

The hybrid model based on stacking 1D ConvNet and LSTM sequentially has been used to
improve the performance of the HAR system [19, 225]. 1D ConvNet layers in the hybrid
model are often applied when recurrent-based models cannot realistically handle and process
long-term dependencies from input sequence data. In such cases, 1D ConvNet in the hybrid
model can make the long-term dependencies shorter through down-sampling by extracting
higher-level features. Then the extracted features generated by 1D ConvNet could be better
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Table 2.6 List of ConvNet models for HAR systems

References Datasets
Performance (Average
Accuracy)

Chen and Xue, 2015 [270] Self-recorded data 93.8 %

Ranao and Chao, 2016 [65] UCI-HAR
94.79% on raw data,
95.75% on temporal FFT

Lee et all., 2017 [277] UCI-HAR 92.7%
Ignatov, 2018 [168] WISDM 90.42%

Khan et al., 2018 [200]
Self-recorded data

76% on transfer from
smartphone to smart-
watch, 80% on transfer
from smartwatch to
smartphone

Heterogeneity Activity
Recognition (HHAR)

78.75% on phone to
watch, 76.74 watch to
phone

position aware activity
recognition

72.24% on phone to
watch, 74.71% on watch
to phone

Avilés-Cruz et al., 2019 [201] UCI-HAR 100%

Wan et al., 2019 [68]
UCI-HAR
PAMAP2

92.71%
91.00 %

Tang et al., 2019 [271]

UCI-HAR
PAMAP2
UNIMIB-SHAR
Opportunity
WISDM

96.27 %
91.40%
74.46 %
86.10
97.51 %

Zhu et al., 2019 [275] Self-recorded data 96.11 %

Cheng et al., 2020 [272]

PAMAP2
UNIMIB-SHAR
Opportunity
WISDM

94.01 %
77.31%
81.18 %
99.60 %

Cruciani et al., 2020 [273]
UCI-HAR
DCASE(Audio-base HAR)

91.98 %
92.30 %

Nutter et al., 2018 [274]
UCI
UCF

99 % F1-score
97 % F1-score

Xiao et al., 2020 [278]
AMASS dataset
DIP dataset
AMASSDI

87.46 %
89.08 %
91.15%

Shojaedini and Beirami, 2020 [276] WISDM
Improves accuracy to 5%
than traditional methods

Almaslukh et al., 2018 [207] Position aware HAR 84 to 88%
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processed by the recurrent-based models [204]. Table 2.7 shows a list of hybrid of ConvNet
and LSTM models with their performance that has been proposed for HAR systems from
various HAR datasets. Xia et al. [279] proposed a hybrid of ConvNet and LSTM models
to accurately recognize human activities from wearable sensor data. The hybrid model
is integrated with global average pooling (GAP) [280] to compress the feature map and
minimize overfitting by reducing the total number of parameters in the proposed model. GAP
is performed instead of conventional fully connected layers i.e., dense layers. Compared
to fully connected layers, the GAP layer is faster in processing data due to the absence of
parameter optimization in the GAP. Moreover, batch normalization [265] is also appended to
the GAP layer to speed up the convergence of the model.

Most of the proposed HAR systems are designed to recognise a few human activities
based on wearable sensor data and have certain challenges in the recognition of multiple
dynamic activities such as walking and going upstairs. To track and recognize dynamic
human activities, Qi et al. [281] proposed an adaptive recognition method to classify 12
human activities with an accuracy of 95.15% and 92.20% for the mobile phones kept in
the waist and pocket. Wang et al. [282] proposed a hybrid model of ConvNet and LSTM
to extract features using ConvNet layers and capture the dependencies between the actions
using LSTM to enhance the HAR identification rate. However, the presented methods in
[281, 282] have some limitations in distinguishing similar and dynamic human activities
such as walking and going upstairs and downstairs with less inter-class and high intra-class
scatter. To address this limitation Lv et al. [283] proposed a margin mechanism to capture
discriminative features for improving HAR. The proposed network integrated four modified
neural networks and outperforms the unmodified and multiple conventional models on three
wearable sensor data. Furthermore, an ensemble deep learning model of ConvNet and
LSTM is proposed with traditional shallow learning and statistical features to improve HAR
[284]. Besides, bidirectional LSTM is combined with ConvNet to process long sequences of
human activities and capture local features that are fed to the fully connected layers with a
softmax activation function to classify human activities [285]. The above proposed methods
in [285, 284] have two main limitations. Firstly the computation cost of these two methods
is very high due to the many parameters to optimize. Secondly, these two methods are
only applied to wearable sensor data that are less imbalanced. Ordonez and Roggen. [204]
proposed a generic hybrid of ConvNet and LSTM to model human activities. In addition to
improving HAR systems, Zhu et al. [286] proposed a semi-supervised learning method to
reduce the need for large labelled data for the learning process.
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Attention mechanisms are also used in modelling temporal activities to further focus
on the important time steps and effectively expose deep semantic correlations from action
sequences involving human activities besides the hybrid of ConvNet and LSTM to further
improve HAR systems [14, 178, 287, 288].

2.9 Imbalanced Class Problems in HAR

Supervised machine learning algorithms require labelled data to train a model in which each
instance in the labelled datasets belongs to a known class[289–292]. Often the instances
in labelled datasets are unequally distributed over the classes. This will bring the class
imbalance problems which occur when one class has a large number of samples compared to
other classes. Typically the minority classes that have significantly fewer examples than the
majority classes are the most of interest [293–295]. A comprehensive understanding of the
class imbalance problem and the existing techniques for handling it is crucial, s such skewed
data exists in various applications, particularly in HAR. During training a model on a dataset
with class imbalance problems the model will mostly misclassify the instance of the minority
classes and over-classify the majority classes due to the increased prior probability of the
majority classes. Machine learning methods that address class imbalance problems can be
divided into three groups: data-level techniques, algorithm-level methods, and the hybrid of
data-level and algorithm-level approaches [296, 297].

Data-level techniques attempt to mitigate the level of imbalance problems using differ-
ent sampling data approaches. Algorithm-level methods for addressing imbalanced class
problems are often performed by cost-sensitive schema to focus more on the samples of the
minority classes. Lastly, a hybrid of the data level and algorithm-level methods[296, 297].

2.9.1 Data Level Solution

Data-level methods include over-sampling and under-sampling techniques to handle imbal-
ance class problems. These two techniques have been used to change the distribution of the
training dataset to reduce the impact of the skewed class proportions on the learning process
[298]. In their simplest forms, the random over-sampling technique increases the number of
samples of imbalanced training sets by duplicating the samples of the minority classes. It
has been shown that over-sampling can cause over-fittin that represents a high variance and
appears when a model fits very well on the training datasets and is then incapable to general-
ize to unseen data. On the contrary, the random under-sampling technique removes random
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Table 2.7 List of Hybrid ConvNet and LSTM Models for HAR

References Datasets Performance

Ordonez and Roggen.,
2016[204]

Opportunity 93.0 %

Zhu et al., 2018 [286] UCI-HAR 97.2 %

He et al., 2018 [287] UCI-HAR 95.35 %

Wang et al., 2019 [178]
UCI-HAR
SWLM

93.41 %
93.83 %

Xia et al., 2020 [279]
UCI-HAR
WISDM
Opportunity

95.78 % F1-score
95.85 % F1-score
92.63 % F1-score

Qi et al., 2020 [281]
Smartphone-based adaptive
HAR dataset

Waist 92.93%
Pocket 88.37 %

Wang et al., 2020 [282] HAPT dataset 95.87 %

Lv et al., [283]
Opportunity
UniMiB-SHAR
PAMAP2

92.30 %
77.88 %
93.52 %

Su et al., 2019 [285] HCI-HAR 97.95 %

Mukherjee et al., 2020 [284]
WISDM
UniMiB-SHAR
MobiAct

97.1 %
98.7 %
95.1 %

Singh et al., 2020 [14]

MHEALTH
USC-HAD
UTDMHAD1
UTDMHAD2
WHARF
WISDM

94.86 %
90.88 %
58.02 %
89.84 %
82.39 %
90.41 %

Gao et al., 2021[288]

WISDM
UNiMiB-SHAR
PAMAP2
Opportunity
SWLA

98.85 %
79.03 %
93.16 %
82.75 %
94.86 %
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samples of the majority classes in the training sets, hence, the under-sampling approach
decreases the total amount of information that has to be used to train a model. Different
sampling methods have been developed to handle the imbalance class problems in an attempt
to avoid over-fitting and preserve valuable information.

Zhang and Mani [299] presented k-NN to select several samples from the majority classes
based on their distance from minority classes. Kubat and Matwin [300] proposed a technique
to remove noisy and redundant examples of the datasets only for the majority of classes.
Furthermore, Barandela et al. [301] proposed a method to remove the misclassified example
on the class boundaries from the training dataset

Many over-sampling techniques have also been designed to avoid over-fitting, strengthen
class boundaries, and enhance discrimination. Chawla et al. [302] proposed a new method
for over-samples which is called Synthetic Minority Over-sampling Technique (SMOTE).
This technique generates new samples among the minority samples and their nearest minority
neighbours. However, SMOTE in generating new instances fails to consider neighbouring
instances of different classes which can append further noise and expand the overlapping
of the classes. To overcome this problem, different techniques based on SMOTE have been
developed, e.g. Borderline-SMOTE [303], BLL-SMOTE [304] and Safe-Level-SMOTE
[305] to consider the majority class neighbours. For example, border limited link SMOTE
(BLL-SMOTE) is proposed, to avoid misgenerated new samples [304]. BLL-SMOTE focuses
on the distances between the newly generated samples with their k-nearest neighbours and the
nearest sample in the dataset. To mitigate the distance calculations of the BLL-SMOTE and
improve the oversampling process, we propose improved SMOTE (iSMOTE) that computes
k-nearest neighbours of each generated instance to make sure the new instances are accurately
annotated. Each new instance of the minority classes with its k-nearest neighbours must
have the same class. For example, generated new instances of Shower activity must have k

Shower activity as nearest neighbors. The details of our proposed iSMOTE will be presented
in Chapter 4.

2.9.2 Algorithm Level Solution

The algorithm-level methods attempt to reduce the level of imbalanced class problems in the
training process mainly through cost-sensitive learning and new loss functions. Wang et al.
[306] proposed new loss functions that enable samples of the minority classes to contribute
more to the loss function. Lin et al. [307] proposed the focal loss function to address the
imbalanced class problem between background and foreground classes during training in one
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stage object detection scenario. The focal loss is designed to down-weight well-classified
examples and focuses on hard-classified examples. The loss value of hard-classified examples
is much higher compared to the loss values of the well-classified examples by a classifier
using the focal loss function. Since the focal loss focuses more on a sparse set of hard-
classified samples, hence the focal loss is used in our proposed network to improve the
learning of minority classes in HAR systems. The focal loss function is shown in Equation
2.10.

FL(pt) =−αt(1− pt)
γ log(pt) (2.10)

Wang et al. [308], Khan et al. [309] and Zhang et al. [310] proposed DNN methods
based on cost-sensitive learning by providing more weights to the minority classes to address
the imbalanced class problems. In addition to that, the approaches presented by Khan et al.
and Zhang et al. have an adaptable cost function that learns the cost matrices during the
training process of the model.

To address imbalanced class problems without modifying the training samples and
without assigning different weights using cost-sensitive learning as well as improving the
performance of HAR systems, we propose a joint learning method of two different temporal
models, i.e., LSTM and 1D ConvNet. The proposed joint learning of temporal models learns
from the same form of input features for HAR. Different from ensemble learning which often
combines the outputs of many learners while using a specific aggregation function to handle
imbalanced data [311], the proposed method combines the learning processes of two temporal
models in a single joint training mechanism to improve the accuracy on minority classes
in addition to maintain the accuracy on majority classes. Therefore, joining the learning
processes of two different temporal models in the proposed method is expected to obtain a
better combined model compared to simply aggregating the outputs of multiple learners. It is
also expected to obtain more accurate and reliable estimates or decisions than single models.
The two temporal learners of the jointly proposed methods can exploit different features
from the input data to render a strong mutual complementary model. Complementarity in
joint learning based on different models can greatly boost the performance as compared
to simply combining the same learners (e.g., LSTM with LSTM in this work) in a joint
learning model [312]. This is because each base learner brings different features into the joint
learner to enrich the joint learning process and each learner improves the earlier layers of the
other learner, but at the same time, the weaknesses of each individual learner are avoided.
The proposed method jointly trains the two base learner i.e., LSTM and 1D ConvNet, and
combines the based learners by a fully connected layer, which is followed by the output
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layer. The joint optimization that leads to increasing the functionality of the proposed joint
temporal model to gain more insight into the input data and features reduces the recognition
error rate. Thereby, the proposed model increases the performance of activity recognition,
particularly for minority classes. We also adopt the incremental multiple fuzzy temporal
windows approach in order to compute informative features to enhance recognition accuracy,
particularly for minority classes as well. The details of our proposed method are presented in
Chapter 4

2.10 HAR Using Transfer learning

A large number of studies are conducted for HAR and most of them are reporting the state-
of-the-art performance and addressing different problems of HAR systems. However, there
are still some challenges that require further investigation to be appropriately addressed. One
of the main challenges is that HAR systems require a considerable amount of labelled data
which is not always available and expensive to acquire.

Several transfer learning approaches are presented to reduce the need for labelled data
with maintaining reasonable accuracy. Transfer learning is defined as the capability to expand
what has been learned in the training process in one context to new and related contexts.
Transfer learning in machine learning refers to various strategies [313] which include multi-
domain learning [314–316], self-supervised learning [317–319], domain adaptation [320],
multi-task learning [321, 322], sharing of knowledge and representations [323].

In this thesis project, transfer learning is performed through two different techniques:
cross-domain learning and self-supervised learning using shared representation to make
HAR systems more robust, and adaptable and effectively reduce the need for annotated data
for HAR systems. Cross-domain learning is about transferring knowledge from a domain
to other related domains to reduce the need for labelled data, reduce the training time and
improve the accuracy of the target task [313]. Besides, a self-supervised learning network is
proposed to learn a good representation of human activities from unlabeled data, enhance
accuracy and substantially minimize the labelled data required for a downstream task, i.e.
activity classification.

2.10.1 Cross-domain Learning

In deep learning, a domain refers to a dataset where its examples are drawn from the same
distribution [324]. Multiple datasets with different data distributions can be used to target
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the same problem by fusing multi-domain features. Multi-domain learning (MDL) aims to
perform a task (e.g., activity recognition) across different but related domains simultaneously.
MDL has become an interesting problem since the success of deep learning models has
been based on large-scale training data. MDL as a transfer learning technique addresses the
problem of learning a task from different but related domains that share some commonalities
in their input-output mapping functions [315]. MDL learning optimizes multiple objectives
jointly and simultaneously to improve the performance of multiple domains by exploiting
commonalities and differences across domains using a shared representation [325]. Moreover,
multi-domain learning reduces the sampling burden required to improve generalization by
learning multiple similar domains as opposed to learning each domain in isolation [315, 316].
Similar domains using a shared representation transfer knowledge to each other during the
learning process to mitigate the negative effect of data scarcity [326]. In contrast to an
SDL that only uses domain-specific data to independently learn a model for each domain,
MDL leverages data of all domains and shares knowledge between domains causing better
prediction performance and model generalization. Figure 2.9 shows the architecture of SDL
and MDL. There is limited research for activity recognition using MDL particularly based on
sensor data. MDL proposed between activities of two domains using Web search [314]. The
limitation of these works yet firstly relied on classical statistical features engineering. Second
Web search is used to obtain relevant Web pages for the activities, and then techniques of
information retrieval are employed to further process the extracted Web pages. MDL methods
are proposed for human activity recognition by [327, 328], however, the methods are only
validated using wearable sensors data.

2.10.2 Self-supervised Learning

Deep learning approaches have been broadly used and led to significant improvements in
different applications of healthcare, ubiquitous computing, and pervasive intelligence. Since
deep learning techniques can eliminate the need to manually extract features from input
data [70], deep learning methods have become dominant in building intelligent systems [36].
Recurrent and convolutional neural networks have demonstrated satisfying performance
in various recognition systems from sequential data such as human activity recognition
[204, 138]. The majority of the deep learning systems for human activity recognition demon-
strate state-of-the-art performances [36]. LSTM as a recurrent method is commonly used
in addressing temporal recognition problems due to taking the ordering of the time steps
into account which is crucial for accurate temporal recognition tasks [36]. Besides, Con-
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vNet methods have become increasingly prevalent in temporal modelling due to processing
temporal data in parallel, weight sharing and also is translation invariance [329]. These
methods are mostly employed in supervised manners and require large labelled samples
which are infeasible in many domains and require knowledge experts to manually label
samples. Therefore, these major inherent limitations of the supervised learning methods
emphasize the significance of using unsupervised learning to leverage abundant unannotated
data for representation learning [330] which can be obtained in a real-world setting.

Self-supervised learning as unsupervised learning which we study in this paper can
exploit the inherent structure of the feature map in the human activity datasets to obtain a
supervisory signal from unlabeled data for the downstream task, e.g. HAR. Self-supervised
learning has drawn considerable attention in the vision domain and numerous state-of-the-art
models have been proposed to learn useful visual features from static images and videos
[317]. Moreover, self-supervised learning methods have been actively studied in language
modelling due to their excellent data efficiency and generalization ability [331] and graph
learning [332].

Even though self-supervision has been well explored for vision and language modelling,
it remains challenging for HAR systems from sensor data of smart home environments
and wearable devices. Few studies using self-supervision are focused on HAR from sensor
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data [329, 333, 334]. Haresamudram, et al.[333] proposed a masked reconstruction model
as a variant of the BERT model [331] to randomly replace sensory signals to zero for
certain time steps. Their model was trained using the mean squared error loss function to
reconstruct the masked sensor signals. Saeed, et al. [329] proposed a multi-tasking method
for self-supervised sensor representation learning. Their multi-tasking method was trained on
temporal data to identify possible transformations (augmentation) that may have been used
on the raw sensor data. Haresamudram, et al. [335] proposed a self-supervised method based
on contrastive predictive coding (CPC). Their proposed method compared to CPC network
[336] that is the encoder only trains on short time windows (1s) with a 50% overlap between
subsequent windows. A lightweight model of BERT is proposed for HAR based on inertial
measurement unit data to learn representations of human activities from unlabeled data [337].
SelfHAR [338] is another self-supervision model proposed for HAR systems from sensor
data of wearable devices. These methods have not addressed handling imbalanced datasets
in representation learning for HAR and also only applied to the wearable sensor data which
are less imbalanced compared to smart home environment data.
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Chapter 3

Sequential Learning for Human Activity
Recognition

3.1 Introduction

Human activities are highly diverse due to different sensor readings and even the same
subject tends to perform an activity in different ways. Also, the intrinsic characteristic of
categories denoting daily human activities is inherently imbalanced, and hence building a
robust machine learning model for HAR is challenging. Moreover, occasionally generated
data by sensors could be noisy which adds extra challenges and ambiguity to the interpretation
of human activities [38, 127, 339, 340].

Deep learning models are widely employed in different applications of computer vision,
audio recognition, and natural language processing. Furthermore, deep learning approaches
have improved HAR systems based on sensors generated data and show promising results.
Since mostly HAR problems are formed as a sequential learning [341], RNN as a type
of sequential learning and its variations particularly LSTM have demonstrated satisfying
and state-of-the-art performance [38]. LSTM integrated models are commonly used and
increase the performance of HAR systems, but LSTM requires a large amount of memory
and high computational capacity for its memory cells and gating mechanism in learning to
process temporal sequential contextual information [19]. Further, LSTM models process
times steps of sensor temporal data sequentially because processing any timestep requires the
outcomes of the previous time steps [342, 210]. ConvNet is employed to extract the temporal
contextual information for HAR systems from sensor data [268]. Even though training one-
dimensional (1D) ConvNet models is remarkably faster than LSTM due to the nonexistence
of recurrent settings, LSTM models show better performance than 1D ConvNet for HAR
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systems. Furthermore, 1D ConvNet models are not sensitive to the order of the sensors’
sequential data which is crucial for HAR due to processing sensors’ sequential temporal data
in parallel. To address this problem and efficiently process sensors’ data for HAR, we have
developed two ConvNet models integrated with different attention mechanisms. The models
are described below.

1. Dilated causal convolution with the self-attention mechanism (ConvNet+Self) is pro-
posed to entirely forgoes recurrent settings and improve the performance of HAR.
Dilated convolutions within the proposed method are used to maximize the receptive
field by orders of magnitude and aggregate multi-scale contextual information without
considerably increasing computational cost. The self-attention technique is used to
focus more on important time steps of the feature maps by computing similarity scores
for all time steps [342].

Even though the proposed dilated causal convolution with the self-attention outper-
formed the state-of-the-art methods as shown in the results, computational and memory
requirements of the self-attention technique are quadratic with the length of the input
sensor sequential data which leads to slow learning and occupy more memory. To
address this limitation, this thesis proposes a new method for HAR to further accelerate
the training time and enhance the performance of HAR. The new method introduces a
lightweight attention mechanism which is called performers-attention and integrates
with causal ConvNet and supervised contrastive learning. The new method is further
delineated in the next section.

2. Causal supervised contrastive ConvNet based on performers-attention (ConvNet+Performers)
is also developed. This proposed network improves the results of the HAR systems in
sensors generated data. In addition, the proposed method also accelerates the learning
process compared to the existing methods. Causal convolution [210, 343] is adopted to
avoid violating the ordering time steps of the input datasets, which is crucial in HAR
systems. Performers-attention [344] which scales linearly with the input sequence
length is proposed to reduce the computation and memory cost compared to the self-
attention mechanism for HAR systems. Moreover, supervised contrastive learning is
adopted to learn a good representation from the input sensors data that supports classi-
fiers to gain useful information [330, 345]. Due to integrating supervised contrastive
learning, the proposed network has two learning stages. The network learns a good
representation of human activities in the first stage to learn a more accurate classifier
in the second stage. Further, in the first stage, the supervised contrastive loss function
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is applied to learn the representation of human activities which is further propagated
through a projection network. In the second stage, a linear classifier is trained on top of
the frozen representations while the projection network is discarded. The two stages of
learning prepare a discriminative representation that renders a more accurate classifier
[345].

Moreover, due to the diversity of human activity recognition which leads to generating
long-tailed datasets with skewed class distributions, often classifiers tend to be more
biased towards majority classes and misclassify minority classes. To address this
limitation, the focal loss function [307] based upon the effective number of samples
[346] is proposed by assigning higher weights to hard-classified examples to sufficiently
learn minority classes. The focal loss function is conducted in the second stage to learn
a linear classifier for HAR.

These methods are proposed to entirely forgoes recurrent settings and to boost the
performance of HAR systems since parallelization is inhibited in recurrent networks due to
sequential operation and computation that lead to slow training, occupying more memory
and hard convergence. The developed networks are evaluated on eight benchmark HAR
datasets and compared with the existing state-of-the-art methods. Both proposed networks
ConvNet+self and ConvNet+Performers that are developed to accelerate learning time and
improve the performance of HAR systems are delineated in the following sections.

3.2 Dilated Causal ConvNet with Self-attention (ConvNet+Self)

In this section, we describe the proposed network ConvNet+Self which is developed using
dilated causal convolution based on the multi-head self-attention mechanism for HAR from
sensors data. We aim to design and propose a more efficient convolutional network model
better than recurrent-based architecture models in terms of recognition score and training
time. The distinguishing characteristics of our proposed method are: 1) the proposed model
stops information leakage from future to past using causal convolution; 2) the proposed
model can handle temporal sequential data of any length and map it to a series output of the
same length; 3) the model can simultaneously focus on different important time steps of the
sequence input using the multi-head self-attention mechanism. The proposed method consists
of two layers of 1D dilated causal convolution followed by the multi-head self-attention
mechanism to learn feature maps of human activities from the sensors data. Then a fully
connected layer followed by a softmax layer is applied on the feature maps to recognise and

60



3.2 Dilated Causal ConvNet with Self-attention (ConvNet+Self)

Input 

d =1

d =2

d =4

Hidden 

Kernel size=3

Key Query 

Value

Attention output

Softmax Self-attention 

  

Learned Transform 

Fig. 3.1 Dilated causal convolution and self-attention model

distinguish human activities. Figure 3.1 provides more information about how the layers of
the proposed method are stacked. The details of the proposed model are described in the
following subsections.

3.2.1 Dilated Causal Convolutions

Causal convolutions used in the proposed method to control the model and predict output
at time t based on only the convolutions of the sequence inputs from time t and earlier in
the previous layers [210]. Causal convolutions also preserve the ordering of sequential input
patterns. However, causal convolutions require very large filters or many hidden layers
to expand the receptive field [343]. To maximize the receptive field and aggregate multi-
scale contextual information without considerably increasing computational cost, dilated
convolutions are integrated into the proposed method. Dilated convolutions enable the model
to increase the receptive field exponentially using a few layers and keeping the computational
efficiency [347]. The dilated causal convolution DCC for one dimensional input sequence
x ∈ Rn with a filter f : {0,1...,k-1}→ R on element s of the sequence is defined as:

DCC(x⋆d f )(s) =
k−1

∑
i=0

f (i) · xs−d·i (3.1)

61



3.2 Dilated Causal ConvNet with Self-attention (ConvNet+Self)

where d is the dilation factor, k is the filter size, and s−d · i shows the past direction. The
dilation factor d is exponentially increased when the depth of the model is increased i.e.,
d = 2l at layer l of the model. Formally, we increase the dilation factors d exponentially by
a factor of 2 in each layer l = 1, ...L where L is the number of layers of the dilated causal
convolutions in the proposed model. Equation 3.2 shows the dilation factor in this study.

d ∈ [20,21,22, ...,2L−1] (3.2)

In addition, the dilation convolution renders the standard convolution when d=1. Figure
3.1 shows the dilation causal convolutions in the proposed model for dilations 1, 2, and 4.
Dilated convolution with different dilation factors can be integrated with a filter at different
ranges. The filters convolve input values over an area larger than its length using dilated
convolutions by skipping input values with a certain step which is the dilation factor. Hence,
dilation convolution is equivalent to a standard convolution with one dilating, but importantly
more efficient. Dilation convolution effectively enables the model to aggregate multi-scale
contextual information with fewer layers and the same receptive field compared to a standard
convolution [347]. Therefore, the number of learnable parameters is reduced by using stacked
dilated causal convolutions that lead to yielding more efficient training and lightweight model.

3.2.2 Self-Attention Network

The self-attention mechanism is a robust technique to compute correlation and the weighted
combination between all the time steps in the input sequence [342]. After applying dilated
causal convolution to render aggregated multi-scale contextual information, multi-headed
self-attention is used to enable the model to focus on important and relevant time steps more
than the insignificant time steps from the sequential feature maps during recognition. Hence,
the attention mechanism aims to learn the most important time steps from the sequence
feature maps that aid in determining more accurate recognition. Moreover, self-attention
identifies relative weights for each time step in the sequence feature map by considering its
similarity to all the other time steps within the sequence. Then, the representation of each
time step with relevant and important information from other time steps is transformed by
the relative weights according to their importance. The self-attention mechanism has three
learned matrices: queries Q ∈ RN×Dk , keys K ∈ RM×Dk , and values V ∈ RM×Dv , where N

and M are the lengths of the queries and keys (or values), Dk and Dv are the dimensions
of keys (or queries) and values [342]. To obtain attention scores, dot product attention is
applied between each query as considered to the transformed matrix of a specific time step
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softmax

Fig. 3.2 Self-attention

and the key matrix of every other time step. The dot-products of Q and K are scaled by
√

Dk

to mitigate the softmax gradient vanishing problem. Often the softmax (Q·KT
√

Dk
) is called the

attention matrix. Then the softmax function is applied on the scaled dot product value of
the queries and keys to generate the attention scores. Lastly, the attention scores are used
to produce a weighted representation of the value matrix for each of the time steps in the
sequence as shown in Figure 3.2. Equation 3.3 shows the multi-head self-attention is entirely
implemented as a matrix multiplication operation.

f (h j)
sa (Q,K,V ) = so f tmax(

Q ·KT
√

Dk
)V (3.3)

The model computes the attention numerous times in parallel (multi-head) to capture
distinct correlation information of the input sequence. Hence, h j in Equation 3.3 shows
the output from attention head j and sa refers to self-attention. Distinct parameters are
used in Equation 3.3 for computing each the key, query, and value of the n attention heads.
The outputs from the distinct multi-head attention are concatenated and transformed to the
dimension of the input sequence using the learned parameter Wo as defined in Equation 3.4.
The outputs of the multi-head self-attention (Mha) are fed into fully-connected layers, i.e., a
dense layer with a ReLU activation function and a soft-max layer.

Mha =Wo · concat( f (h1)
sa , ...., f (hn−1)

sa , f (hn)
sa ) (3.4)

The proposed method based on dilated causal convolution foregoes recurrent architectures
to accelerate the training and inference time. Causal convolution maintains the ordering of
data which is crucial for HAR systems. Dilated convolution increases the receptive field and
produces feature maps with multi-scale receptive fields using the different dilated rates in
the convolution layers. Dilated convolution preserves the resolution of the data since the
layers are dilated instead of pooling. The multi-head self-attention mechanism is employed
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in the proposed method to capture informative time steps in the feature map to improve HAR
systems. Dilated causal convolution with a self-attention mechanism is used to make the
proposed method computationally efficient and improve the result scores.

The operation of the self-attention mechanism scales quadratically with the input sequence
length which can increase training time because it appends more weight parameters to the
model. To address this limitation, in the next section, we proposed a new method to recognise
human activities to further accelerate the training time and enhance the performance of HAR
by introducing a lightweight attention mechanism.

3.3 Causal Supervised Contrastive ConvNet-based Perform-
ers Attention (ConvNet+Performers)

The proposed network ConvNet+Performers is developed using causal 1D ConvNet with
the performers-attention based on supervised contrastive learning. The proposed Con-
vNet+performers network has four main components which are: causal convolution, performers-
attention, supervised contrastive learning for two stages of learning (representation learning
and classifier learning), and focal loss. The causal convolutions component in the proposed
network is used to avoid information flow from future to the past by processing results at
time t based on solely the convolutions of the time steps of the temporal data from time
t and earlier in the previous layer. Therefore, predicting time steps at time t cannot rely
on any of the future time steps from the sensor sequential data. This helps the proposed
network to maintain the ordering of the temporal data [343] which is significant for HAR
systems [19]. The performers-attention is used in the proposed network to focus more on
the important time steps to improve the recognition process. Moreover, the details of the
performers-attention are provided in Sections 3.3.2. Supervised contrastive learning is used
to prepare a discriminative representation and further reduce the classification error compared
with several existing methods for HAR. Further, the focal loss function is used to address
imbalanced activities problems and improve the less presented human activities.

The proposed network consists of two layers of 1D causal convolution followed by a
fully connected layer and the performers-attention mechanism to build an encoder. Then
the encoder is projected to render a representation of human activities in the first stage of
learning. Next, in the second stage of learning the trained encoder is frozen and followed by
a fully connected layer and a softmax layer to recognise human activities. Figures 3.3 and
3.4 presents the structure of the proposed network and the two stages of learning in which the
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representation learning uses supervised contrastive loss function and the classifier learning
uses the focal loss function. More details about supervised contrastive learning and both
learning stages are provided in Section 3.3.3.

3.3.1 Focal Loss

The focal loss [307] is introduced to address the imbalanced class problem between back-
ground and foreground classes during training in one stage object detection scenario. The
focal loss is designed to down-weight well-classified examples and focuses on hard-classified
examples. The loss value of hard-classified examples is much higher compared to the loss
values of the well-classified examples by a classifier using the focal loss function. Since the
focal loss focuses more on a sparse set of hard-classified samples, hence the focal loss is
used in our proposed network to improve the learning of minority classes in HAR systems.
The focal loss function is shown in Equation 3.8.

The focal loss function is an updated version of the cross-entropy loss function to solve
the imbalanced class problem. The cross-entropy loss function is shown on Equation 3.5.

CE(p,y) =

− log(p) if y = 1

− log(1− p) otherwise
(3.5)

where y ∈ {±1} is the actual class ground-truth and p ∈ [0,1] denotes the estimated proba-
bility of the model for the class with label y = 1. To make convenient notation, the above
equation can be written as:
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pt =

p if y = 1

1− p otherwise
(3.6)

The cross-entropy loss function could also be illustrated as:

CE(p,y) =CE(pt) =− log(pt) (3.7)

The focal loss as shown in Equation 3.8 is produced by appending a modulating factor
(1− pt)

γ with a tunable focusing parameter γ ≥ 0.

FL(pt) =−αt(1− pt)
γ log(pt) (3.8)

The focal loss function focuses on a sparse set of hard-to-classify samples to prevent the
majority of easy-classified samples to overwhelm the training. Precisely, αt in the focal
loss is responsible to handle the imbalanced class problem by providing high weights to the
minority classes and small weights to the dominating classes. The class weights for α is
calculated by effective number of samples [346] Enc based on Equation 3.9.

Enc =
1−β

1−β nc
(3.9)

where β ∈ [0,1) is a hyperparameter, nc is the number of samples from class c. Besides, the
γ is automatically down-weighting the contribution of well-classified samples in training to
pay more attention on the hard-classified examples. The γ is a float scalar modulating loss
from hard-classified and well-classified samples.

3.3.2 Generalized Kernelizable Attention

The complexity of the self attention mechanism with the length of the input temporal sequence
scales quadratically which increases model learning time and requires more memory. This
is the limitation of the self-attention mechanism. To address this limitation, we adopt
performers-attention [344] as an efficient attention mechanism whose complexity scales
linearly with the size of an input sequence L. The performers uses a Fast Attention Via
Positive Orthogonal Random Features (FAVOR+) algorithm and substitutes Transformer self-
attention by generalized kernelizable attention. The FAVOR+ algorithm is used to estimate
the regular softmax attention by random feature map decompositions. Hence the core idea of
the performers is to decompose the attention matrix into a matrix product. This algorithm
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leverages positive orthogonal random features to approximate softmax attention kernels with
provable accuracy and O(N) for both computational and space complexity [344]. Previous
attention mechanisms such as sparsity and low-rankness relied on structural assumptions
for the attention matrix without approximating the original softmax function. Generalized
kernelizable attention can make the model process longer input sequences and train faster
compared to previous attention mechanisms. The aim of using generalized kernelizable
attention and FAVOR+ is to approximate the softmax and choose the order of computation of
the matrices of Equation 3.3.

Hence, the goal is to approximate exp (QKT ) by Q′K′T ( Q′K′T ≈ exp (QKT )), decompose
the softmax distribution and form a lower-dimensional attention matrix (A). FAVOR+ is used
for attention blocks using matrices A ∈ RL×L of the from A(i, j) = K(qT

i ,k
T
j ) where qi,k j

are the ith, jth query, key row-vector in QK, and Kernel K: Rd×Rd → R+ is defined for
randomized mapping: φ Rd → Rr

+ (for some r > 0) as:

K(x,y) = E[φ(x)T
φ(y)]. (3.10)

The kernel function: φ : Rd → Rr
+ that maps Q→ Q′, and K→ K′ is of the form

φ(x) =
h(x)√

r

(
f1(wT

1 x), .., f1(wT
mx), .., fl(wT

1 x), .., fl(wT
mz)

)
(3.11)

where h(x) and f1 . . . fl are deterministic functions, w1, . . . ,wm
iid∼ D are random vectors

from a distribution D ∈ P(R)d . Also, r = l ·m, with the best performance when m = r,
l = 1, w1, . . . ,wr are orthogonal random feature maps and the ReLU function is used for f1.
In Equation 3.12, the attention that is produced by generalized kernelizable attention and
FAVOR+ for the performers to reduce the computation and memory cost.

APerf = D̂
−1

Q′K′T . (3.12)

Consequently, the generalized kernelizable attention Z′ reads the content of Equation
3.13.

Z′(Q,K,V ) = D̂
−1 (

Q′
(
(K′)TV

))
(3.13)
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where the normalization D̂
−1

= diag
(
Q′((K′)T 1L

)
), and the dimensions of the involved

matrices are the following: Q′ ∈ RL×r , K′T ∈ Rr×L , V ∈ RL×d, Z′ ∈ RL×d . In Equation
3.13, brackets indicate the order of computations and Z′ stands for the approximate attention.
Regarding the complexity of the generalized kernelizable attention, the matrices product
K′TV = W and Q′W can be computed in linear time in L. Moreover, the diagonal matrix
D̂
−1

can also be computed in linear time in L. Based on the Equation 3.13 and as shown in
Figure 3.5, the space complexity of Z′ is O(Lr+Ld + rd) and time complexity is O(Lrd)

as opposed to the regular attention with space complexity O(L2 +Ld) and time complexity
O(L2d) of . Hence the complexity of Z′ scales linearly with L.

3.3.3 Supervised Contrastive Learning

In this study, supervised contrastive learning (SCL) is used to build a model for HAR that
outperforms the state-of-the-art HAR methods. The proposed method based on SCL consists
of two stages of learning. In the first stage, two components are trained which are encoder
and projection networks. The first stage learns representations used in the second learning
stage to build a robust and accurate classifier for HAR systems. The details of the first stage
are as follows:

1. Encoder network E(·) maps temporal input sequential data x to a representation vector
r = E(x) ∈ RDE where DE = 512. The encoder network specifically consists of two
1D ConvNet layers followed by a fully connected layer. The performers-attention is
then applied to effectively extract deep semantic correlations from action sequences
involving human activities. After each layer, normalization and dropout regularization
are applied to make the learning process faster and prevent the encoder from overfitting.
1D ConvNet-based networks have been proposed as fast and accurate models for HAR
systems [19]. This is due to the ability of 1D ConvNet in extracting mostly correlated
features by considering local dependency from temporal sequential input data.

2. Projection network Pro j(·) maps the representation vector r to a projected vector
z = Pro j(r) ∈ RDE where DE = 512. The projector network is only a single fully
connected layer appended to the encoder. The Encoder and projection networks are
trained using contrastive loss function to make embeddings of similar classes are close
together and dissimilar classes are far apart. The projection is discarded at the end of
the contrastive training. Equation 3.14 shows the supervised contrastive loss function
which is used in the first stage to learn the encoder.
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Fig. 3.5 Approximation of the regular attention mechanism AV via random feature maps.
Dashed blocks show the order of computation with corresponding time complexities [344]

L=
−1

2Nỹi−1

2N

∑
j=1

1i ̸= j ·1ỹi=ỹ j · log
exp(zi · z j

/
T)

∑
2N
k=11i̸=k · exp(zi · zk

/
T)

(3.14)

where

• N is the number of random samples in a mini-batch;

• Ny is the total number of samples in the mini-batch with the same label y;

• zi = Pro j(E(xi)) and z j = Pro j(E(x j)) are the projected vectors of the samples be-
longing to the same class;

• while zk = Pro j(E(xk)) is the projected vector of a different class;

• T is a positive scalar temperature parameter;

• 1i̸= j avoids inner product of the same vector;

• 1ỹi=ỹ j ensures that the zi and z j are the projected vectors of the same class;

• 1i̸=k is used to ensure that the zk does not belong to the class of zi and z j.

In the second stage, a classifier with a fully connected layer followed by a softmax layer
is trained using the encoder network. However, the encoder network of the first stage is
frozen and the projector network is discarded. The learned representation from the encoder
network without the projector network is used to learn the classifier. In the second stage,
the network uses the focal loss function to predict human activities. The proposed network
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causal ConvNet based on supervised contrastive learning and Performers-attention forges
recurrent settings to further accelerate the learning phase and improve recognition score for
HAR systems. Causal convolution ensures that the model does not violate the ordering of
the time steps of the temporal sensors data. The performers-attention supports the proposed
network to pay extra attention to the discriminative features to accurately recognize human
activities. Supervised contrastive learning is used to build the proposed network in two stages
of learning, where the first stage is used to learn a good data representation for learning the
classifier in the second stage. Two stages of learning are used to learn a better representation
with more discriminative features that support the classifier to better distinguish human
activities compared to a normal one stage learning. The focal loss function according to the
effective number of examples is used to prevent skewed learning toward majority activities
and improve the recognition scores of the minority activities.

3.4 Experimental Setup

In the section, we will show the details of the experiments of the proposed methods based on
eight collected sensor datasets.

3.4.1 Datasets and Preprocessing

Eight public datasets are used to evaluate the above proposed networks for HAR systems.
Five smart home sensors collected datasets and three wearable sensor collected datasets
which described in Section 2.4.1 are used in the evaluation process. The five smart home
datasets are collected from Ordonez home A and B [111] and Kasteren home A, B and
C datasets. Table 3.1 shows details of these five smart home datasets with respect to
the residents, sensors, and the number of activities. Besides, Tables 3.2 and 3.3 show the
frequency of the human activities from Ordonez homes A and B as well as Kasteren homes
A, B and C datasets after preprocessing and segmentation using FTWs which is delineated in
Section 2.5.2. The wearable sensor datasets: UCI-HAR dataset, Roomset1 and Roomset2
datasets are also used in the evaluation process. The distribution of these wearable datasets
are shown in Tables 3.4 and 3.5. The proposed networks are evaluated on the datasets with
multiple human activities ranging from 4 to 13 from collected sensors data.
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Table 3.1 Smart home environment datasets

Ordonez smart home Kasteren smart home
Home A Home B Home A Home B Home C

Setting Home Home Apartment Apartment House
Gender - - Male Male Male
Activities 10 11 10 13 16

Age - - 26 28 57
Rooms 4 5 3 2 6
Sensors 12 12 14 23 21
Duration 14 days 21 days 25 days 14 days 19 days

Table 3.2 Frequency of human activities in the Ordonez datasets

Activity Home A Home B
Leaving 1664 5268
Breakfast 120 309
Toileting 138 167
Spare Time/ TV 8555 8984
Dinner - 120
Sleeping 7866 10763
Snack 6 408
Grooming 98 427
Showering 96 75
Idle 1598 3553
Lunch 315 395
Total 20,456 30,427

3.4.2 Performance Evaluation Metrics

The performance of HAR systems is evaluated using different metrics to determine how
well a model is performing on a given dataset. Different types of performance metrics have
been used based on the purpose or the type of problem in HAR systems. Two common
metrics are mostly used in HAR systems accuracy and F1-score. Accuracy is the ratio
of correctly classified instances over all classified instances. The accuracy provided the
overall performance of the model and could be used to compare with other models [199,
200, 203, 209, 348]. Accuracy is often used to evaluate the performance of classifiers on
balanced datasets. However, accuracy in the presence of imbalanced classes cannot be an
appropriate measure for classification because less presented classes have very little impact
on accuracy as compared to the prevalent classes hence it can be misleading. Hence, in this
thesis F1-score is employed to measure and evaluate all the proposed temporal models since
the F1-score is the weighted average of recall and precision that can provide more insight
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Table 3.3 Frequency of activities in the Kasteren datasets

Home C Activities Home B Activities Home A Activities
Eating 345 Brush_teeth 25 Idle 7888
Idle 5883 Eat_brunch 132 Brush_teeth 21
Brush_teeth 75 Eat_dinner 46 Get_drink 21
Get_dressed 70 Get_a_drink 6 Get_snack 24
Get_drink 20 Get_dressed 27 Go_to_bed 11599
Get_snack 8 Go_to_bed 6050 Leave_house 19693
Go_to_bed 7395 Idle 20049 Prepare_Breakfast 59
Leave_house 11915 Leaving_the_house 12223 Prepare_Dinner 325
Prepare_Breakfast 78 Prepare_brunch 82 Take_shower 221
prepare_Dinner 300 Prepare_dinner 87 Use_toilet 154
Prepare_Lunch 58 Take_shower 109 - -
Shave 57 Use_toilet 39
Take_medication 6 Wash_dishes 25 - -
Take_shower 184 - -
Use_toilet_downstairs 57 - - - -
Use_toilet_upstairs 35 - - - -
Total 26,486 Total 38,900 Total 40,005

Table 3.4 Frequency distribution of activities in the UCI-HAR Wearable smartphone (inertial
sensors) dataset

Activity Training samples Testing samples
Walking 1226 496
Walking_upstairs 1073 471
Walking_downstairs 986 420
Sitting 1286 491
Standing 1374 532
Laying 1407 537

Table 3.5 Frequency distribution of wearable wireless identification and sensing datasets

Activity RoomSet1 RoomSet2
Sit on bed 15162 1244
Sit on chair 4381 530
Lying 30983 20537
Ambulating 1956 335

into the functionality of the temporal models than the accuracy metric [38, 165]. F1-score is
used in other evaluations in Chapters 4 and 5. F1-score is calculated in Equations 3.15, and
3.16.
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F1-score =
2 · precision · recall
precision+ recall

(3.15)

recall =
T P

T P+FN
,precision =

T P
T P+FP

(3.16)

where TP, FP, and FN are the number of true positives, false positives and false negatives,
respectively. Moreover, F1-score is widely used in activity recognition [349, 38].

3.4.3 Implementation Details of the Proposed Networks

The proposed networks use these hyper-parameters, 128, 0.001 and 20% for the batch size,
learning rate, and dropout rate, respectively to converge at the minimum of the validation loss.
Early stopping as one of the techniques of regularization is used to determine the number of
epochs and to prevent overfitting by stopping the training when the validation error of the
proposed network starts increasing. 20% dropout rate as another regularization technique
after each learning layer is used to further avoid overfitting [350]. Batch normalization as
a normalization technique is used to normalize the input data across the batches after each
learning layer [265] to make deep learning models faster and more stable during training.

3.5 Results

The experimental results and findings of the proposed networks, ConvNet+Self and Con-
vNet+Performers, are shown and discussed. The results of the proposed networks Con-
vNet+Self and ConvNet+Performers for HAR systems are compared with several state-
of-the-art methods: HAR+Attention [351], DeepConvLSTM+Attention [14], and many
temporal models i.e. LSTM, 1D ConvNet, hybrid of 1D ConvNet and LSTM, Bi-LSTM
and CuDNN LSTM. The architectures of the state-of-the-art methods and temporal models
are shown and described in Appendix A. To evaluate the proposed methods against existing
methods, eight benchmark human activity datasets are used. Tables 3.2 to 3.14 show the
results of the experiments in which the proposed networks outperform the existing methods
from all the datasets. The results of the proposed networks are shown in bold for all the
datasets. Moreover, the proposed networks enhance the performance of the minority classes
compared to the existing methods. The achieved results based on each of the datasets are
separately discussed and evaluated in the following Sections.
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Fig. 3.6 F1-score results of the proposed ConvNet+Self network compared with the state-of-
the-art methods and temporal models from eight the datasets

The results of the proposed ConvNet+Self model are compared with the current state-
of-the-art methods and basic temporal models as shown in Figure 3.6. The results show
that the proposed ConvNet+Self model outperforms the current state-of-the-art methods
and basic temporal models from all the sensor collected datasets. Even though the pro-
posed ConvNet+Self model renders better results compared to the current methods, the
ConvNet+Self model has several limitations due to adopting the self-attention mechanism.
The ConvNet method requires a large amount of memory and high computational capacity
since the self-attention mechanism scales quadratically with the length of the input data
which creates redundant features and delays the learning process [352]. The limitation of
ConvNet+self model resulted in proposing ConvNet+Performers model that is developed
using causal convolution and performers-attention based on supervised contrastive learning
to accelerate learning process and further improve performance of HAR systems .

To evaluate the proposed methods, the leave-one-day-out cross-validation is used for the
smart home datasets as it is commonly used for HAR [38, 19]. The human activity recorded
data for a single day are used to inference the model and the recorded data for the rest of the
days are used to train the model. This technique is commonly used in HAR. Besides, K-fold
cross-validation technique is used to evaluate the wearable sensors data since information
about recording dates is not provided in the wearable sensors’ data. To show the results of
the proposed models, the average F-score of the cross-validation is computed as done in the
following research [19, 38, 39, 204].

3.5.1 Results of Ordonez Datasets

The outcomes of the experiments for the proposed networks ConvNet+Self and Con-
vNet+Performers against the existing state-of-the-art methods and temporal models based
on the Ordonez smart environments A and B are shown in Tables 3.6 and 3.7. The results
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demonstrate that our proposed networks obtained better results compared with the temporal
models (LSTM, 1D ConvNet, hybrid, Bi-LSTM and CuDNN LSTM) in addition to several
existing methods [14, 351] for HAR. The proposed networks improves the F1-scores of all
the activities, particularly the minority classes. The minority classes such as Snack, Grooming,

Toileting, Showering, Dinner and Breakfast as shown in Table 3.6 are well improved using
our proposed network compared to the existing methods. The proposed network achieved
better average results for all classes in addition to the results of each activity in both of the
smart home datasets. The results of the proposed networks are shown in bold.

Table 3.6 F1-score results in Ordonez home A dataset

Activity ConvNet LSTM Hybrid Bi-LSTM
CuDNN
LSTM

DeepConvLSTM
+ Attention

HAR+
Attention

ConvNet+
Self

ConvNet+
Performers

Breakfast 82.74 80.19 84.65 85.65 79.98 83.11 84.51 85.71 86.89
Grooming 46.66 57.14 51.28 74.21 62.19 75.32 80.00 80.01 83.00
Leaving 97.20 97.28 96.43 96.11 96.77 95.29 95.51 99.75 99.81
Lunch 95.65 96.92 94.87 95.42 95.34 95.44 94.39 96.93 97.11
Showering 78.94 75.45 77.94 79.42 78.12 80.65 86.89 93.84 93.91
Sleeping 96.77 96.34 96.63 95.57 94.89 97.53 97.11 97.63 97.69
Snack 64.66 67.22 55.83 67.02 69.99 70.74 82.63 84.82 85.31
Spare Time 98.50 98.04 97.84 96.66 98.81 96.83 97.21 98.57 98.82
Toileting 63.75 61.09 64.71 62.71 67.42 69.89 77.25 79.76 81.26
Average 80.54 81.07 80.02 83.64 82.61 84.97 88.55 90.78 91.53

Table 3.7 F1-score results in Ordonez home B dataset

Activity ConvNet LSTM Hybrid Bi-LSTM
CuDNN
LSTM

DeepConvLSTM
+ Attention

HAR+
Attention

ConvNet+
Self

ConvNet+
Performers

Leaving 88.34 93.05 90.87 89.52 92.86 89.79 92.09 93.33 94.98
Sleeping 98.11 85.71 86.76 83.29 86.82 96.37 95.42 98.30 98.45
Grooming 65.75 85.55 85.36 86.12 81.62 85.33 87.91 88.87 90.11
Breakfast 75.12 64.44 69.38 68.93 66.83 74.87 75.39 76.87 78.46
Showering 78.94 79.91 78.56 77.69 80.78 79.43 79.12 82.84 83.32
Lunch 98.95 81.18 77.00 79.68 83.21 95.21 95.31 99.63 99.65
Snack 67.92 75.86 73.41 75.42 73.21 76.16 76.31 78.59 79.59
Toileting 48.91 80.00 83.62 76.47 83.32 83.56 83.24 86.11 88.74
Spare Time 74.63 78.51 77.24 73.32 77.98 78.21 79.32 81.48 84.39
Dinner 82.23 84.78 85.32 82.51 85.49 86.19 86.49 89.45 90.22
Average 77.89 80.89 80.75 79.29 81.21 84.51 85.06 87.34 88.79
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3.5.2 Results of Kasteren Datasets

The results of the proposed networks convNet+Self and ConvNet+Performers based on the
datasets A, B, and C from Kasteren smart homes against the temporal models ( LSTM,
1D ConvNet, hybrid 1D ConvNet + LSTM, CudNN LSTM and Bidirectional LSTM) in
addition to the existing methods are shown in Tables 3.8, 3.9 and 3.10. The proposed
networks enhance the performances of each human activity and the average F1-score of all
activities including the minority classes such as Get_dressed, Get_snack as shown in Table
3.3 compared with the existing methods. The results of the proposed networks are shown in
bold.

Table 3.8 F1-score results of Kasteren smart home A dataset

Activity ConvNet LSTM Hybrid Bi-LSTM
CuDNN

LSTM

DeepConvLSTM

+ Attention

HAR+

Attention

ConvNet+
Self

ConvNet+
Performers

Get_snack 50.00 53.21 51.23 55.71 56.42 57.22 58.71 63.69 65.24
Get_drink 51.76 56.84 48.87 42.81 57.21 59.33 59.54 66.92 68.21
Brush_teeth 20.22 24.08 37.86 21.56 31.46 43.59 52.22 54.44 57.19
Prepare_breakfast 76.66 74.51 72.41 74.95 75.57 76.97 79.54 83.32 85.31
Go_to_bed 79.72 74.63 73.21 78.8 73.31 80.16 81.76 86.54 87.99
Leave_house 79.80 81.58 80.28 76.37 78.89 80.02 82.19 84.28 86.76
Use_toilet 56.60 66.11 63.06 58.42 67.85 67.82 69.34 71.97 73.21
Take_shower 84.37 81.43 79.71 74.86 83.69 85.13 89.23 89.11 90.87
Prepare_dinner 83.20 85.24 80.39 87.94 86.48 89.56 91.87 95.42 96.66
Average 64.70 67.59 65.22 63.49 67.98 71.09 73.82 77.29 79.04

3.5.3 Results of Wearable Sensors Datasets

The results of the proposed networks ConvNet+Self and ConvNet+Performers for HAR from
wearable sensors data are compared with the results of the existing methods. Tables 3.11,
3.12 and 3.13 show the detailed results of our proposed networks compared with the existing
methods. The results of the proposed networks from smartphone sensors data are shown
in Table 3.11. The results of the wearable sensors data from Roomset1 and Roomset2 are
shown in Tables 3.12 and 3.13 and demonstrate that the proposed networks outperformed
the state-of-the-art techniques. The proposed networks enhanced the performance of the
individual activity and the average performance of all activities compared to the existing
methods from all wearable sensor data. Moreover, the proposed networks improved the
results of the minority class such Sit on chair, Ambulating, and Walking_downstairs compared
with the existing methods. The results of the proposed networks are shown in bold.
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Table 3.9 F1-score results in Kasteren smart home B datasets

Activity ConvNet LSTM Hybrid Bi-LSTM
CuDNN

LSTM

DeepConvLSTM

+ Attention

HAR+

Attention

ConvNet+
Self

ConvNet+
Performers

Brush_teeth 23.10 37.62 33.25 32.57 39.55 42.89 47.82 51.18 53.21
Eat_brunch 88.42 90.14 87.53 91.72 89.87 90.93 91.11 95.92 96.21
Eat_dinner 83.19 85.23 86.68 86.01 86.31 86.79 86.29 90.02 91.87
Get_a_drink 17.84 31.18 22.34 25.61 33.03 44.15 44.75 53.00 55.21
Go_to_bed 95.11 99.01 99.21 98.91 97.94 96.32 94.48 99.73 99.88
Leaving_the_house 91.13 91.75 86.14 87.46 92.00 92.98 93.21 96.39 97.78
Prepare_brunch 77.48 80.19 83.11 85.92 79.96 85.62 84.29 88.10 89.92
Get_dressed 16.66 22.58 20.08 27.10 23.41 31.79 41.11 42.63 45.89
Prepare_dinner 93.11 97.29 94.90 97.00 96.87 96.21 95.31 97.51 97.98
Take_shower 76.82 79.12 82.71 75.91 78.91 81.95 82.13 83.13 85.32
Use_toilet 47.78 52.51 47.08 55.71 53.22 56.13 54.19 62.18 64.86
Wash_dishes 76.61 76.12 73.19 49.28 75.80 75.38 77.25 82.36 84.29
Average 65.63 70.22 68.01 67.76 70.57 73.42 74.32 78.51 80.20

Table 3.10 F1-score results in Kasteren home C datasets

Activity CNN LSTM Hybrid Bi-LSTM
CuDNN

LSTM

DeepConvLSTM

+ Attention

HAR+

Attention

ConvNet+

Self

ConvNet+

Performers

Eating 76.71 81.32 79.69 80.18 80.36 80.98 84.22 85.31 86.89

Brush_teeth 51.27 61.56 62.82 60.73 62.59 63.55 67.76 68.11 69.98

Get_dressed 53.47 55.90 51.47 54.78 56.32 56.82 60.27 61.17 64.19

Get_drink 42.13 47.61 50.40 38.99 47.91 48.11 50.37 51.71 55.25

Get_snack 64.14 67.74 65.53 68.16 68.39 67.86 70.45 72.23 74.22

Go_to_bed 94.86 95.11 91.48 94.21 96.04 95.41 93.21 96.12 97.59

Leave_house 93.81 90.18 92.74 89.05 91.52 92.57 91.39 94.17 95.76

Prepare_Breakfast 76.35 75.74 73.15 77.78 76.81 78.45 81.24 83.42 84.68

Prepare_Dinner 77.01 79.74 68.32 71.53 78.49 79.68 80.14 84.29 86.21

prepare_Lunch 74.12 76.21 77.21 73.55 77.07 78.39 79.31 85.73 87.63

Use_Toilet_Downstairs 42.68 40.90 41.46 37.98 41.69 45.17 49.55 59.29 62.59

Use_toilet_upstairs 35.21 43.27 30.97 45.57 45.32 46.21 48.64 51.19 53.44

Shave 73.83 75.32 77.15 71.73 76.42 78.25 77.82 81.01 83.41

Take_medication 48.37 43.74 45.32 49.32 42.39 45.21 56.52 57.09 61.36

Take_shower 72.18 75.29 74.34 75.87 75.71 75.42 76.61 78.16 80.99

Average 65.02 67.30 65.47 65.96 67.80 68.79 71.16 73.93 76.27

3.5.4 Ablation study of the proposed network

Since the proposed network ConvNet+Performers demonstrated better results compared to
the proposed network ConvNet+Self, we perform an ablation study to show the contribution
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Table 3.11 F1-score results in smartphone dataset

Activity ConvNet LSTM Hybrid Bi-LSTM
CuDNN
LSTM

DeepConvLSTM
+ Attention

HAR+
Attention

ConvNet+
Self

ConvNet+
Performers

Laying 89.03 87.14 86.76 85.35 87.51 89.67 89.91 95.69 96.79
Sitting 84.32 82.29 81.22 82.53 81.98 86.45 90.25 95.94 95.99
Standing 88.38 86.71 87.42 86.32 86.43 88.92 88.56 92.77 94.32
Walking 75.90 80.17 78.87 75.64 81.03 80.89 81.11 84.89 86.89
Walking_downstairs 76.31 80.01 79.11 78.76 80.21 80.11 83.91 84.14 86.38
Walking_upstairs 96.44 95.42 94.63 95.89 96.05 96.93 97.23 100.00 100.00
Average 85.89 86.14 85.00 84,08 86.03 87.16 88.49 92.24 93.39

Table 3.12 F1-score results in wearable dataset of RoomSet1

Activity ConvNet LSTM Hybrid Bi-LSTM
CuDNN

LSTM

DeepConvLSTM

+ Attention

HAR+

Attention

ConvNet+
Self

ConvNet+
Performers

Ambulating 92.91 92.58 93.67 92.02 93.19 93.67 95.22 97.63 98.01
Lying 93.94 91.34 87.94 94.71 92.97 94.12 95.21 97.70 97.92
Sit_on_bed 94.91 94.74 95.89 94.64 95.94 95.31 96.25 99.90 99.93
Sit_on_chair 56.51 49.12 47.48 51.58 50.04 60.52 70.11 72.84 74.41
Average 84.56 81.94 81.24 83.23 83.03 85.90 89.19 92.02 92.56

Table 3.13 F1-score results in wearable dataset of RoomSet2

Activity ConvNet LSTM Hybrid Bi-LSTM
CuDNN
LSTM

DeepConvLSTM
+ Attention

HAR+
Attention

ConvNet+
Self

ConvNet+
Performers

Ambulating 79.42 83.75 84.95 78.95 84.67 85.43 87.11 89.79 91.93
Lying 89.75 82.29 89.50 84.97 83.16 89.42 89.32 94.85 95.32
Sit_on_bed 94.74 94.66 96.75 95.49 95.21 96.21 97.52 99.79 99.95
Sit_on_chair 51.31 48.27 59.70 53.75 49.51 62.56 68.87 69.87 72.31
Average 78.80 77.24 82.72 78.24 78.13 83.40 85.70 88.57 89.87

of each component in the ConvNet+Performers network for HAR systems. The proposed
network ConvNet+Performers without performers attention, two stages learning, causal
convolution, and focal loss. Table 3.14 demonstrate the results of the proposed network
without these four components and the proposed network from the experimental datasets.
The results indicate the impact of each component in the proposed network. For instance,
the proposed network obtained the F1-score of 91.53, while the proposed network without
performers attention obtained the F1-score of 87.64, without two stages learning obtained the
F1-score of 86.73, without causal convolution obtained the F1-score of 88.29 and without
using the focal loss, the F1-score is 88.42. This example confirms the contribution of
supervised contrastive learning. Moreover, the proposed network without using two stages
of learning has gained the lowest results from the sensor datasets compared with other

78



3.6 Discussions

components of the proposed network. Hence, the results show that the higher contribution
is made by the proposed supervised contrastive learning with two stages of learning in the
proposed network compared to the performers-attention, causal convolutions, and focal loss.

Table 3.14 Ablation study results of the proposed network

Datasets Without Performers
attention

Without two
stage learning

Without
Causal

Without focal
loss

ConvNet+
Performers

Ordonez Home A 87.64 86.73 88.29 88.42 91.53
Ordonez Home B 85.36 85.03 86.14 85.32 88.79
Kastern Home A 75.26 75.00 77.84 75.96 79.04
Kastern Home B 77.43 76.21 78.67 77.43 80.20
Kastern Home C 74.35 73.46 75.03 74.39 76.27
Smartphone dataset 89.42 87.11 90.93 91.71 93.39
Wearable RoomSet1 88.19 88.23 89.24 87.18 92.56
Wearable RoomSet2 85.42 85.85 87.32 86.43 89.87

3.6 Discussions

In this chapter, two sequential deep learning networks for HAR systems from sensors data
are proposed. The networks ConvNet+Self and ConvNet+Performers aim to further improve
recognising of human activity in the datasets collected from smart home environments and
wearable sensors.

First, ConvNet+Self network comprises dilated causal convolution with multi-head
self-attention is proposed to entirely forgoes recurrent settings, accelerate training time
and improve the performance of HAR systems from smart home and wearable sensor data.
Thorough experiments are conducted on eight real-world smart home and wearable datasets to
evaluate the proposed method against the temporal and recurrent-based architecture methods.
The results of the experiments show that the proposed method significantly improved the
accuracy of HAR systems compared with the state-of-the-art techniques. The proposed
method improved the performance of HAR systems by up to 7% compared with LSTM, 1D
CNN, hybrid 1D CNN + LSTM, CuDNNLSTM, and Bidirectional LSTM using wearable
sensors and smart home sensors data. Despite the effectiveness of the proposed ConvNet+self
network, this method requires high computation and memory cost due to adopting self-
attention mechanism. The operation of the self-attention mechanism scales quadratically
with the input sequence length which can increase training time and creates redundant
features because it appends more weight parameters to the model. To address this limitation,
we proposed ConvNet+ performers model to further accelerate the training time and enhance
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the performance of HAR by adopting a lightweight attention mechanism and supervised
contrastive learning.

The proposed ConvNet+performers network that comprises causal ConvNet-based performers-
attention and supervised contrastive learning accelerates the learning time and improves the
performance of HAR systems. This is because, firstly, the performers-attention mechanism
linearly scales with the length of the sensor input data which makes the learning process
faster. Secondly, supervised contrastive learning increases the performance of the proposed
network by replacing one stage learning with two stages of learning where both the first stage
is representation learning and the second stage is classifier learning.

Extensive experiments are performed on eight datasets to evaluate the proposed networks
compared to the basic temporal models and existing state-of-the-art methods. The results of
the thorough experiments reveal that the proposed networks outperform the current methods
and reduce the learning time compared with the existing state-of-the-art methods. We further
perform ablation studies to highlight the contribution of each component of the proposed
ConvNet+Performers network. The results of the ablation studies show that the proposed
supervised contrastive learning with two stages of learning provides a larger contribution
in our proposed network compared with the performers-attention, causal convolutions, and
focal loss.

3.7 Conclusion

To improve HAR systems, two deep learning models are proposed in this chapter. We pro-
posed ConvNet+Self comprised dilated causal convolution with the self-attention mechanism
to entirely forgoes recurrent settings and improve the performance of HAR.

Thorough experiments are performed on eight real-world smart home and wearable
datasets to evaluate the proposed method against the temporal and recurrent-based architec-
ture methods. The results of the experiments show that the proposed method significantly
improved the accuracy of HAR systems compared with the state-of-the-art techniques. The
proposed method improved the performance of HAR systems by up to 7% compared with
LSTM, 1D CNN, hybrid 1D CNN + LSTM, CuDNNLSTM, and Bidirectional LSTM using
wearable sensors and smart home sensors data. Even though the proposed method outper-
formed the state-of-the-art approaches, the proposed method adds more learning parameters
to the model due to adopting self-attention mechanism which scales quadratically with the
input sequence length and increases training time. To address this limitation, we proposed
ConvNet+performers model to further accelerate the training time and enhance the perfor-
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mance of HAR by adopting a lightweight attention mechanism and supervised contrastive
learning.

The proposed ConvNet+Performers method comprised a causal supervised contrastive
ConvNet based on performers-attention. This proposed network improves further the results
of the HAR systems in sensors generated data. In addition, the proposed method also
accelerates the learning process compared to the existing methods.
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Chapter 4

Class Imbalanced Human Activity
Recognition

4.1 Introduction

Deep learning techniques have been applied for ADLs recognition and reported satisfying
results. However, it is still challenging and remains an open research issue to build an accurate
HAR system due to the high diversity of human activities [353, 354, 22, 355]. Besides, the
frequency variance of human activities is usually imbalanced leading to additional challenges.
When building a machine learning model with an imbalanced dataset, it tends to partially
or completely ignore the minority classes in order to achieve satisfying overall accuracy.
For example, in HAR datasets, cooking, watching TV in the living room, and sleeping
usually occur at a higher frequency than showering and snack eating. Moreover, the intrinsic
property of physical human activities makes classes representing imbalanced, which leads
to the importance of the topic of HAR learning algorithms for imbalanced class handling,
especially with a large dataset for deep learning study.

To address the imbalance class problems For HAR systems, this thesis proposes two
approaches for both algorithm-level and data-level solutions to handle skewed class propor-
tions.

1. For the algorithm level, we propose joint learning of temporal LSTM and 1D ConvNet
models in order to learn from the same form of input features for HAR. Different from
ensemble learning that often combines the outputs of many learners while using a
specific aggregation function to handle imbalanced data [311], the proposed method
combines the learning processes of two temporal models in a single joint training
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mechanism to improve the accuracy on minority classes in addition to maintain the
accuracy on majority classes. Therefore, joining the learning processes of two different
temporal models in the proposed method is expected to obtain a better combined model
compared to simply aggregating the outputs of multiple learners. It is also expected to
obtain more accurate and reliable estimates or decisions than single models. The two
temporal learners of the jointly proposed methods can exploit different features from
the input data to rendering a strong mutual complementary model. Complementarity in
joint learning based on different models can greatly boost the performance as compared
to simply combining the same learners (e.g., LSTM with LSTM in this work) in a
joint learning model [312]. This is because each base learner brings different features
into the joint learner to enrich the joint learning process and each learner improves
the earlier layers of the other learner, but in the same time the weaknesses of each
individual learners are avoided. The proposed method jointly trains the two base
learner i.e., LSTM and 1D ConvNet , and combines the based learners by a fully
connected layer, which is followed by the output layer. The joint optimization that
leads to increasing the functionality of the proposed joint temporal model to gain more
insight into the input data and features reduces the recognition error rate. Thereby,
the proposed model increases the performance of activity recognition particularly for
minority classes.

2. For the data-level, to balance human activity datasets, synthetic minority over-sampling
technique (SMOTE) [302] as a common method is mostly used. However, SMOTE in
generating new instances fails to consider neighbouring instances of different classes
which can append further noise and expand overlapping of the classes. To overcome
this problem, we propose an improved SMOTE (iSMOTE) version that computes
k-nearest neighbours of each generated instances to make sure the new instances are
accurately annotated. Each new instance of the minority classes with its k-nearest
neighbours must have the same class. For example, generated new instances of Snack

activity must have k Snack activity as nearest neighbors.

The proposed approaches to handle imbalanced class problems from the algorithm-level
and data-level are further delineated in the following sections. Firstly, this thesis presents
a deep learning model to handle skewed class proportions during the learning processing
without changing the distribution of the input data. Secondly, a data-level method is presented
which changes the distribution of the input datasets. These approaches are properly handled
imbalanced class problems and improve human activities.
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4.2 Joint ConvNet and LSTM Temporal Models

In this section, we propose joint learning of the temporal model from an algorithm-level
perspective to handle the imbalanced class problem for HAR systems. Temporal models are
jointly employed in order to learn and recognise human daily living activities from smart
homes aiming at increased diversity between base learners which is crucial for joint learners.
The aim of joining different learner models is to produce a mutual complementary network
by contributing each network with different learning approaches to build strong joint learners
with good performance. Therefore, robust learners LSTM and 1D ConvNet for temporal
data are used, which have high variance and low bias due to their almost universal function
approximation ability [349] for delivering the joint learning recognition. Furthermore, the
different base learners in the proposed model can expose features of different aspects of the
input data which can boost the recognition performance. Joint different temporal models in
addition to using leave-one-out cross-validation are used to reduce high variance. Figure 4.1
shows the architecture of the proposed joint learning of temporal models. Different from
the Hybrid 1D ConvNet + LSTM model, our proposed joint learning of the temporal model
includes the two parallel sequences that include LSTM and 1D ConvNet. The proposed
method is composed of the following layers: LSTM, 1D ConvNet, and fully connected layers.
Here, we show the details of these layers:

• The raw temporal human activity data are used as the input of the model and segmented
by fuzzy temporal windows for feature extraction before passing to the deep learning
model.

• The proposed deep learning model has two parallel temporal models, i.e., LSTM and
1D ConvNet.

• The first part of the model consists of two LSTM layers.

• The second part of the model consists of two 1D ConvNet layers each with 64 filters.
The kernel size is equal to 3 which specifies the length of the 1D convolution window,
and the stride is equal to 1.

• Each LSTM and 1D ConvNet layer is followed by a dense layer to make the output
shape of the LSTM and ConvNet layers compatible for the next shared fully-connected
layer since the output shapes of LSTM and 1D ConvNet layers are different.

• Features from two separate dense layers are combined (fused) and fed to the next
shared layer.
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• One shared fully connected layer with ReLU activation function is followed.

• The final layer is the output layer with a softmax activation function to recognise and
distinguish human activities.

Two layers in each of the LSTM and 1D ConvNet followed by a dense layer are used in
order to build the model. The two multi-layer temporal models are jointly trained with a 0.001
learning rate. A new shared fully-connected layer is added and connected to the dense layers
of both individual temporal models. The shared fully-connected layer aggregates different
exposed features of the two different models to boost the recognition performance of the
minority classes in addition to the majority classes. Moreover, aggregating different exposed
features in the proposed learning method helps the classifier in detecting rare activities and
avoids having models biased toward one class or the other when compared to an individual
learner. During updating parameters i.e., model weights, both LSTM and 1D ConvNet models
contribute to adjusting the weights through the shared layer to correctly map the input data
to the output class activities. Hence, the new shared layer is used to further learn and share
learned information across both joint models of the system to allow each temporal model
to improve the earlier layer of the other temporal model. Thereby, the joint optimisation
will maximise their capacity to enhance the recognition performance of all the classes,
including the minority classes. Designing the parallel and joint learning of temporal models
by combining the order-sensitivity of LSTM with the speed and lightness of 1D ConvNet
renders an efficient model for human activity recognition. The shared fully connected layer
is followed by an output layer to properly recognise human activities. When designing the
deep learning structure, we consider joint robust learners with diversity, which can help to
boost the recognition performance of minority classes.
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Human 
Activities 

Fuzzy temporal 
windows 

Data 
Preprocessing LSTM LSTM

1D 
ConvNet

Data 

Temporal Models 

Fusion 

Shared Layer 

Output 
layer 

Dense layer on LSTM layers

Dense layer on 1D ConvNet layers

1D 
ConvNet

Fig. 4.1 Architecture of the proposed joint learning of temporal model for HAR

4.3 Improved Synthetic Minority Oversampling Technique
(iSMOTE)

The SMOTE technique oversamples minority classes to create balanced classes in the training
dataset [302]. The instances of the minority classes are only used by the SMOTE technique
to handle the generation and distribution of synthetic instances to make a balanced dataset.
SMOTE presumes that an instance generated between the nearby instances in the minority
class is still an instance of the class. Particularly, the essential principles of the SMOTE
technique are as follows:

i. For each instance in the minority class xi, SMOTE selects k-nearest neighbours only
within the same class.

ii. SMOTE randomly picks one sample x̄i from the k-nearest neighbours and then gener-
ates a new synthetic sample xnew using Equation 4.1.

xnew = xi +λ × (x̄i− xi) (4.1)

where λ ∈ [0,1] is the random number, which allows to randomly create the new instances
xnew along the line between xi and x̄i. However, SMOTE in oversampling minority classes
fails to take neighbouring samples from other classes into account. This can maximise the
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Generated synthetic samples

Fig. 4.2 Overview of the proposed iSMOTE technique

noise in the datasets and increases the overlapping of the classes. To address this problem, we
propose iSMOTE which computes K nearest neighbours of each generated synthetic instance
to avoid the misgenerated new sample. iSMOTE only accepts the newly generated instance
for each of the minority classes that its class is the same class as the K nearest neighbours. For
instance, the new generated synthetic instances of Snack activity must have K Snack activities
as nearest neighbours to be accepted by the iSMOTE. Figure 4.2 (a) shows an example of
how SMOTE oversamples minority classes, while Figures (b) and (c) illustrate the proposed
iSMOTE method. Since generated synthetic samples in Figure 4.2 (b) are very close to the
samples of other classes, iSMOTE rejects the generated samples whereas generated instances
from Figure 4.2 (c) are accepted because they can have K nearest neighbours from their
classes. iSMOTE generates new samples for the minority classes and mitigates the impact of
the imbalanced class issues in learning. Hence, iSMOTE avoids misgenerating new samples
for the minority classes during the oversampling process.

4.4 Experimental Setup

In this section, we will show the details of the experiments of the proposed joint temporal
model from five collected smart home sensor datasets. The experiments and results of the
iSMOTE are shown in the next chapter because iSMOTE is integrated with a proposed
method to reduce the need for large annotated data.

4.4.1 Datasets and Prepossessing

Five public smart home datasets are used to evaluate the joint temporal models to handle
imbalanced class problems for HAR systems. Only Smart home datasets are used since
wearable sensor data are less imbalanced. The five smart home sensors collected datasets

87



4.4 Experimental Setup

are all described in Chapter 2.4.1 on Page 20. The smart home datasets are collected from
Ordonez home A and B [111] and Kasteren home A, B and C datasets [140, 141]. Table
4.1 shows details of these five smart home datasets with respect to the residents, sensors,
and the number of activities. Besides Tables 4.2 and 4.3 show the frequency of the human
activities from Ordonez homes A and B as well as Kasteren homes A, B and C datasets after
preprocessing and segmentation using FTWs which is delineated in Chapter 2.5.2 on Page
27. The frequency of human activities in these smart homes shows that the activities are
highly imbalanced. The proposed joint temporal network is evaluated on the datasets with
multiple human activities ranging from 9 to 13 from collected sensor data.

Table 4.1 Smart home environment datasets

Ordonez smart home Kasteren smart home
Home A Home B Home A Home B Home C

Setting Home Home Apartment Apartment House
Gender - - Male Male Male
Activities 10 11 10 13 16

Age - - 26 28 57
Rooms 4 5 3 2 6
Sensors 12 12 14 23 21
Duration 14 days 21 days 25 days 14 days 19 days

Table 4.2 Frequency of human activities in the Ordonez datasets

Activity Home A Home B

Leaving 1664 5268
Breakfast 120 309
Toileting 138 167
Spare Time/ TV 8555 8984
Dinner - 120
Sleeping 7866 10763
Snack 6 408
Grooming 98 427
Showering 96 75
Idle 1598 3553
Lunch 315 395
Total 20456 30427
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Table 4.3 Frequency of activities in the Kasteren datasets

Home C Activities Home B Activities Home A Activities
Eating 345 Brush_teeth 25 Idle 7888
Idle 5883 Eat_brunch 132 Brush_teeth 21
Brush_teeth 75 Eat_dinner 46 Get_drink 21
Get_dressed 70 Get_a_drink 6 Get_snack 24
Get_drink 20 Get_dressed 27 Go_to_bed 11599
Get_snack 8 Go_to_bed 6050 Leave_house 19693
Go_to_bed 7395 Idle 20049 Prepare_Breakfast 59
Leave_house 11915 Leaving_the_house 12223 Prepare_Dinner 325
Prepare_Breakfast 78 Prepare_brunch 82 Take_shower 221
prepare_Dinner 300 Prepare_dinner 87 Use_toilet 154
Prepare_Lunch 58 Take_shower 109 - -
Shave 57 Use_toilet 39
Take_medication 6 Wash_dishes 25 - -
Take_shower 184 - -
Use_toilet_downstairs 57 - - - -
Use_toilet_upstairs 35 - - - -
Total 26486 Total 38900 Total 40005

4.4.2 Implementation Details of the Proposed Joint Networks

This thesis uses a range of learning rates from 0.0001 to 0.001, a range of batch sizes from
32 to 256, a range of dropout rate from 20% to 40%, to converge at the minimum of the
validation loss. Early stopping as one of the techniques of regularization is used to determine
the number of epochs and to avoid overfitting by stopping the training when the validation
error of the proposed joint temporal networks starts increasing. A series of trial and error
experiments are conducted over these ranges. The experiments revealed a learning rate of
0.001 and a batch size of 64 with a 40% dropout rate are optimal for the models to converge.
While a large batch size often can render rapid training, it needs more memory space and
it delays the convergence of deep learning models. On the contrary, smaller batch sizes
that need less memory space could make the training process slower but could make the
convergence of deep learning models faster; therefore, it is mostly a trade-off problem [356].
To prevent the models from overfitting, the 40% dropout rate as a regularization technique
in addition to early stopping is used [350]. The dropout technique ignores neurons that are
randomly selected during the training process. The dropout technique temporally disconnects
the ignored neurons on the forward pass; hence, in the backward pass their weights will not
be updated.
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4.5 Results

In this section, the experimental results of the experiments of the proposed joint learning of
temporal models are presented and discussed. The joint temporal model is compared with
LSTM, 1D ConvNet, and hybrid 1D ConvNet+LSTM. The architectures of the temporal
models, i.e., LSTM, 1D ConvNet, and hybrid 1D ConvNet+LSTM are shown and described
in Appendix A. The leave-one-day-out cross-validation is used in the evaluation for all
of the models, specifically, the human activities on an individual day are used for testing
of the models and the models are trained on the human activities of the rest of the days.
This procedure is circulated until the human activities data from all the recorded days are
involved in the testing set [121]. The average F1-score is calculated from the results of
the cross-validation for all the models that have successfully been performed in [204, 268].
Because the classes of the human activity datasets collected from smart homes are highly
imbalanced, the proposed joint learning of temporal models handles the imbalanced human
activity classes and avoids having classifiers biased toward the majority classes.

4.5.1 Results of Ordonez Datasets

The proposed joint learning of temporal models are compared with the individual and
hybrid learners from Ordonez Home A and B datasets. Table 4.4 shows the results of
the proposed joint temporal models that outperforms LSTM, 1D ConvNet, and the hybrid
ConvNet+LSTM. The proposed method specifically enhanced the results of the minority
classes such as Showering, Breakfast, Dinner, and Snack in addition the majority classes
such as Sleeping and Spare_time/TV. When compared with LSTM, 1D ConvNet, and the
hybrid model, the use of our proposed model increases the F-scores by 4%, 6%, and 6% in
Ordonez home A, and by 4%, 6%, and 10% in Ordonez home B respectively. Regarding to
the infrequent activities Breakfast, Grooming, Lunch, showering, toileting, snack, Dinner,
the proposed method improves F-scores by 4%, 8%, 3%, 7%, and 3% from Ordonez home A
and by 4%, 1%, 2%, 2%, 11%, and 10% in Ordonez home B, respectively. This confirms the
proposed model is capable of achieving better performance for the recognition of minority
classes. When compared with LSTM, the proposed method improves F-scores by 4% from
Ordonez home A, B, respectively. When compared with 1D ConvNet, the proposed method
improves F-scores by 5% from Ordonez home A, B, respectively. When compared with the
hybrid model, the proposed method improves F-score by 6% and 10% from Ordonez homes
A, and B, respectively.
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Table 4.4 F1-score results of Ordonez Smart home datasets.

Activities
Home A Home B

LSTM 1D ConvNet
1D ConvNet+
LSTM

Joint
Learning

LSTM 1D ConvNet
1D ConvNet+
LSTM

Joint
Learning

Breakfast 82.27 78.43 86.79 87.05 78.65 77.10 73.91 82.74

Grooming 62.06 46.66 57.14 70.96 62.99 59.67 53.63 64.08

Leaving 89.90 88.60 88.39 91.73 96.43 97.31 96.48 98.19

Lunch 95.50 95.45 94.57 98.31 86.45 84.47 79.76 88.13

Showering 75.86 80.00 64.00 82.35 75.00 80.00 51.81 82.71

Sleeping 97.23 97.23 97.13 99.66 99.47 99.49 99.26 99.62

Snack 66.66 66.66 66.66 73.32 70.37 68.96 62.11 73.19

Spare_Time/TV 97.79 95.93 97.28 98.97 95.81 94.51 95.51 96.60

Toileting 72.21 69.23 69.84 75.23 18.51 0.07 18.46 31.18

Dinner - - - - 40.00 34.28 29.41 50.27

Total 82.16 79.79 80.20 86.39 72.36 69.59 66.03 76.51

4.5.2 Results of Kasteren Datasets

Regarding the Kasteren datasets A, B, and C, the F1-scores of the proposed joint learning
of temporal models compared with the LSTM, 1D ConvNet, and hybrid model are shown
in Tables 4.5 , 4.6 and 4.7. The results show that the joint learning of temporal models
outperforms the individual temporal and hybrid learners by more than 4% in total from all
the datasets. The results reveal that the minority classes from all datasets are improved by
the proposed method when compared with the individual learners and the hybrid learner. For
example, the proposed method improves F1-scores by 4% from Kasteren home A, as well
as by 9% and 11% from Kasteren home B and C, respectively. When compared with 1D
ConvNet, the proposed method improves F1-scores by 11%, 15%, and 14% from Kasteren
home A, B, and C, respectively. When compared with the hybrid model, the proposed method
improves F-score by 6%, and 10% from Ordonez home A, B respectively.

Furthermore, the results of the minority classes in addition to majority classes are
increased using the proposed model when compared with the individual models and the
hybrid model from Kasteren datasets A. The minority classes from home A are Brush_teeth,

Get_drink, Get_Snack, Prepare_Breakfast, Take_shower, Use_toilet, those from home B are
Get_a_drink, Get_dressed, Use_toilet, Brush_teeth, Eat_dinner, Wash_dishes, and those from
home C are Brush_teeth, Get_dressed, Get_snack, Get_drink, Go_to_bed, Prepare_Breakfast,
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Prepare_Dinner, Prepare_Lunch, Shave, Take_medication, and Use_toilet. The experimental
results show that the proposed joint learning of temporal models can improve the performance
of minority classes besides the majority classes for human activity recognition.

All of the models perform poorly for some minority activities, such as Get_drink with
only 20 samples, and take medication with only six samples from Kasteren Home C. Firstly,
a small number of samples are given high dimensional data with 315 features (21 sensors *
15 fuzzy temporal windows) from Kasteren Home C dataset, and one likely problem is the
curse of dimensionality of the smart home datasets, since high dimension creates difficulties
for the classifier to search. Secondly, the results indicate that there is not enough variation
in the smart home data with respect to these two activities and the input features are non-
informative and useless in the separation of these activities from the rest. To further improve
these minority classes, imbalanced data could be handled from data level, i.e., oversampling
minority class using iSMOTE [302] in addition to handling imbalanced data from algorithm
level as we have performed by proposing joint learning, which could be considered in the
future work of this study.

To further evaluate, the proposed method is compared with joint learning based on
two LSTM models and joint learning based on two 1D ConvNet models with the same
configuration of the proposed method. The results show that the proposed method achieves a
higher F1-score as shown in Figure 4.3. This indicates that the diversity and complementarity
of the proposed method are more important than training combined the same learners, i.e.,
LSTM with LSTM or 1D ConvNet with 1D ConvNet.

Ordonez home A Ordonez home B Kasteren home A Kasteren home B Kasteren home C
0.5
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Fig. 4.3 Joint learning compared with joint LSTM+LSTM and Joint 1D ConvNet+1D
ConvNet.
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Table 4.5 F1-score results of Kasteren Smart home A datasets.

Activities LSTM 1D ConvNet 1D ConvNet+
LSTM

Joint
Learning

Brush_teeth 51.09 22.03 50.00 56.32
Get_drink 40.00 22.20 40.01 47.11
Get_Snack 30.14 22.22 28.57 43.36
Go_to_bed 88.20 88.18 87.96 89.96
Leave_house 99.53 99.75 99.45 99.88
Prepare_breakfast 78.00 72.00 75.00 79.19
Prepare_Dinner 88.88 94.01 96.55 96.73
Take_shower 85.24 79.45 80.00 86.31
Use_toilet 60.86 56.60 57.69 63.33
Total 69.10 61.82 68.07 73.54

Table 4.6 F1-score results of Kasteren Smart home B datasets.

Activities LSTM 1D ConvNet 1D ConvNet+
LSTM

Joint
learning

Brush_teeth 0.00 0.00 16.66 28.57
Eat_brunch 91.42 89.28 91.22 92.12
Eat_dinner 88.00 88.88 83.33 88.91
Get_a_drink 0.00 0.00 00.00 40.00
Go_to_bed 99.08 99.20 99.28 99.66
Leaving_the_house 95.7 90.89 88.09 98.72
Prepare_brunch 84.65 78.57 82.75 87.80
Get_dressed 26.66 0.00 15.38 49.63
Prepare_dinner 96.36 96.96 90.90 97.11
Take_shower 83.63 74.50 80.00 84.93
Use_toilet 40.00 25.00 16.66 51.33
Wash_dishes 74.33 72.72 66.66 77.72
Total 65.40 59.66 61.74 74.70
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Table 4.7 F1-score results of Kasteren home C datasets.

Activities LSTM 1D ConvNet 1D ConvNet+LSTM Joint Learning

Eating 74.28 80.00 80.00 82.70

Brush_teeth 47.61 58.33 50.00 62.50

Get_dressed 48.48 53.33 32.87 54.67

Get_drink 00.00 0.00 0.00 32.85

Get_snack 66.66 30.00 66.66 68.00

Go_to_bed 93.65 94.68 91.48 94.86

Leave_house 92.86 91.81 91.64 98.96

Prepare_Breakfast 75.00 72.22 36.36 76.75

Prepare_Dinner 75.55 80.70 54.44 83.69

prepare_Lunch 70.00 72.72 72.72 74.35

Use_Toilet_Downstairs 15.38 0.00 05.26 22.22

Use_toilet_upstairs 13.33 0.00 16.66 18.38

Shave 66.66 70.00 44.44 78.88

Take_medication 0.00 0.00 0.00 28.42

Take_shower 70.00 72.13 70.96 74.65

Total 53.96 51.68 47.56 64.46

4.5.3 Model Interpretability

In this section, permutation feature importance (PFI) as a useful mechanism of model
interpretability [357–359] is conducted to show more insight of each LSTM and 1D ConvNet
independently. PFI is used to compute and rank input feature importance from Ordonez smart
home A and B datasets based on how useful features are at HAR for LSTM and 1D ConvNet.
PFI reflects how each predictor variable is important from HAR for each LSTM and 1D
ConvNet. Experiments that are based on PFI show that the most and least important features
from both datasets are different in HAR for LSTM and 1D ConvNet. This indicates the most
important features in recognition process varies between LSTM and 1D ConvNet, which
has been considered to take advantage of the most important features in both models in the
proposed joint learning. Hence, the proposed joint temporal model exposes different features
from input data into the joint learning to improve the performance of HAR, particularly
minority classes given the different rank of the important features from both models. The
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rank of features in LSTM and 1D ConvNet based on the PFI is different, which is indicative
of how much each LSTM and 1D ConvNet models relies on the features. This illustrates
that the joint proposed model takes feature importance in both models into account in joint
learning. Therefore, the joint learning can use a set of the most important features from one
model and a different set from the other model to contribute in the recognition to generally
improve the performance of HAR particularly minority classes. Algorithm 2 designed based
on [360, 359] shows the process of PFI in detail. Firstly, the result scores, i.e., the F1-score
of each LSTM and 1D ConvNet, are computed. Next, a single feature from the dataset is
randomly shuffled to generate a permuted version of the dataset. This mechanism removes
the relationship between the features and the true labels. Subsequently, the LSTM and 1D
ConvNet models are independently applied on the permuted version of the dataset to compute
the result score. Finally, we subtract the result score based on permuted data from the result
score of the original data. This mechanism measures the features’ importance by computing
the error of the LSTM and 1D ConvNet after permuting the feature. Moreover, after applying
permutation on a feature, the decrease of the F1-score indicates the model’s dependence on
the permuted feature. This mechanism is applied on all of the features to compute feature
importance.Tables 4.8 and 4.9 show PFI on the Ordonez smart homes A and B datasets and
the rank of the importance of each feature. Further, the value of the mean and standard
deviation of the F1-score for N runs after permuting the feature is presented. Figures 4.4 and
4.5 show the mean results of f1-score with N = 12 run for 12 sensors after permuting the
sensor features.

We further analyse the effect of the proposed method for the performance improve-
ment to the minority classes: Breakfast, Grooming, Lunch, showering, toileting, snack,

Dinner. For example, the feature PIR_Cooktop_Kitchen is the most important feature for
LSTM but the least important feature for 1D ConvNet from smart home A, as shown in
Table 4.8. In contrast, the feature Electric_Microwave_Kitchen is one of the most impor-
tant features for 1D ConvNet, but the last ranked and least important feature for LSTM.
In addition to the two aforementioned features, the features Magnetic_Fridge_Kitchen,
Magnetic_Cupboard_Kitchen, and Electric_Toaster_Kitchen have different rankings from
LSTM and 1D ConvNet, where they contribute to the recognition of minority classes of
the kitchen area, such Breakfast, Lunch and snack. Moreover, the PIR_Basin_Bathroom,
Flush_Toilet_Bathroom, and PIR_Shower_Bathroom features have different rankings where
they contribute to the recognition of minority activities of the bathroom area, such as Groom-
ing, showering, and toileting. Features from smart home B also have different rankings where
they contribute to the recognition of minority activities from both kitchen and bathroom

95



4.5 Results

areas. For example, PIR_Shower_ Bathroom is one of the most important features for LSTM,
but the least important features for 1D ConvNet, as shown in Table 4.9. Moreover, the Mag-
netic_Fridge_Kitchen and Electric_Microwave_Kitchen are the most important features for
1D ConvNet where they can contribute to the recognition of the minority classes such as
Breakfast, Lunch, Dinner, and snack. Hence, the proposed joint learning takes advantage of
the complementary features to improve the performance of the minority classes.
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Fig. 4.4 Important features for LSTM and CNN of 12 sensors with N = 12 runs from Ordonez
Home A

Table 4.8 Permutation feature importance of Ordonez Home A.

Sensors_Feature Feature Importance F1-score of N Runs

Type_Location_Place of Sensors LSTM Rank 1D ConvNet Rank Mean ± SD of LSTM Mean ± SD of ConvNet

PIR_Shower_Bathroom 13.13 7 12.43 8 69.02 ± 2.63 67.46 ± 1.30

PIR_Basin_Bathroom 13.36 5 11.26 10 68.79 ± 2.18 68.63 ±3.35

PIR_Cooktop_Kitchen 13.79 1 10.63 12 68.36 ± 2.71 69.26 ± 4.58

Magnetic_Main door_Entrance 12.57 10 13.50 2 69.58 ± 3.17 66.40 ± 2.93

Magnetic_Fridge_Kitchen 13.72 2 12.67 6 68.44 ± 2.96 67.22 ± 1.53

Magnetic_Cabinet_Bathroom 13.17 6 13.55 1 68.98 ± 5.04 66.34 ± 2.82

Magnetic_Cupboard_Kitchen 12.55 11 11.99 9 69.60 ± 2.14 67.90 ± 2.25

Electric_Microwave_Kitchen 12.25 12 12.98 3 69.90 ± 2.60 66.91 ± 1.94

Electric_Toaster_Kitchen 12.81 8 12.83 5 69.34 ± 2.43 67.06 ± 3.35

Pressure_Bed_Bedroom 13.48 4 10.96 11 68.67 ± 3.21 68.94 ± 4.04

Pressure_Seat_Living 13.62 3 12.55 7 68.53 ± 3.77 67.34 ± 4.10

Flush_Toilet_Bathroom 12.74 9 12.86 4 69.41 ± 2.10 67.03 ± 1.55
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Table 4.9 Permutation feature importance of Ordonez Home B.

Sensors_Feature Feature Importance F1-score of N Runs

Type_Location_Place of sensors LSTM Rank 1D ConvNet Rank Mean ± SD of LSTM Mean ± SD of ConvNet

PIR_Shower_ Bathroom 9.56 2 7.62 9 62.79 ± 1.95 61.96 ±1.25

PIR_Basin_Bathroom 11.62 1 5.66 11 60.73 ± 1.80 63.92±1.61

PIR_Door_Kitchen 8.53 9 10.28 3 63.82 ± 1.70 59.30 ±1.26

PIR_Door_Bedroom 8.10 11 6.81 10 64.25 ± 1.48 62.77±1.35

PIR_Door_Living 8.65 7 9.39 7 63.70 ± 1.48 60.19 ± 1.63

Magnetic_ Maindoor_Entrance 8.12 10 9.60 6 64.23 ± 1.90 59.98± 1.41

Magnetic_Fridge_Kitchen 6.65 12 11.43 2 65.70 ± 1.68 58.15± 1.26

Magnetic_Cupboard_Kitchen 9.06 5 5.03 12 63.29 ± 1.78 64.55 ± 1.05

Electric_Microwave_Kitchen 8.71 6 12.41 1 63.64 ± 1.34 57.17± 1.90

Pressure_Bed_Bedroom 8.63 8 9.68 5 63.72 ± 1.24 59.90 ± 2.13

Pressure_Seat_Living 9.40 3 10.20 4 62.95 ± 2.18 59.38 ± 1.15

Flush_Toilet_Bathroom 9.33 4 9.35 8 63.02 ± 2.70 60.24±2.38

Algorithm 2: Compute Permutation Feature Importance (PFI)
1: Input: Train model M on original dataset D, label vector Y, error measure L(Y,Ŷ )

(original datasets is the dataset without permutation ,Ŷ is the predicted label)

2: Compute result score RSoriginal(M̂) = L(Y,M̂(D)) (e.g. F1-score )

3: for for each feature j from D do

4: for for each repetition n = 1toN do
5: feature permutation on D to generate D̂n, j (This removes the relationship between

D j and Y )

6: Compute result score RSpermuted,n j(M̂) = L(Y,M̂(Dn, j)) (e.g. F1-score on the

permuted data)

7: end for

8: Compute feature importance i j for feature j, i j = RSoriginal(M̂) - 1
n

N
∑

n=1
RSpermuted,n j(M̂)

9: end for

10: Output: feature importance i for all the features
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Fig. 4.5 Important features for LSTM and CNN of 12 sensors with N = 12 runs from Ordonez
Home B

4.6 Discussions

This thesis proposes joint learning of the temporal model in an effort to improve the classifi-
cation results for minority classes, as well as for the majority classes of HAR tasks in smart
homes. The data are preprocessed using FTWs to segment the raw sensor data and build the
input datasets. The proposed model is built upon LSTM and 1D CNN in parallel as one joint
model. Extensive evaluations have been conducted in order to compare the proposed joint
model with individual temporal models, i.e., LSTM, 1D CNN, and their hybridisations to
show the superiority of the proposed model. The experimental results also confirm that our
model has better performance for imbalanced data. The F-score results of the joint temporal
model outperform 1D CNN, LSTM, and the hybrid learner by up to 4%.

The proposed joint learning outperforms the temporal models by 4% to 10%, which can
be considered a substantial margin, since building accurate HAR systems is challenging
due to the large diversity of activities since different sensors record human movements
and inherently imbalanced the frequency of activities. Besides that, the proposed method
is evaluated against state-of-the-art based on five standard benchmark datasets of activity
recognition. An accepted threshold for a model to be considered to be successful is mainly
based on the application scenario. Because activity recognition could be used to security
perspective or elderly monitoring, the minimal 4% improvement is a substantial margin.
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4.7 Conclusion

In this chapter, we propose two approaches to address imbalanced class problems in HAR
systems based on algorithm-level and data-level. For the algorithm-level, we propose joint
learning of the temporal models i.e. LSTM and 1D ConvNet in an effort to improve the
classification results for minority classes, as well as for the majority classes of HAR tasks in
smart homes. Extensive evaluations have been conducted in order to compare the proposed
joint model with individual temporal models, i.e., LSTM, 1D CNN, and their hybridisations
to show the superiority of the proposed model. The experimental results also confirm that our
model has better performance for imbalanced data. The F-score results of the joint temporal
model outperform 1D CNN, LSTM, and the hybrid learner by up to 4%.

For the data-level, to balance human activity datasets, the synthetic minority over-
sampling technique (SMOTE) [302] as a common method is mostly used. However, SMOTE
in generating new instances fails to consider neighbouring instances of different classes
which can append further noise and expand the overlapping of the classes. To overcome
this problem, we propose iSMOTE that computes k-nearest neighbours of each generated
instance to make sure the new instances are accurately annotated. Each new instance of
the minority classes with its k-nearest neighbours must have the same class. For example,
generated new instances of Snack activity must have k Snack activity as nearest neighbors.

Future work will investigate a newly proposed method for HAR to handle imbalanced
human activity problems by integrating a data level and an algorithm level. Handling
imbalanced class problems from the data level in addition to applying the proposed joint
learning will further improve the recognition rate, particularly for extremely rare activities.
One approach could be oversampling using the iSMOTE technique to only generate new
samples from infrequent activities.
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Chapter 5

Shared Representation for Human
Activity Recognition

5.1 Introduction

Numerous studies have been conducted for HAR, majority of them are reporting the state-
of-the-art performance and handling different problems of HAR systems. However, yet
many challenges of HAR require further exploration to be properly tackled. One of the most
major challenges of accurately developing HAR systems is to acquire considerable amount of
annotated data which is not always available and expensive. Preparing a sufficient amount of
annotated sensor data for HAR requires additional effort such as recording human activities
with a synchronized video which requires manual effort and is very time-consuming.

Several studies are conducted and proposed different approaches for HAR systems with
preserving reasonable accuracy to address the need for large annotated data. Mainly the
approaches are working based on transfer learning which is capability to extend what has
been learned in the training process in one domain to new and related domains. Transfer
learning in machine learning is performed based on various approaches [313] which include
multi-domain learning [314–316], self-supervised learning [317–319], domain adaptation
[320], multi-task learning [321, 322], sharing of knowledge and representations [323].

In this thesis, shared representation is used to perform transfer learning and to reduce the
need for rich quantity of well-curated human activity data through two different techniques:
cross-domain learning and self-supervised learning to develop adaptable and robust HAR
systems. Cross-domain learning is about transferring knowledge from a domain to another
different but related domains to reduce the need for labelled data, reduce the training time
and enhance the performance of HAR [313]. Besides, a self-supervised learning network is
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proposed to learn a good representation of human activities from unlabeled data, enhance
accuracy and substantially minimize the labelled data required for a downstream task, i.e.
human activity classification. A brief introduction of the proposed methods is provided
below.

1. Cross-domain activity recognition using shared representation is proposed to reduce
the difference between the source and target domains and transfer knowledge across
different but related human activity domains. We develop a multi-domain learning
approach to jointly learn activity recognition based on different but related domains
rather than learning each domain in isolation. The proposed method is a deep neural
network that consists of two identical sub-networks. The sub-networks have the
same configuration in terms of the number of layers, hyper-parameters and weights.
Parameter updating is mirrored using a shared layer across both sub-networks. The
proposed network consists of two 1D causal ConvNet layers for each of the sub-
networks and is followed by a shared fully connected layer. The shared layer projects
learned features to a common latent space to transfer knowledge between the source
and target domains. A linear attention layer that increases focus on the important
time steps is appended to the shared layer. The proposed method simultaneously
processes two related domains: source and target domains. The benefit of our proposed
method is firstly to reduce the need and effort for labelled data of the target domain.
The proposed network uses the training data of the target domain with restricted size
and the full training data of the source domain, yet provided better performance than
using the full training data in a single domain setting. Secondly, the proposed multi-
domain learning (MDL) network reduces the training time by rendering a generic
model for related domains compared to fitting a model for each domain separately.
Moreover, the proposed network can also be used to train on small datasets as a target
domain by supporting the source domain. The effectiveness of transfer learning using
the proposed cross-domain learning network is evaluated by the performance of the
existing single-domain learning (SDL) models on the target datasets. The proposed
MLD network outperforms the existing state-of-the-art SDL methods that are trained
directly on the full target domain data. Moreover, the results demonstrate that the
proposed MDL network can improve the performance of the source domain in addition
to the performance of the target domain.

2. This thesis also proposes a self-supervised learning network for Human Activity
Recognition (SHAR) that requires only unlabeled data to formulate a pre-training
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model and learn a good representation of human activities for a downstream task i.e.
activity recognition. The self-supervised pre-training model is then fine-tuned with a
small amount of labelled data for supervised learning. The proposed self-supervised
pre-training network renders human activity representations that are semantically
meaningful and provides a good initialization for supervised fine-tuning. The pre-
training unsupervised representation is then re-trained to perform well for HAR with
less manually-labelled data than networks that are initialized randomly.

Our proposed network also handles imbalanced datasets for representation learning.
To explore the effects of the imbalanced class problem on the proposed self-supervised
network, we show experiments and study the outcomes of the proposed network on
imbalanced and balanced human activities. To balance human activity datasets, we
use over-sampled using synthetic minority over-sampling technique (SMOTE) [302].
However, SMOTE in generating new instances fails to consider neighbouring instances
of different classes which can append further noise and expand the overlapping of the
classes. To overcome this problem, border limited link SMOTE (BLL-SMOTE) is
proposed, to avoid the misgenerated new samples [304]. BLL-SMOTE focuses on the
distances between the newly generated samples with their k-nearest neighbours and the
nearest sample in the dataset. To mitigate the distance calculations of the BLL-SMOTE
and improve the oversampling process, we propose an improved SMOTE (iSMOTE)
that computes k-nearest neighbours of each generated instance to make sure the new
instances are accurately annotated. Each new instance of the minority classes with its
k-nearest neighbours must have the same class. For example, generated new instances
of Shower activity must have k Shower activity as nearest neighbors.

The proposed approaches to reduce the need for large annotated data and enhance HAR
systems using shared representation are further delineated in the following sections.

5.2 Cross-Domain Activity Recognition Using Shared Rep-
resentation

The proposed MDL network aims to improve performance of HAR systems, decrease the
learning time and reduce the number of learned models. The distinctive characteristics of
the proposed network are: (1) the proposed network simultaneously processes different but
related datasets for HAR and provides a recognition performance for each of the datasets; (2)
the proposed network preserves the ordering of temporal sequential input data and avoids
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information flow from future time steps to past time steps using causal convolution; (3) the
network uses a linear attention mechanism to focus more on most pertinent information in
the sequence input. The following subsections provide details about the proposed network.

5.2.1 MDL Network

One of the major reasons for the misrecognition of human activities is the unavailability of
complementary features which yield semantic information about human activities. In different
but related domains, the complementary features are present with various intensities and
scales [361]. We propose an MDL network to learn generic and robust feature representations
from multiple domains that outperform state-of-the-arts of SDL on all of the domains by
large margins. Suppose X and Y are the features and the label spaces respectively. A joint
probability distribution P(X,Y), represents a defined domain on X × Y. Pk(X) and Pk(X,Y)
denote the marginal distribution and joint distribution of the datasets in the k-th domain [362].
Every single dataset is associated with a sample Dk={ xi,yi }Lk

i=1 where Lk is the sample size
of the k-th domain. Given N related domains PN

d=1(X, Y) and their corresponding datasets
Dk={ xi,yi}

Lk
i=1 from multiple human activity domains, the goal of the proposed MDL model

is to learn a robust and multi-branch model f : Xk→ Yk, k = {1, 2, . . . , N} and to perform
HAR on all the domains in parallel. The proposed model is able to learn features from
multiple domains using a shared representation and inference of all the domains. Fusing
multi-domain features enable the proposed network to learn better features from multiple
datasets for HAR rather than learning each domain in isolation. The shared representation
of MDL aims to project learned features to shared feature space and to transfer knowledge
between the domains. The proposed network shares data between two domains: source
and target domains. Besides, the proposed network can be extended for sharing knowledge
among many domains with different but related domain data.

5.2.2 Architecture of MDL Network

The structure of the proposed network consists of two identical sub-networks which accept
distinct inputs but are joined by a shared representation. Each of the sub-networks consists
of two layers of causal 1D CNN followed by a fully connected shared layer. Then the
linear attention mechanism is appended to the shared layer followed by a domain-specific
layer for each of the domains. The feature maps are fed into the softmax output layer for
HAR. Figure 5.1 shows the structure of the proposed network. Causal 1D CNN processes
temporal sequential inputs independently and performs operations in parallel with avoiding
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Fig. 5.1 Cross-domain learning using a shared representation to transfer knowledge among
different but related domains

information leakage from future time steps to past time steps n the sequence input data [12].
The number of the filters of the convolutional layers is 64 for each of the sub-networks and
the kernel size of the convolutional layers which specify the length of the convolution window
is equal to 3. The stride of the convolutional filters that control how the filter convolves
around the temporal sequential inputs is equal to 1 in order to shift the convolutions one unit
at a time.

The advantage of the proposed network is first to reduce the need and effort for labelled
data. Thereby the network uses the full training data of the source domain and a restricted
size of the training data of the target domain. Yet the proposed network can achieve better
performance than using the full training data of the target domain in a single domain setting.
Secondly, the proposed method reduces the training time by training a generic model for
two domains compared to fitting a model for each domain separately. The proposed network
enriches the diversity of the training data due to the domain discrepancies using the shared
representation. The diversity of the training data from the proposed network ensures that the
training process can provide more discriminative features to the model. Parameter updating
is mirrored using a shared representation between the sub-networks. The proposed network
improves recognition performance for both domains by transferring knowledge across the
domains. The effectiveness of transfer learning using the proposed approach is evaluated by
the performance of the SDL model on the target domain using full training data.
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Fig. 5.2 Linear attention mechanism to focus more on the important time steps

5.2.3 Linear Attention Mechanism

The self-attention technique scales quadratically with the length of the input temporal data
and adds more weight parameters to methods that increase learning time and requires more
memory. To address this problem, random feature attention (RFA) is proposed as a linear
attention mechanism [363] that uses random feature methods to approximate the softmax
function. The linear attention mechanism has three learned matrix: queries Q ∈ RN×Dk ,
keys K ∈ RM×Dk , and values V ∈ RM×Dv , where N and M are the lengths of the queries and
keys (or values), Dk and Dv are the dimensions of keys (or queries) and values as shown in
Figure 5.2. RFA disentangle the softmax (QKT ) into QKT and compute QKTV in reverse
order Q(KTV ) leading to a linear time and space attention. RFA approximate or replace the
unnormalized attention matrix exp (QKT ) with φ(Q) φ(K) where φ is a feature map that
is applied in row-wise manner. Therefore, RFA linearly computes unnormalized attention
matrix by φ(Q)(φ(K)TV )), as illustrated in Figure 5.2. The vector form of the self-attention
mechanism is shown in Equation 5.1. RFA vector form is shown in Equation 5.2. RFA as a
linear attention mechanism is adopted for our proposed network to increase the capability of
our proposed network in extracting fine-grained features of human activities.

Att(Qt ,{Ki},{V i}) = ∑
i

exp(Qt ·Ki/T)

∑ j exp(Qt ·K j/T)
V⊤i . (5.1)

RFA(Qt ,{Ki},{V i}) =
φ(Qt)

⊤
∑i φ(Ki)⊗V i

φ(Qt) ·∑ j φ(K j)
. (5.2)
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5.3 Self-supervised Learning Based on Datasets with Im-
balanced Classes

inspired by the success of the self-supervised methods in HAR and other domains, we aim to
explore and enhance HAR from sensors data of intelligent environments and smart wearable
devices. Our proposed method handles the imbalanced dataset problem for representation
learning and reduces the need for labelled data in the fine-tunning. To address this problem,
we firstly apply the iSMOTE technique to handle imbalanced datasets by generating and
correctly labelling synthetic samples for the activities with infrequent instances. Secondly,
we apply our proposed random masking technique on the unlabeled balanced datasets to
remove identity mappings and to build corrupted or masked datasets for a downstream task.
Finally, the proposed network trains on the corrupted and unlabeled balanced data to learn
representations of human activities from transformed sensors signal data. Then the learned
representations are fine-tuned with a small amount of labelled data for supervised learning.
We demonstrate the ability of handle imbalanced datasets for improving representation learn-
ing compared to applying our proposed self-supervised network on the imbalanced datasets.
The proposed network improves the performance of the activities with infrequent samples
when the imbalanced datasets are handled. Figure 5.3 shows the complete architecture of the
proposed network.

In the following sections, the proposed self-supervised network for HAR (SHAR) is
presented. First, we present the proposed iSMOTE technique for oversampling minority
class samples to feed a balanced unlabelled data into the proposed SHAR network to render
a good representation. Second, the random masking technique to mask the input data and
to remove identity mappings are described. We also provided a detailed description of the
proposed SHAR network structure.

5.3.1 Random Masking

Random masking (RM) as a signal transformation technique is proposed in this thesis to
remove identity mappings and build generic semantic representations for a downstream task.
The RM technique corrupts the data based on a masking probability that transforms the sensor
signals and generates new sensor signals. Algorithm 3 shows the proposed random masking
technique to corrupt the data for self-supervised learning. The proposed RM technique is
compared with many signal transformation methods that include: permutation, rotation,
scaling, magnitude-warping, jittering and time-warping [364].
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iSMOTEImbalanced labeled
data Balanced labeled data Balanced unlabled

data

Random Masking

Balanced unlabeled
corrupted data

Encoder Projector

Pre-training phase 
Self supervised pre-training task 

Classifier

 Supervised downstream
task 

Fine-tuning phase 

 labeled data

Balancing process

Fig. 5.3 Proposed self-supervised network for human activity recognition

Algorithm 3: Random Mask
1: RandomeMasking(x,prob):
2: rand_number← randomint(10, x.size)
3: if rand_number > 10∗ prob then
4: Mask← 1
5: else
6: Mask← 0
7: end if
8: return x×Mask

5.3.2 Self-Supervised Network

Since acquiring a sufficient amount of manually labelled data for supervised learning is cum-
bersome, self-supervised learning has been very effectively employed in the representation
learning (pre-training phase). Self-supervised learning provides an encouraging learning
model since it allows learning from a considerable amount of readily accessible unlabelled
data. In this thesis, SHAR is proposed to enhance the result score and minimise the need for
the rich quantity of the annotated data. The proposed network has pre-training and fine-tuning
phases which are described as follows.

5.3.3 Pre-training Phase

The pre-training phase trains an encoder followed by a projector to learn a meaningful
representation of the underlying data. The encoder contains two 1D causal ConvNet fol-
lowed by the lambda network layer [365]. The 1D ConvNet-based networks have shown
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Fig. 5.4 Complete overview of the encoder

encouraging performance for HAR systems due to the capability of the 1D ConvNet in
capturing rich relational features and local dependency from the input sensors data [19, 366].
Furthermore, 1D ConvNet layers are able to learn representations of hierarchical human
activities that improve the accuracy of the HAR systems. Causal convolution is used for the
encoder to preserve the ordering of temporal data that is significant for HAR systems [210].
The lambda layer [365] is proposed as an efficient self-attention [342] alternative to focus
more on both position and content-based interactions that outperforms the self-attention
mechanism. Moreover, the lambda layer as a linear function that reduces complexity of
self-attention which is commonly used in HAR systems [14, 351, 367]. The lambda layer as
self-attention mechanism composed of these learned components: query Q, key K ∈ Rn×dk ,
and values V ∈ Rn×dv . These components are generated by a linear projection of the lambda
layer input. Different from the self-attention, the softmax function is only implemented to
the σ(K) Key matrix over the context positions. The K and V information are encapsulated
in the content lambda λ c to convert queries according to the context content. The positional
lambda λ

p
n that encapsulates the V matrix and learnable parameter of positional embedding

En ∈Rn×dk transforms the query qn based on their relative positions. The contextual lambda
function λn ∈ Rdk×dv is then multiplied to each query as shown in Equation 5.3

λn = σ(K)TV +ET
n V = λ

c +λ
p
n (5.3)

The lambda layer outputs the matrix Y ∈ Rn×dv in which any element yn of the matrix is the
application of each contextual lambda to its query as shown in Equation 5.4.

yn = λ
T
n qn = (λ c +λ

p
n )

T qn (5.4)
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A fully connected (i.e dense) layer is appended on the lambda layer. The details of the
encoder are shown in Figure 5.4. The learning layers are fed to the batch normalization
technique [265] to normalize the feature map, make the proposed network faster and further
stable during learning. Also, the dropout regularization technique [350] is utilized to avoid
over-fitting. The projector adds a fully connected layer to the encoder. The projector
outputs a vector with a size the same as the dimension of the unlabelled and balanced input
datasets. The projector is discarded for the fine-tuning phase. The pre-training encoder is only
using unlabelled data to generate good human activity representations that are semantically
meaningful and provide a good initialization for the supervised fine-tuning.

5.3.4 Fine-tuning Phase

The pre-trained encoder is fine-tuned and followed by a classifier for the supervised down-
stream task (i.e. activity recognition). Labelled data are fed into the fine-tuning phase to
adjust the pre-trained encoder and properly distinguish human activities. The pre-trained
encoder leverages unlabelled data in the fine-tuning phase and transfers acquired knowledge
to improve the supervised activity recognition and minimize the need for considerable amount
of labelled data. The proposed SHAR requires a small amount of labelled data to outperform
state-of-the-art methods.

5.4 Experimental Setup for the Proposed MDL Network

5.4.1 Datasets

Four HAR datasets based on smart homes are used to perform experiments of MDL. Table 5.1
shows the details of the Ordonez smart homes A and B and Kasteren homes A and B.
Furthermore, two HAR datasets based wearable sensor are also used to conduct experiments.
The details of these dataasets are all described in Chapter 2.4.1.

Table 5.1 Details of the datasets

Smart Homes Setting Activities Rooms Sensors Duration (days)
Ordonez A Home 10 4 12 14
Ordonez B Home 11 5 12 21
Kastern A Apartment 10 3 14 25
Kastern B Apartment 13 2 23 14
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Table 5.2 Number of activities in wearable wireless identification and sensing datasets

Activity RoomSet1 RoomSet2

Ambulating 1956 335

Lying 30983 20537

Sit on bed 15162 1244

Sit on chair 4381 530

5.4.2 Implementation Details of the MDL Network

Hyperparameter tuning is a powerful optimization procedure to reach maximum effectiveness
and to render accurate deep learning models. After conducting an extensive trial and error
process, 0.0001 as the learning rate, 128 as the batch size with a 25% dropout rate are used
for the proposed network to converge. Early stopping as a regularization technique is used
to determine the number of epochs and to prevent overfitting by stopping the training when
the validation error of the proposed network starts increasing. The 25% dropout rate as a
regularization technique after each learning layer is used to further avoid overfitting [350].
Batch normalization that normalizes the input data across the batches is used after each
learning layer [265] to make deep learning models faster and more stable during training.

5.5 Results of MDL Network

The experimental results and findings of the proposed MDL network are exposed and
discussed. In this section, a comparative analysis is presented for the proposed MDL network
and the state-of-the-art methods. The effectiveness of the proposed MDL network is evaluated
by the existing SDL state-of-the-art methods. The proposed network processes full training
data of a source domain while using only 50% training data of a target domain. The proposed
MDL network using 50% training data of a target domain can outperform the SDL method on
the same datasets with all the training data. Hence the proposed MDL network can reduce the
need for labelled data using cross-domain learning by jointly training several domains. The
results of the source domain in addition to the target domain are also improved compared to
the existing state-of-the-art methods. The results of the target domains based on the proposed
MDL network are highlighted in the tables to be easily compared with the results of the
current methods. An ablation study is performed to show the performance of the proposed
network where the training target domain data is 50%, 25% or 10%.
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5.5.1 Results of Ordonez Smart Home Datasets

Tables 5.3 shows results of the proposed MDL network and existing methods from Ordonez
home A and B datasets. The results of the proposed MDL network is compared with the
existing SDL state-of-the-art methods. The proposed MDL network have achieved better
results compared to the results obtained by the state-of-the-art methods. The results of the
target smart home domains with 50% of their training data based on the proposed MDL
network are significantly improved compared to their results obtained by the SDL approach
with full training data. In addition to the improvement of the target domains, the results of
the source domains are also improved. This is revealed that the proposed MDL network
transfers knowledge between both the source and target human activity domains using the
shared representation. The shared layer exposes different features from source and target
domains to render strong mutual complementary features. Complementarity in the proposed
MDL using a shared representation boosts the recognition performance. This is because the
model in the MDL approach delivers distinctive features from both source and target human
activity domains to enrich the training and each model refines the earlier layers of the other
model and reduces their weaknesses. The joint optimization of the MDL approach enhances
the functionality of the proposed network to gain more insight into the source and target
domain features to increase the recognition result score. Figure 5.5 shows the t-SNE map for
human activity recognition from Ordonez smart home A and B datasets, while Figure 5.6
shows a t-SNE map for human activity recognition from the proposed MDL network without
the last softmax layer. The plot shows how the proposed network properly distinguishes the
activities.

5.5.2 Results of Kasteren Datasets

Table 5.4 shows the results of the proposed MDL network compared to existing methods
from the Kasteren smart home A and B datasets. The results of the proposed MDL network is
also compared with the existing state-of-the-art methods. The common activities from source
and target domains are shaded. The results of the source domains using the full training data
and target domains using 50% of their training data based on the proposed MDL network are
improved compared with the results obtained by the existing methods.
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(a) Ordonez Home A (b) Ordonez Home B

Fig. 5.5 t-SNE map for human activity from input datasets

(a) Ordonez Home A (b) Ordonez Home B

Fig. 5.6 t-SNE map for human activity from proposed MDL
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Table 5.3 F1-score results of the proposed network from Ordonez home A and B datasets:
source domain uses all its training data, target domain uses 50% of its training data

Proposed MDL network Existing SDL methods
Home A Home B

Activity Home A
source domain

Home B
target domain

Home B
source domain

Home A
target domain

Deep
ConvLSTM

HAR+
Attention

Deep
ConvLSTM

HAR+
Attention

Sleeping 99.77 98.06 99.71 98.74 97.53 97.11 96.37 95.42
Breakfast 88.59 83.76 85.11 86.96 83.11 84.51 74.87 75.39
Lunch 98.42 99.23 99.72 97.09 95.44 94.39 95.21 95.31
Grooming 85.00 90.33 92.98 82.14 75.32 80.00 85.33 87.91
Spare Time 99.16 84.29 86.15 98.65 96.83 97.21 78.21 79.32
Leaving 98.05 96.20 98.00 96.36 95.29 95.51 89.79 92.09
Snack 86.59 80.91 83.32 85.31 70.74 82.63 76.16 76.31
Showering 95.54 84.11 86.19 97.34 80.65 86.89 79.43 79.12
Toileting 83.85 87.63 89.57 81.29 69.89 77.25 83.56 83.24
Dinner 89.11 91.70 86.19 86.49
Average 92.77 89.36 91.24 91.54 84.97 88.55 84.51 85.06

Table 5.4 F1-score results of the proposed network from Kasteren home A and B datasets:
source domain uses all its training data, target domain uses 50% of its training data, common
activities in both domains are shaded

Proposed MDL network Existing SDL methods
Home A Home B

Activity
Home A

source domain

Home B

target domain

Home B

source domain

Home A

target domain

Deep

ConvLSTM

HAR+

Attention

Deep

ConvLSTM

HAR+

Attention

Get_Snack 75.29 71.73 57.22 58.71

Prepare_breakfast 86.46 83.72 76.97 79.54

Brush_teeth 60.35 58.98 60.52 56.96 43.59 52.22 42.89 47.82

Get_drink 70.87 62.86 65.93 67.61 59.33 59.54 44.15 44.75

Go_to_bed 89.06 99.62 99.81 87.42 80.16 81.76 96.32 94.48

Leave_house 88.95 96.97 97.19 85.98 80.02 82.19 92.98 93.21

Prepare_Dinner 97.91 97.63 99.51 95.92 89.56 91.87 96.21 95.31

Take_shower 92.75 84.92 86.49 90.26 85.13 89.23 81.95 82.13

Use_toilet 75.79 65.03 69.06 72.82 67.82 69.34 56.13 54.19

Eat_brunch 94.1 96.21 90.93 91.11

Eat_dinner 88.06 91.68 86.79 86.29

Prepare_brunch 85.26 89.85 85.62 84.29

Get_dressed 48.32 50.54 31.79 41.11

Wash_dishes 81.63 84.92 75.38 77.25

Average 81.93 80.28 82.45 79.50 71.09 73.82 73.42 74.32
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5.5.3 Results of Wearable Sensors Datasets

Tables 5.5 shows the results of the proposed MDL network and existing methods from
the wearable sensors datasets. The results of source and target domains are improved
using the proposed MDL network compared to the existing state-of-the-art methods. The
results indicate that the proposed MDL network shares knowledge between source and target
domains using the shared representation.

Table 5.5 F1-score results of the proposed network from Wearable sensors Roomset 1 and
Roomset 2: source domain uses all its training data, target domain uses 50% of its training
data

Proposed MDL network Existing SDL methods

Home A Home B

Activity
Home A

source domain

Home B

target domain

Home B

source domain

Home A

target domain

Deep

ConvLSTM

HAR+

Attention

Deep

ConvLSTM

HAR+

Attention

Ambulating 98.79 93.90 95.23 97.73 93.67 95.22 87.11 89.79

Sit on bed 99.30 98.61 99.35 99.46 95.31 96.25 97.52 99.79

Lying 98.86 95.70 96.37 97.71 94.12 95.21 89.32 94.85

Sit on chair 75.31 74.31 76.89 73.45 60.52 70.11 68.87 69.87

Average 93.06 90.63 91.96 92.08 85.90 89.19 83.40 85.70

Table 5.6 F1-score results of the proposed network where target domain uses 50%, 25% and
10% of its training data

50% target data 25% target data 10% target data 50% target data 25% target data 10% target data

Datasets
source

domain

target

domain

source

domain

target

domain

source

domain

target

domain

source

domain

target

domain

source

domain

target

domain

source

domain

target

domain

Home A Home B Home A Home B Home A Home B Home B Home A Home B Home A Home B Home A

Ordonez 92.77 89.36 88.67 83.21 87.81 80.11 91.24 91.54 89.54 84.85 85.13 80.04

Kasteren 81.93 80.28 80.45 77.50 77.12 73.53 82.11 79.98 79.45 74.11 77.87 69.54

Roomset 1 Roomset 2 Roomset 1 Roomset 2 Roomset 1 Roomset 2 Roomset 2 Roomset 1 Roomset 2 Roomset 1 Roomset 2 Roomset 1

Wearable

sensors
93.06 90.63 90.28 85.21 86.88 82.23 91.96 92.08 89.15 86.17 86.76 80.18
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Table 5.7 F1-score results of the proposed network and state-of-the-art methods with 25% or
10% of training target domain data

State-of-the-art methods Proposed network

25% training data 10% training data 25% target data 10% target data

Datasets
Deep

ConvLSTM

HAR+

Attention

Deep

ConvLSTM

HAR+

Attention

source

domain

target

domain

source

domain

target

domain

source

domain

target

domain

source

domain

target

domain

Home A Home B Home A Home B Home B Home A Home B Home A Home B Home A

Ordonez 73.59 71.25 66.19 62.86 88.67 83.21 89.54 84.85 87.81 80.11 85.13 80.04

Kasteren 69.29 70.93 61.11 58.22 80.45 77.50 79.45 74.11 77.12 73.53 77.87 69.54

Roomset 1 Roomset 2 Roomset 1 Roomset 2 Roomset 2 Roomset 1 Roomset 2 Roomset 1 Roomset 2 Roomset 1

Wearable

sensors
86.25 82.00 76.19 71.54 90.28 85.21 89.15 86.17 86.88 82.23 86.76 80.18

5.5.4 Ablation study

An ablation study is performed to show the performance of the proposed network where the
training data of the target domains is 50%, 25%, or 10%. The results show that the 50% of
the training data is the best configuration and renders better results as shown in Table 5.6.
Moreover, the performance of the proposed network based on the 25% or 10% of training
target domain data is compared with the state-of-the-art methods when the training data
is 25% or 10%. Table 5.7 shows the performances of the proposed network are yet better
compared to the performances achieved by the existing state-of-the-art methods. This is
due to the proposed network uses a shared representation to transfer knowledge between the
source and target domains.

5.6 Experimental Setup for the proposed SHAR network

In the experiments section, we describe the sensor-based datasets that are used to evaluate
our proposed method. Furthermore, the prepossessing of the datasets is explained. We also
provided the hyperparameters of the proposed network.

5.6.1 Datasets

To evaluate the SHAR network, 12 public datasets are used to evaluate the above proposed
networks for HAR systems. Five smart home sensors collected datasets and seven wearable
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(a) Ordonez smart home A
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(b) Ordonez smart home B

Fig. 5.7 Frequency of activities from Ordonez Smart homes

sensor collected datasets which described in Chapter 2.4.1 on Page 20 are used in the
evaluation process. The proposed networks are evaluated on the datasets with multiple
human activities ranging from 4 to 13 from collected sensors data. The five smart home
datasets are collected from Ordonez home A and B [111] and Kasteren home A, B and
C datasets. Table 5.8 shows details of these five smart home datasets with respect to the
residents, sensors, and the number of activities. Besides Tables 5.9 and 5.10 show the
frequency of the human activities from Ordonez homes A and B as well as Kasteren homes
A, B and C datasets after preprocessing and segmentation using FTWs which is delineate
in Chapter 2.5.2. Figure 5.7 shows the distribution of the activities from the Ordonez
smart homes A and B datasets. The frequency of activities from these datasets are highly
imbalanced.

The wearable sensor datasets: UCI-HAR dataset, Roomset1 Roomset2 datasets, HHAR
dataste, UniMiB SHAR dataset, MotionSense dataset, and WISDM dataset are also used in
the evaluation process. The distribution of UCI-HAR wearable dataset is shown in Table
5.11. The distribution of human activities in the RoomSet1 and RoomSet2 wearable datasets
is shown in Table 5.12. Table 5.13 shows the datasets that are particularly used to compare
the proposed SHAR network with other self-supervised methods. Figure 5.8 shows the
distribution of the activities in the UniMiB SHAR dataset which are highly imbalanced.
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Table 5.8 Information about five smart home environment datasets

Ordonez Home A -Ordonez Home B -Kastern Home A -Kastern Home B -Kastern Home C
Setting Home Home Apartment Apartment House
Gender - - Male Male Male
Activities 10 11 10 13 16

Age - - 26 28 57
Rooms 4 5 3 2 6
Sensors 12 12 14 23 21
Duration 14 days 21 days 25 days 14 days 19 days

Table 5.9 Distribution of performed human daily life activities in the Ordonez smart homes

Human Activity Smart Home A Smart Home B
Leaving 1,664 5,268
Snack 6 408
Grooming 98 427
Breakfast 120 309
Toileting 138 167
Showering 96 75
Lunch 315 395
Spare Time/ TV 8,555 8,984
Dinner - 120
Sleeping 7,866 10,763

Table 5.13 shows that this dataset is collected from nine activities of 30 participants. Figure
5.9a presents the distribution of the human activities in the WISDM dataset and the samples
of the human activities are imbalanced. Table 5.13 shows that this dataset is collected
from six activities of 36 participants. Figure 5.9b shows the frequency the activities in the
MotionSense dataset which are highly imbalanced. Table 5.13 shows that this dataset is
collected from six activities of 24.

5.6.2 Implementation Details of the SHAR Network

Hyper-parameters of the proposed SHAR method are selected by a series of trial and error
experiments. A learning rate of 0.002, and a batch size of 128, a dropout rate [350] of 20%
after each learning layer are selected to the proposed network. Early stopping is conducted
as one of the regularization mechanisms to avoid overfitting by halting the training of the
network once the performance of the proposed SHAR network on the validation set stops
improving. Batch normalization is used in the proposed network as a normalization method
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Table 5.10 Distribution of human physical daily activities in the Kasteren smart homes

Activities Home CActivities Home BActivities Home A

Get_dressed 70 Eat_brunch 132 Go_to_bed 11,599
prepare_Dinner 300 Prepare_brunch 82 Get_snack 24
Prepare_Breakfast 78 Prepare_dinner 87 Prepare_Breakfast 59
Eating 345 Brush_teeth 25 Take_shower 221
Get_snack 8 Eat_dinner 46 Leave_house 19,693
Leave_house 11,915 Go_to_bed 6,050 Prepare_Dinner 325
Prepare_Lunch 58 Wash_dishes 25 Use_toilet 154
Go_to_bed 7,395 Get_a_drink 6 Brush_teeth 21
Take_shower 184 Leaving_the_house 12,223 Get_drink 21
Get_drink 20 Use_toilet 39
Use_toilet_upstairs 35 Take_shower 109
Take_medication 6 Get_dressed 27
Shave 57
Brush_teeth 57
Use_toilet_downstairs 75

Table 5.11 Human activities in the UCI HAR dataset

Human Activity Training samples Testing samples

Walking_downstairs 986 420
Standing 1,374 532
Walking_upstairs 1,073 471
Laying 1,407 537
Sitting 1,286 491
Walking 1,226 496

Table 5.12 Distribution of human activities in the RoomSet1 and RoomSet2 wearable datasets

Human Activity RoomSet1 RoomSet2

Sit on chair 4,381 530
Lying 30,983 20,537
Sit on bed 15,162 1,244
Ambulating 1,956 335

to normalize the feature maps during the learning process across the batches [265] to make
the proposed classification SHAR network quicker and further stable during learning.
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Fig. 5.8 Frequency of activities from UniBim datasets

Table 5.13 Datasets used in the evaluation of the proposed network against other Self-
supervised methods

Datasets Number of activities number of users
UCI HAR 6 30
HHAR 6 9
UniMiB 9 30
WISDM 6 36
MotionSense 6 24

5.7 Results and Discussions for SHAR Network

In this section, the results of the experiments and evaluations that are conducted based
on 12 public data are discussed. The datasets are recorded from sensors of smart home
environments and wearable devices. The results of the SHAR are compared and evaluated
with the state-of-the-art supervised and self-supervised methods. Ablation studies for various
data corruption are also provided to further reveal the ability of the proposed classification
network based on the proposed random masking and other signal transformation.

5.7.1 Results of Proposed Network Against Supervised Methods

Exhaustive experiments for HAR are performed to show the effectiveness of the proposed
network and the results are shown. In this thesis, we proposed a framework that contains
SHAR network and iSMOTE oversampling technique for HAR. The SHAR network is a
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(b) MotionSense dataset

Fig. 5.9 Frequency of activities from wearable sensor datasets

self-supervised learning method that uses only unlabeled data for training and requires a
small amount of annotated data for fine-tuning. Yet, the proposed network can outperform
the existing methods. The iSMOTE oversampling technique is used to handle imbalanced
class problems from the input data. The proposed SHAR network is evaluated and compared
with the existing state-of-the-art methods [351] and DeepConvLSTM+Attention [14], using
F1-score based on eight public human activity dataset. Tables 5.14 to 5.23 demonstrate
that the Proposed SHAR outperforms the existing methods from all the datasets. The
proposed iSMOTE oversampling technique is also evaluated and compared with the SMOTE
oversampling technique and the original data based on the SHAR network. Furthermore,
recognition of the minority classes is boosted using the proposed network in comparison
with the current classification methods. Importantly the proposed network reduced the need
for large labelled data for HAR systems. Figure 5.10 shows the summary of the experimental
results from eight HAR sensor based datasets for the SHAR method and the state-of-the
models. The results revealed that the proposed SHAR network outperforms the state-of-the-
art classification models for HAR from eight datasets. The obtained classification outcomes
of the SHAR method based on each dataset are presented in the below sections.

5.7.2 Results of SHAR from Ordonez Datasets

Tables 5.14 and 5.15 present the classification outcomes of the proposed network against the
current state-of-the-art methods [14, 351] from Ordonez smart environments A and B. The
presented results reveal that the proposed network outperforms the results obtained by the
current state-of-the-art methods. The proposed network is evaluated using different labelling
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Fig. 5.10 Classification results from eight datasets using the proposed SHAR network and
the state-of-the-art supervised methods

rates i.e., 100%, 50%, 25% and 10% for the fine-tuning phase. The SHAR network is also
evaluated based on the original input data, SMOTE technique for oversampling and proposed
iSMOTE technique for oversampling. The classification outcomes uncover that the our SHAR
method based on the iSMOTE improves activity recognition compared with the current state-
of-the-art methods, the SHAR based on the original data and the SHAR based on the SMOTE
technique. Furthermore, the proposed SHAR network based on the iSMOTE technique with
25% of labelled data for fine-tuning phase has yet enhanced activity recognition compared
with the current state-of-the-art methods, the SHAR based on the original data and the SHAR
based on the SMOTE technique. The results reveal that the proposed network even based on
the original data outperforms the current state-of-the-art methods. This shows the efficacy
of our SHAR method proposed for human activity classification. In addition, The proposed
framework, SHAR based on the iSMOTE technique, has further improved HAR, particularly
minority classes which uncovers the ability of the iSMOTE in handling imbalanced classes.
The minority classes from these two smart homes data include Dinner, Grooming, Showering,

Snack, Breakfast, and Toileting as shown in Table 5.9 are well improved based on the SHAR
and iSMOTE technique against the current methods. The results of the classification show
that our network obtained better average results in both of the smart home datasets for all
classes besides the results of each activity.

5.7.3 Results of SHAR from Kasteren Datasets

The proposed SHAR network is evaluated on the Kasteren intelligent environments A, B
and C, the results of the proposed network against the state-of-the-art methods [14, 351]
are shown in Tables 5.16, 5.17 and 5.18. The results of the experiments indicate that our
proposed SHAR network obtained better results against the current methods and reduced
the need for large labelled data. Different labelling rates i.e., 100%, 50%, 25% and 10%
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Table 5.14 F1-score for the classification results of HAR in the Ordonez home A dataset

Labeling rate 100% 100% 100% 100% 100% 50% 25% 10%

Activity DeepConvLSTM
+ Attention

HAR+
Attention

SHAR
original data

SHAR
SMOTE

SHAR
iSMOTE

SHAR
iSMOTE

SHAR
iSMOTE

SHAR
iSMOTE

Breakfast 83.11 84.51 88.96 89.27 94.56 92.88 91.81 89.11
Grooming 75.32 80.00 87.75 88.11 93.98 92.12 90.05 88.24
Leaving 95.29 95.51 99.45 99.26 99.61 99.21 98.63 97.91
Lunch 95.44 94.39 97.16 97.49 98.39 97.00 96.59 95.88
Showering 80.65 86.89 94.91 95.21 97.64 94.76 93.12 92.68
Sleeping 97.53 97.11 98.36 98.12 99.55 99.17 98.19 97.33
Snack 70.74 82.63 88.22 88.51 95.52 92.94 90.00 88.18
Spare Time 96.83 97.21 99.69 98.24 99.89 97.32 97.00 96.11
Toileting 69.89 77.25 86.26 86.77 95.14 92.85 89.49 87.83
Average 84.97 88.55 93.41 93.44 97.14 95.36 93.87 92.58

Table 5.15 F1-score for the classification results of HAR in the Ordonez home B dataset

Labeling rate 100% 100% 100% 100% 100% 50% 25% 10%

Activity DeepConvLSTM
+ Attention

HAR+
Attention

SHAR
original data

SHAR
SMOTE

SHAR
iSMOTE

SHAR
iSMOTE

SHAR
iSMOTE

SHAR
iSMOTE

Leaving 89.79 92.09 95.22 94.39 98.89 96.11 94.62 90.55
Sleeping 96.37 95.42 98.78 98.11 99.52 99.32 98.23 92.98
Grooming 85.33 87.91 91.11 92.27 97.91 95.42 93. 13 88.98
Breakfast 74.87 75.39 83.46 84.19 90.17 88.81 87.12 83.41
Showering 79.43 79.12 89.45 90.02 94.76 92.36 90.23 87.12
Lunch 95.21 95.31 99.18 98.81 99.77 98.15 97.46 95.32
Snack 76.16 76.31 83.14 84.25 90.23 87.95 86.24 82.46
Toileting 83.56 83.24 90.31 89.98 94.33 91.12 89.67 86.24
Spare Time 78.21 79.32 86.78 86.67 91.11 88.58 86.79 83.96
Dinner 86.19 86.49 91.58 92.58 96.19 94.87 92.12 88.71
Average 84.51 85.06 88.79 91.13 95.27 93.26 91.56 87.96

are used in the fine-tuning phase to evaluate and show the effectiveness of our proposed
network. The SHAR network based on the proposed iSMOTE oversampling technique is
evaluated with the SHAR based on the original input data, and the SHAR based on the
SMOTE oversampling technique. The results show that the proposed SHAR network based
on the iSMOTE improves activity recognition compared with the current state-of-the-art
methods, the SHAR based on the original data and the SHAR based on the SMOTE technique.
Moreover, The proposed framework, SHAR based on the iSMOTE oversampling technique,
with only 25% of labelled data for fine-tuning phase has yet enhanced activity recognition
compared with the current state-of-the-art methods, the SHAR based on the original data
and the SHAR based on the SMOTE technique. The results show that the proposed network
even based on the original input data outperforms the current state-of-the-art methods. This
indicates the effectiveness of the proposed SHAR network. In addition, The proposed
framework, SHAR based on the iSMOTE technique, has further improved HAR particularly
less frequent classes which shows the capability of the iSMOTE in addressing imbalanced
class problems. The minority classes such as Brush teeth is well improved based on the
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SHAR and iSMOTE technique compared with the current methods. The results show that
our network obtained better average results in the smart home datasets for all classes besides
the results of individual activity.

5.7.4 Results of SHAR from Wearable Devices

The proposed SHAR network is to classify human activities that are recorded using wearable
devices. Tables 5.19, 5.20 and 5.21 reveal the classification outcomes of the proposed
SHAR method against the current classification methods of human activity. Particularly,
the classification outcomes of the proposed SHAR method from wearable sensors data are
presented in Table 5.19. Additionally, the classification results from sensor data of wearable
devices in Roomset1 and Roomset2 are presented in Tables 5.20 and 5.21. The results uncover
that our proposed SHAR method outperforms the state-of-the-art techniques. The results
show that the proposed network even based on the original input data outperforms the current
state-of-the-art methods. This indicates the effectiveness of the proposed SHAR network.
The proposed SHAR method boosted the single activity results and the average result scores
of all activities in comparison of the current HAR methods from all sensor datasets of
wearable devices. Moreover, the proposed SHAR network has significantly reduced the need
for a large labelled data fine-tuning phase. With 25% of labelled data for fine-tuning phase,
the proposed SHAR network based on the iSMOTE oversampling technique renders better
classification outcomes compared to the existing methods, the SHAR based on the original
input data, and the SHAR based on the SMOTE oversampling technique. This uncovers the
effectiveness of the proposed iSMOTE oversampling technique in addressing the imbalanced
class problems in wearable sensor data. The minority classes such as Ambulating and Sit

on chair are well improved based on the SHAR and iSMOTE technique compared with the
current classification HAR methods. The classification outcomes present that the proposed
SHAR method obtained better average results in the wearable sensor datasets for all classes
besides the results of individual activity.

5.7.5 Results of the Proposed SHAR Network Against other Self-supervised
Methods

The proposed SHAR network is evaluated and compared with two self-supervised learning
methods [329, 338]. Table 5.22 shows the results of the proposed SHAR network agains
other self-supervised methods based on five datasets. The results show that the proposed
SHAR network significantly improved HAR. For example, the result of the UCI HAR dataset
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Table 5.16 F1-score for the classification results of HAR in the Kasteren smart home A
dataset

Labeling rate 100% 100% 100% 100% 100% 50% 25% 10%
Activity DeepConvLSTM

+ Attention
HAR+

Attention
SHAR

original data
SHAR

SMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
Brush_teeth 43.59 52.22 57.19 56.89 69.32 66.86 64.22 59.21
Get_drink 59.33 59.54 68.21 68.94 76.34 73.56 71.19 68.22
Get_Snack 57.22 58.71 65.24 66.15 69.97 68.11 66.46 63.69
Go_to_bed 80.16 81.76 87.99 88.02 94.13 91.71 89.38 86.93
Leave_house 80.02 82.19 86.76 87.59 93.84 89.98 87.73 84.55
Prepare_breakfast 76.97 79.54 85.31 86.31 91.85 88.21 86.42 84.76
Prepare_Dinner 89.56 91.87 96.66 94.18 98.04 96.47 95.77 93.84
Take_shower 85.13 89.23 90.87 90.73 95.49 92.11 90.63 88.21
Use_toilet 67.82 69.34 73.21 74.22 78.83 75.33 74.65 72.49
Average 71.09 73.82 79.04 79.22 85.31 82.48 80.71 77.99

Table 5.17 F1-score for the classification results of HAR in the Kasteren smart home B
dataset

Labeling rate 100% 100% 100% 100% 100% 50% 25% 10%
Activity DeepConvLSTM

+ Attention
HAR+

Attention
SHAR

original data
SHAR

SMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
Brush_teeth 42.89 47.82 53.21 53.98 59.72 58.21 57.29 52.67
Eat_brunch 90.93 91.11 96.21 95.38 99.32 98.54 97.82 93.21
Eat_dinner 86.79 86.29 91.87 92.68 95.17 94.05 93.61 90.18
Get_a_drink 44.15 44.75 55.21 55.23 61.32 60.44 59.01 55.10
Go_to_bed 96.32 94.48 99.88 98.21 99.91 98.49 97.89 93.57
Leaving_the_house 92.98 93.21 97.78 97.13 99.76 98.17 97.52 94.51
Prepare_brunch 85.62 84.29 89.92 88.69 95.38 93.97 92.80 89.14
Get_dressed 31.79 41.11 45.89 46.53 58.19 56.48 55.12 50.25
Prepare_dinner 96.21 95.31 97.98 96.64 99.18 98.41 97.62 91.45
Take_shower 81.95 82.13 85.32 85.69 91.28 90.14 89.47 85.32
Use_toilet 56.13 54.19 64.86 65.32 74.11 72.89 71.02 67.23
Wash_dishes 75.38 77.25 84.29 85.12 93.12 92.03 90.43 88.26
Average 73.42 74.32 80.20 80.03 85.53 84.31 83.12 79.24

is improved by 6% compared to the selfHAR [338] and 7% compared to the the method
proposed in [329]. Hence, our proposed SHAR network outperformed the aforementioned
self-supervised methods.

5.7.6 Ablation Studies Based on Different Signal Transformations

Ablation studies to further uncover the capability of the proposed SHAR network and show
the contribution of the iSMOTE in the SHAR method for HAR systems is performed. The
proposed method based on the iSMOTE is compared with the proposed network based on
different transformation methods. Table 5.23 demonstrates the classification outcomes of the
proposed SHAR method based on the iSMOTE and different transformation methods. The
proposed SHAR method based on the iSMOTE technique outperforms the proposed method
based on the transformation methods which are permutation, rotation, scaling, magnitude-
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Table 5.18 F1-score for the classification results of HAR in the Kasteren smart home C
dataset

Labeling rate 100% 100% 100% 100% 100% 50% 25% 10%

Activity
DeepConvLSTM

+ Attention
HAR+

Attention
SHAR

original data
SHAR

SMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
Eating 80.98 84.22 86.89 85.61 92.27 91.23 90.24 87.05
Brush_teeth 63.55 67.76 69.98 69.46 75.26 74.28 73.62 70.23
Get_dressed 56.82 60.27 64.19 65.44 73.48 71.20 70.32 67.41
Get_drink 48.11 50.37 55.25 56.78 64.31 61.55 60.03 55.71
Get_snack 67.86 70.45 74.22 74.61 79.23 77.68 77.07 75.19
Go_to_bed 95.41 93.21 97.59 96.23 99.93 98.44 97.12 94.17
Leave_house 92.57 91.39 95.76 95.49 99.11 97.26 96.15 93.12
Prepare_Breakfast 78.45 81.24 84.68 84.29 90.66 88.79 86.92 83.35
Prepare_Dinner 79.68 80.14 86.21 86.39 92.81 90.59 88.13 86.05
prepare_Lunch 78.39 79.31 87.63 87.32 93.45 91.56 90.67 86.48
Use_Toilet_Downstairs 45.17 49.55 62.59 63,14 69.37 67.84 65.62 62.22
Use_toilet_upstairs 46.21 48.64 53.44 54.26 63.18 60.34 57.77 53.13
Shave 78.25 77.82 83.41 84.56 90.16 87.69 86.32 82.24
Take_medication 45.21 56.52 61.36 62.45 69.43 66.22 64.72 60.18
Take_shower 75.42 76.61 80.99 81.35 89.56 86.27 85.46 81.79
Average 68.79 71.16 76.27 76.49 82.81 80.72 79.34 75.88

Table 5.19 F1-score results in UCI HAR dataset

Labeling rate 100% 100% 100% 100% 100% 50% 25% 10%

Activity
DeepConvLSTM

+ Attention
HAR+

Attention
SHAR

original data
SHAR

SMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
Laying 89.67 89.91 96.79 96.57 98.93 98.02 97.16 95.75
Sitting 86.45 90.25 95.99 94.31 98.69 97.22 96.32 94.02
Standing 88.92 88.56 94.32 95.05 96.89 95.92 95.31 94.86
Walking 80.89 81.11 88.89 88.21 95.42 95.01 93.19 89.67
Walking_downstairs 80.11 83.91 87.38 86.81 92.11 89.29 85.55 83.18
Walking_upstairs 96.93 97.23 100.00 99.91 100 100 98.12 94.15
Average 87.16 88.49 93.39 93.47 97.01 95.91 94.27 91.93

Table 5.20 F1-score performance of our proposed SHAR network and other supervised
methods in RoomSet1

Labeling rate 100% 100% 100% 100% 100% 50% 25% 10%

Activity
DeepConvLSTM

+ Attention
HAR+

Attention
SHAR

original data
SHAR

SMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
SHAR

iSMOTE
Ambulating 93.67 95.22 98.01 98.34 99.59 99.04 98.43 95.12
Lying 94.12 95.21 97.92 97.32 99.79 99.02 98.93 94.39
Sit_on_bed 95.31 96.25 99.93 99.82 99.96 99.91 99.17 96.68
Sit_on_chair 60.52 70.11 74.41 78.37 81.56 78.13 78.05 73.28
Average 85.90 89.19 92.56 93.46 95.22 94.02 93.64 89.86

warping (MagW), jittering (Jitter) and time-warping (TimeW) [364]. These transformation
methods are described below:
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Table 5.21 F1-score performance of our proposed SHAR network and other supervised
methods in RoomSet2

Labeling rate 100% 100% 100% 100% 100% 50% 25% 10%

Activity DeepConvLSTM
+ Attention

HAR+
Attention

SHAR
original data

SHAR
SMOTE

SHAR
iSMOTE

SHAR
iSMOTE

SHAR
iSMOTE

SHAR
iSMOTE

Ambulating 85.43 87.11 92.93 92.58 95.44 93.06 92.95 90.16
Lying 89.42 89.32 96.53 96.38 98.51 98.00 96.82 93.57
Sit_on_bed 96.21 97.52 99.84 99.87 99.91 98.89 99.74 94.76
Sit_on_chair 62.56 68.87 73.31 73.29 83.60 79.15 78.32 74.68
Average 83.40 85.70 89.87 90.53 94.36 92.27 91.95 88.17

Table 5.22 F1-score performance between our proposed SHAR network and other self-
supervised methods

Datasets
Transformation

Discrimination [329]
SelfHAR [338] SHAR

UCI HAR 90.53 91.35 97. 01
HHAR 79.61 78.46 84.38
UniMiB 80.98 87.31 90.17
WISDM 89.48 90.81 92.59
MotionSense 92.95 96.31 97.72

i. Permutation: a simple transformation method that randomly perturbs the events in
order to produce a new pattern within a temporal window through swapping and slicing
various segments of the data. Permutation can enable the model to develop permutation
invariance properties.

ii. Rotation: is applying arbitrary rotations on the input signal. The rotation inverts the the
sign of the sensor without changing the associated class-label. This may even happen
if the sensor is held upside down.

iii. Scaling: is a transformation that changes the the magnitude of the instances by multi-
plying a random scalar in a window.

iv. Magnitude-warping (MagW): is the transformation that changes the magnitude of each
instance by convolving the time steps with a smooth curve varying around one.

v. Jittering (Jitter): is the transformation that changes the sensor readings by adding
random noise to the sensor input signals.

vi. Time-warping (TimeW): is perturbing the temporal data location through a smooth
distortion of time intervals between samples.
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Table 5.23 Ablation studies performance of the SHAR based on different signal transforma-
tion techniques

Datasets Proposed RM Permutation Rotation Scaling MagW Jitter TimeW

Ordonez Smart Home A 97.14 92.34. 93.21 90.53 91.88 93.22 89.34
Ordonez Smart Home B 95.27 91.56 89.71 92.68 92.11 92.84 90.14
Kastern Smart Home A 85.31 83.08 80.43 82.92 83.04 81.11 82.89
Kastern Smart Home B 85.53 82.11 83.54 79.29 81.10 82.38 81.22
Kastern SmartHome C 82.81 78.16 79.01 78.19 79.85 78.54 77.92
UCI HAR dataset 97.01 93.42 91.13 92.67 93.39 90.34 89.35
Wearable RoomSet1 95.22 92.47 92.82 91.79 92.27 92.91 91.28
Wearable RoomSet2 94.36 89.91 92.18 91.76 90.11 91.29 92.32
HHAR 84.38 79.91 82.11 80.23 80.15 80.29 80.56
UniMiB 90.17 88.11 88.29 87.94 89.38 88.95 88.54
WISDM 92.59 90.11 90.84 91.46 90.79 91.20 90.97
MotionSense 97.72 95.44 95.21 95.91 96.83 96.10 96.34

5.8 Discussions

This chapter proposes two deep learning approaches to transfer knowledge and reduce the
need for a rich quantity of annotated human activity data. The proposed MDL network shares
representation between different but related domains to train a generic model rather than
learning each domain in isolation to enhance the performance of HAR systems. Besides, this
thesis also proposes a self-supervised network which is called SHAR to reduce the need and
effort for large labelled data and boost the performance of HARsystems for SDL tasks.

The proposed MDL network further improves the accuracy of human activity recognition
from smart home and wearable sensor data compared to the existing methods. The proposed
MDL network learns on two different but related sensor generated domains using a shared
representation. The shared representation transfers knowledge across the domains to make
strong mutual complementary features that improve the recognition rate and mitigate the data
scarcity problems. The proposed MDL network uses the source domain with its full training
data and the target domain with 50% of its training data to reduce the need for labelled
training data. Six human activity datasets are used to evaluate the proposed MDL network.
Extensive experiments are conducted to make a comparative analysis for the results that are
obtained by the proposed MDL network and existing methods. The experimental results
confirm that the results of the source and target domains achieved based on the proposed
MDL network outperform the results achieved by the existing methods. The efficacy of
the proposed MDL approach is validated by the results of the target domains even though
50% of their training data is used in the learning compared to using the full training data
by the existing methods. In addition to improving the results of the target domains, the
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results of the source domains are also improved using the proposed network compared to the
state-of-the-art methods.

In addition, this thesis proposes, SHAR, a self-supervised learning network to improve
human activity recognition and minimize the amount of required annotated data from intel-
ligent environments and wearable sensors. The proposed SHAR network uses unlabelled
data for the pre-training task and a small portion of the annotated data for the fine-tuning
task. Extensive experiments are performed on 12 datasets and demonstrated the evaluation
of the proposed SHAR method in comparison with the current classification state-of-the-art
models. The classification outcomes of the experiments uncover that the proposed SHAR
method outperformed multiple classification methods and minimized the need for large
labelled data in comparison with the current classification state-of-the-art methods. we also
proposed a method to address imbalanced class problems based on SMOTE technique which
we call improved SMOTE (iSMOTE). We further presented ablation studies to reveal the
effectiveness of the iSMOTE for activity classification. The results of the ablation studies
uncover that the proposed SHAR method with our proposed iSMOTE renders better results
compared with the SHAR based on the original imbalanced data and the SHAR based on the
SMOTE oversampling technique. We also propose random masking, a signal transformation
technique to mask the input data to remove identity mapping from the datasets and build
a generic semantic representation for HAR. The proposed framework based on the SHAR,
iSMOTE, and random masking outperforms the state-of-the-art methods for HAR systems.

5.9 Conclusion

To reduce the dependency on labelled data and build accurate HAR systems, we have
conducted transfer learning using two deep learning approaches. First, we proposed MDL
network to share representation between different but related domains and train a generic
model rather than learning each domain in isolation for enhancing the performance of HAR
systems. The proposed MDL network outperformed the existing methods form smart home
and wearable sensor data. The proposed MDL network learns on two different but related
sensor generated domains using a shared representation. The shared representation transfers
knowledge across the domains to make strong mutual complementary features that improve
the recognition rate and mitigate the data scarcity problems. The proposed MDL network
uses the source domain with its full training data and the target domain with 50% of its
training data to reduce the need for labelled training data. Six human activity datasets
are used to evaluate the proposed MDL network. Besides, we proposed a self-supervised
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5.9 Conclusion

network which is called SHAR to reduce the dependency on large labelled data and boost the
performance of HAR systems for SDL tasks. SHAR improves HAR systems and minimize
the dependency on annotated data from intelligent environments and wearable sensors. The
proposed SHAR network uses unlabelled data for the pre-training task and a small portion of
the annotated data for the fine-tuning task. The proposed SHAR network outperforms the
state-of-the-art methods for HAR systems.
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Chapter 6

Conclusion

This chapter concludes the thesis and highlights the possible future directions of human
activity recognition. The summary of the thesis about human activity recognition is presented.
Human activity recognition which aims to accurately recognise human daily activities is an
active and challenging research field in ubiquitous computing and plays a significant role in
several applications such as healthcare monitoring, security surveillance systems, and resident
situation assessment. In this thesis, the proposed approaches draw on several major research
challenges of human activity recognition. The challenges are further enhancing accuracy
against the-state-of-art methods to accurately recognise human activities, skewed distribution
of human activities, and also the need for a rich quantity of well-curated human activity data.
This thesis proposes robust and more accurate networks to further enhance human activity
recognition, address long-tailed distributions of human activities, and minimise the need for
a rich quantity of well-curated human activity data. Particularly, in this chapter, we briefly
summarise the key contributions of this PhD thesis, indicate the limitations of the proposed
networks, and highlight future research developments.

6.1 Summary of Thesis

This thesis proposed robust and more accurate temporal sequential learning models to en-
hance the performance of human activity recognition systems compared with the existing
approaches to sensors collected data. The proposed methods integrate causal convolution
to prevent information leakage from the future to the past of time steps and preserve the
ordering of the time steps of the temporal sensors data. Besides different attention mecha-
nisms are proposed to effectively expose deep semantic correlations from action sequences
involving human activities and to focus more on significant information. Furthermore, di-
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6.1 Summary of Thesis

lated convolutions within the proposed method are used to maximise the receptive field by
orders of magnitude and aggregate multi-scale contextual information without increasing
computational cost. Extensive experiments are conducted using eight benchmark sensor
datasets to validate the proposed networks. The results of the experiments demonstrate that
the proposed networks outperformed the current-state-of-the art methods.

In this thesis, different methods are proposed to address the imbalanced class problems
for human activity recognition systems. First, joint learning of sequential deep learning
algorithms, i.e., long short-term memory and convolutional neural networks is proposed to
improve the performance of human activity recognition, particularly for infrequent human
activities. The proposed method combines the learning processes of two temporal models in
a single joint training mechanism to enhance the accuracy of minority classes in addition
to maintaining the accuracy of majority classes. The two temporal learners of the jointly
proposed methods exploit different features from the input data to render a strong mutual
complementary model. Complementarity in joint learning based on different models can
greatly boost the performance of minority activities. This is because each base learner brings
different features into the joint learner to enrich the joint learning process and each learner
improves the earlier layers of the other learner, but at the same time, the weaknesses of each
individual learner are avoided. The joint optimization that leads to increasing functionality
of the proposed joint temporal models to gain more insight into the input data and features
reduces the recognition error rate. Thereby, the proposed model increases the performance
of human activity recognition, particularly the minority classes.

In addition to that, we also proposed a data-level solution to address imbalanced class
problems by extending the synthetic minority over-sampling technique (SMOTE) which we
named (iSMOTE) to avoid misgenerated new samples. The proposed iSMOTE computes
k-nearest neighbours of each generated instance to make sure the new instances are accurately
annotated. Each new instance of the minority classes with its k-nearest neighbours must have
the same class. These methods have enhanced the results of the minority human activities
and outperformed the current state-of-the-art methods.

Moreover, sequential deep learning networks are proposed to boost the performance of
human activity recognition and reduce the need for a large quantity of annotated human
activity data by transfer learning techniques. A multi-domain learning network is proposed to
process data from multi-domains, transfer knowledge across different but related domains of
human activities and mitigate isolated learning paradigms using a shared representation. The
advantage of the proposed method is firstly to reduce the need and effort for labelled data of
the target domain. The proposed network uses the training data of the target domain with
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6.2 Limitations

restricted size and the full training data of the source domain, yet provided better performance
than using the full training data in a single domain setting. Secondly, the proposed method
can be used for small datasets. Lastly, the proposed multi-domain learning network reduces
the training time by rendering a generic model for related domains compared to fitting a
model for each domain separately.

Finally, this thesis also proposed a self-supervised model to further minimise the need for
a large quantity of annotated human activity data. The self-supervised method is pre-trained
entirely on unlabeled data and fine-tuned on a small amount of labelled data for supervised
learning. A random masking method is proposed and applied on the input datasets to
remove identity mappings from the datasets and build generic representations for the human
activity recognition task. The proposed self-supervised pre-training network renders human
activity representations that are semantically meaningful and provides a good initialization
for supervised fine-tuning. The developed network enhances the performance of human
activity recognition in addition to minimizing the need for a considerable amount of labelled
data.

6.2 Limitations

Even though the proposed approaches in the thesis enhanced human activity recognition
and minimised the need for large labelled data, the thesis has some limitations. Firstly, the
proposed multi-domain learning model processes different but related source and target
domains, yet the proposed multi-domain learning model is unable to appropriately process
wearable sensor data and smart sensor data together for the source and target domains of
human activity recognition. Rather, both domains ought to be based on either wearable sensor
data or smart home sensor data to be similar to each other. When learning the proposed
network based on either wearable sensor data or smart home sensors data for the source
domain makes the learning of the target domain harder which leads to negative transfer [368].

Secondly, the proposed joint learning of sequential learning models boosted the perfor-
mance of human activity recognition and addressed the imbalanced class problems as an
algorithm-level solution. However, the proposed joint learning network has not adequately
addressed the imbalanced class problems since some of the activities such as Snack and
Break f ast have extremely few samples which make their learning by the network harder.
Hence, the datasets with long-tailed distributions of human activities require data-level
solutions in addition to an algorithm-level solution for human activity recognition.
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6.3 Future Work

6.3 Future Work

Future research will further explore imbalanced class problems to develop a hybrid model of
data-level and algorithm-level for human activity recognition. The hybrid model is required to
better address the imbalanced class problems and further improve the results of the minority
classes, particularly the activities with extremely few samples.

Besides, a better attention mechanism is required compared with the current attention
mechanism to precisely capture important information, particularly for fine-grained human
activities such as Breakfast and Snack, or Walking downstairs and Walking upstairs to further
improve human activity recognition. Several human activities are similar and share some
characteristics such as snack, breakfast, lunch or dinner that cause the overlapping problem.
These activities are less discriminative due to their overlaps in the feature space which makes
the recognition process much harder. Furthermore, often human activity recognition is
performed for single-user activities at a time, however, in real-life scenarios, concurrently
multiple activities could be conducted by numerous individuals. Thus, recognizing multi-user
activities and their interactions is still an open research problem and requires further research.

Considering the limitations of this thesis, a self-supervised multi-domain learning model
is required to further minimise the need for large labelled data and process multi-domains
jointly rather than learning each domain in isolation. The method must consider multi-modal
sensor data and follow data fusion strategies to further boost the performance of human
activity recognition systems and render a pre-trained multi-domain learning model entirely
on unlabelled data.
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Appendix A

Sequential Temporal Models

A.1 LSTM

In this thesis project, LSTM as a temporal model is used to be compared with the proposed
methods. Two layers of LSTM with a flattened layer are stacked. Then the outputs of the
flattened layer are passed into a fully connected layer with the ReLU activation function and
followed by a softmax layer. Figure A.1 shows the architecture of the LSTM model.

Fast LSTM implementation backed by cuDNN (CUdNNLSTM) [369] is also used in this
study with the same architecture of LSTM model. CUdNNLSTM is a version of LSTM that
uses the CuDNN library and it can only be run on a GPU to accelerate training and inference
time.

A.2 ConvNet

In this thesis, 1D ConvNet is employed and its results are shown and compared with the
results of the proposed methods. The 1D ConvNet model is designed by stacking two
convolutional layers each with 64 filters. The kernel size of the 1D ConvNet in this study is
equal to 3 which indicates the length of the 1D convolution window with a stride size of 1. A
Max-pooling layer with a window size equal to 2 is applied after the convolution layers to
down-sample the features maps. The feature maps are flattened to be processed by the fully
connected, i.e., a dense layer with ReLU activation function followed by a soft-max layer.
Figure A.2 shows the architecture of 1D ConvNet.
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A.2 ConvNet
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Fig. A.2 Architecture of the 1D ConvNet model
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A.3 Hybrid of ConvNet and LSTM

Fig. A.3 Hybrid 1D ConvNet + LSTM model

A.3 Hybrid of ConvNet and LSTM

In this study, the hybrid model is employed by stacking one layer of each 1D ConvNet and
LSTM to human activities from smart home data. Figure A.3 shows the architecture of the
hybrid model. The input data are firstly fed into the 1D ConvNet layer to extract features
before the LSTM layer to support sequence recognition. The input sub-sequences sensor
data are processed independently by 1D ConvNet hence timestep orders are not considered.
The feature maps of 1D ConvNet are down-sampled by a max-pooling layer with the window
size equal to 2 before the LSTM layer. The feature maps are processed by the LSTM and
then flattened followed by fully-connected layers, i.e., a dense layer with ReLU activation
function and a soft-max layer.

However, order sensitivity is not considered in the extracted features by the 1D CNN.
Hence the hybrid of 1D CNN and LSTM is not the most acceptable solution to improve the
performance of activity recognition.

A.4 Bidirectional LSTM

Bidirectional LSTM trains input data in forward and backward directions by using previous
and subsequent information of a specific time step in two separate recurrent layers [370]. Fig-
ure A.4 shows bidirectional LSTM where inputs of backward states are not connected to the
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A.4 Bidirectional LSTM

Fig. A.4 Bidirectional LSTM model

outputs of the forward states. Including future information in addition to past information in
bidirectional LSTM appears at first sight to violate causality [371]. Although Bidirectional
LSTM has been successfully proposed in HAR and achieved satisfying results, Bidirectional
LSTM is indeed expensive to train since it has a double recurrent setting in each layer [372].
Bidirectional LSTM is used in this thesis by stacking two forward and backwards LSTM
layers. The outputs of these two layers are flattened and then fed to a fully-connected layer,
i.e., a dense layer with ReLU activation function and a soft-max layer.
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A.4 Bidirectional LSTM

Table A.1 Architectures of temporal models and state-of-the-art methods

Model Architectures
LSTM Two consecutive LSTM layers are flattened and fol-

lowed by a fully connected layer and a softmax layer.
1D CNN Two 1D convolutional layers each with 64 filters with

the kernel size equal to 3 followed by a max-pooling
layer are used to create the feature maps. Then the
feature maps are flattened and passed into a fully-
connected layer followed by a softmax layer.

Hybrid 1D CNN and LSTM A 1D convolutional layer followed by a max-pooling
layer is stacked with an LSTM layer to create feature
maps that are flattened and fed into a fully-connected
layer followed by a softmax layer.

Bi-LSTM and CuDNN LSTM The structures of Bi-LSTM and CuDNN LSTM are
the same as the LSTM model but instead LSTM, Bi-
LSTM and CuDNN LSTM are used.

DeepConvLSTM + Attention [14] A 1D convolution followed by an LSTM layer is used
to create feature maps. Then the self-attention mech-
anism followed by a softmax layer is applied on the
feature maps.

HAR+Attention [351] A 1D convolution layer followed by positional en-
coding and N self-attention blocks are used to create
feature maps. Then a global attention mechanism fol-
lowed by a softmax layer is applied on the feature
maps.
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