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Abstract

The Arctic is at the forefront of global climate change, warming at a rate 4 times faster than the

global average. Changes are particularly apparent during winter, which lasts for around 8 months

of year. CO2 emissions at this time of year make a considerable contribution to the annual Arctic

carbon budget, with enhanced soil CO2 losses due to winter warming exceeding growing season

carbon uptake under future climatic conditions. However, high uncertainty surrounds estimates

of winter CO2 fluxes across the Arctic region, which vary by a factor of three and a half, with

considerable variation between measured and simulated fluxes.

Simulations of the Community Land Model (CLM5.0) were examined to address uncertainties im-

pacting simulations of Arctic carbon fluxes; firstly of snow insulation and soil temperatures, and

secondly rates of net ecosystem exchange of CO2. Improving simulated snow properties and the

corresponding heat flux is important, as wintertime soil temperatures are an important control on

subnivean soil respiration and hence impact Arctic winter carbon fluxes. The default model con-

figuration was found to be inappropriate, with a change to the parameterisation of snow thermal

conductivity required in order to correct for a cold soil temperature bias and better represent the in-

sulation provided to the soil by the basal depth hoar not physically represented in CLM5.0.

Simulated CO2 emissions were then examined through sensitivity testing of the parameterisation

of relationships between soil temperature, moisture and respiration as well as snow thermal con-

ductivity. The default value of the minimum soil moisture threshold for decomposition prevented

soil respiration for the majority of the winter, with no CO2 emission simulated between November

and mid-May, in contrast to observations showing steady CO2 emission throughout the winter.

Failure to simulate CO2 emissions for over half of the year has a considerable impact on the simu-

lation of the annual Arctic carbon budget. Changes to the model parameterisation, most crucially

a decrease in the minimum moisture required for soil decomposition, allowed emissions to occur

throughout the winter.

Maintaining continuous wintertime eddy covariance measurements, typically used for model eval-

uation, in remote Arctic locations is very challenging. Consequently, as other measurement tech-

niques would be advantageous, preliminary investigations with new low-cost CO2 sensors are

presented and evaluated. Low-cost sensor measurements are used to examine spatial and temporal
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patterns in CO2 flux, and how these vary with changes in snow properties across the footprint of

the eddy covariance tower. Measurements of CO2 flux using both new and established methods

show similar magnitudes of CO2 release during March and April 2022, and a similar relationship

between CO2 and subnivean temperatures as previously shown across the Pan-Arctic. Future de-

velopment of low-cost sensors should allow uncertainties to be reduced and an improvement in

our understanding of the processes governing carbon fluxes from Arctic environments throughout

the snow-covered season.
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Chapter 1

Introduction

1.1 Rationale

Traditionally, the Arctic has been understudied compared to warmer, more southerly and temperate

regions (Euskirchen et al., 2022). However, many environmental processes at play in the Arctic are

important at global scales. Emissions of greenhouse gases from the Arctic raise global atmospheric

greenhouse gas concentrations and contribute towards further climate change. Despite its isolation

and remoteness, what happens in the Arctic does not stay in the Arctic (Dodds, 2017). Northern

winters were once thought to be a period of dormancy, but are now understood to have the potential

for considerable biological activity and CO2 release (Campbell et al., 2005; Olsson et al., 2003).

Understanding of Arctic processes (many of which are seen in Fig. 1), and how to include these in

projections of future Arctic (and global) change is limited. Relationships and interactions between

snow, soil, biota and atmosphere control rates of wintertime CO2 release, but such relationships

are understudied and poorly parameterised. A scarcity of carbon flux measurements has resulted

in critical knowledge gaps (Bastviken et al., 2022), with a lack of consensus on the magnitude or

sign of the Arctic carbon budget (Euskirchen et al., 2022).

Many different definitions of the Arctic are in currently in use (Depledge and Kennedy-Pipe,

2020), with no single agreed-upon definition of the Arctic . Environmental definitions of the Arc-

tic, defined in terms of vegetation type (Walker et al., 2002; Raynolds et al., 2019), sea-ice cover,

permafrost cover or climate , do not correspond to the geographical definition of the Arctic as the

area north of the Arctic circle (66.5 ◦N) (Callaghan et al., 2005), or political (highly contextual)
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definitions of the Arctic (University of Lapland). Herein, we think of the Arctic as a bioclimatic

region, one with tundra vegetation which is covered by snow for at least 6 months of the year

(approximately as defined by Meltofte et al., 2013), and thus not strictly only above the Arctic

Circle. Environments matching this description that lie south of the Arctic circle are sometimes

termed ”Sub-Arctic” (e.g. Sub-Arctic Tundra; Hobbie et al., 2021).

Figure 1: Land surface processes and elements involving the terrestrial Arctic cryosphere: 1)
permafrost; 2) land ice; 3) river discharge; 4) abrupt thaw; 5) surface water; 6) fire ; 7) tundra ; 8)
shrubs; 9) boreal forest ; 10) lake ice; 11) seasonal snow. All but 3), 6) and 10) are referenced in
this thesis2. Figure from IPCC (2022).

The area of land north of the Arctic treeline covers almost 5% of the Earth’s surface (Meltofte

et al., 2013), with Arctic tundra covering an area of approximately 7.5 million km2 (Bliss and

Matveyeva, 1991). Tundra environments, defined in the Circumpolar Arctic Vegetation Map

(Walker et al., 2005, p.268), are places with ”low-growing vegetation beyond the cold limit of

tree growth, both at high elevation (Alpine tundra) and at high latitude (Arctic tundra)”. Shrub
2CO2 can be released from aquatic environments within the terrestrial Arctic, likely during the winter and from

under ice, but this is beyond the scope of this study.

2
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Figure 2: Biomes of the Northern Circumpolar area, with the extent of the Arctic tundra shown in
pink. Sub-Arctic tundra, as defined by Hobbie et al. (2021) is also included within this definition
of Arctic tundra. Figure from Bonanza Creek Long Term Ecological Research Station.

tundra environments make up a large proportion of the terrestrial Arctic. Broadly speaking, these

environments are described as having 5 - 100% plant cover, with the density of plant cover de-

creasing from South to North (Nadelhoffer and Geiser, 2011); plant cover is dominated by shrub,

dwarf shrub and cryptogram species (Walker et al., 2005). Arctic tundra environments have long

cold winters, and short cool summers (Nadelhoffer and Geiser, 2011); mean summertime tem-

peratures within Arctic shrub tundras vary from 6 - 12 °C, whilst in winter average temperatures

may be as low as -34 °C . Annual precipitation is typically between 10 - 50 cm (Nadelhoffer and

Geiser, 2011). Arctic tundra is typically underlain by continuous permafrost (Hobbie et al., 2021),

frozen soils that store vast amounts of carbon.

Shrubless tundra environments are present in the high Arctic, but as ∼ 95% of Arctic tundra

3
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falls into one of the 4 shrub-containing tundra sub-classes (Walker, 2002), this thesis focuses on

shrub tundra. Additionally, non-shrub tundra is only present in the most northerly regions of

the Arctic tundra, where conditions are less likely to be conducive to wintertime CO2 emissions.

Shrub tundra environments are changing under climate change, both in terms of their geographic

extent (Kaplan and New, 2006), including northward expansion into historically shrubless areas

(Tape et al., 2006), and changes in the community composition (Wookey, 2008) (see Section

2.2.3).

Arctic and sub-Arctic regions store more than half of Earth’s soil carbon (Schuur et al., 2015),

with the Arctic containing the world’s largest store of terrestrial carbon (Euskirchen et al., 2022),

which is stored within perennially frozen soils known as permafrost. Significant permafrost thaw

is expected to result from and further contribute to current anthropogenic climate change (Sec-

tion 2.2.3), so understanding the role of carbon in Arctic systems is important in helping us to

understand, prepare for and potentially mitigate against of climate change.

Snow cover is a critically important feature of Arctic environments (Bokhorst et al., 2016) (Section

2.1), with the snow-covered season typically lasting for 7-10 months of the year (SWIPA, 2017).

Biological processes continue throughout the snow season (Olsson et al., 2003), although logistical

constraints have limited their study and hindered our understanding of carbon exchanges at this

time. Changes to snow cover, in terms of snow depth, duration and extent are predicted with

climate change (Section 2.2.3) and have already been observed in some parts of the Arctic. Such

changes have an impact on permafrost, impacting ground temperatures and potentially affecting

carbon release. An improved understanding of wintertime processes will help us to better quantify

annual cycles and budgets of carbon, and aid in predicting how carbon cycling is likely to react

under rapid Arctic climate change.

The Arctic includes the ancestral homelands of at least 40 different indigenous nations (Depledge

and Kennedy-Pipe, 2020), with shrub tundra vegetation of key cultural significance for many of

these groups (Kaplan and New, 2006). Climate change is likely to have major ecological and so-

cioeconomic consequences in the Arctic (Kaplan and New, 2006), with observed (predominantly

negative) impacts on human well-being and livelihoods, particularly for Indigenous people (IPCC,

2021). However, research on the societal implications of future climate change in these regions is

limited (Ancin-Murguzur and Hausner, 2020). Improving our understanding and modelling capac-
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ities of Arctic processes may enable people to make choices about how to adapt or mitigate against

changes in these ecosystems, and to be able to maintain their cultures and livelihoods.

1.2 Aims, Objectives and Research Questions

This thesis aims to improve our understanding of wintertime CO2 fluxes in shrub tundra environ-

ments, and the influence that the snowpack has on these fluxes. In order to do this, I look to answer

two key research questions:

1. How do the properties of seasonal snow cover influence wintertime soil temperatures and

carbon fluxes in Arctic environments?

2. Can uncertainty in Earth System Model (ESM) simulations of Arctic carbon fluxes be re-

duced through improving parameterisation of the snow cover and soil conditions?

Field measurements and simulations using the Community Land Model (CLM) of both snow

properties (Fig 3; Blue) and carbon fluxes (Fig 3; Red) were combined in order to answer these

questions. In addition, new field measurements are also used to begin to explore processes not

currently represented in CLM.

The following objectives were developed in order to address these questions:

1. Evaluate the representation of seasonal snow cover in the Community Land Model 5.0

(CLM), and the influence this has on simulated soil temperatures

2. Improve parameterisation of winter carbon fluxes from Arctic environments in CLM, through

testing the sensitivity of simulated fluxes to the representation of relationships between soil

temperature, moisture and respiration, and snow thermal conductivity

3. Use field measurements of snowpack properties and gas fluxes to disentangle the influence

of snowpack properties on CO2 flux, and compare these measurements to those used to

evaluate model simulations
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1.3 Thesis Structure

The structure of this thesis is summarised in Fig. 3. All remaining chapters are outlined in further

detail below:

Chapter 2: Theoretical Background

The role of seasonal snow in Arctic tundra environments is introduced. The importance of the

winter season for terrestrial carbon cycle processes is discussed, and the impact of snowpack

properties on both production and transport of subnivean CO2 is explained.

Chapter 3: Methodology

Description of Trail Valley Creek, the Arctic shrub tundra location where this study takes is fo-

cused. Field measurement techniques used to measure CO2 fluxes and snowpack properties at this

site are introduced. Background is given on simulations of seasonal snow and CO2 fluxes using

the Community Land Model (CLM5.0).

Chapter 4: Impact of Measured and Simulated Tundra Snowpack Properties on Heat Trans-

fer

Measured and simulated snow properties are compared. Adjustments to the snow thermal con-

ductivity parameterisation in CLM5.0 are evaluated in order to improve the representation of the

snow (and soil) properties likely to impact wintertime flux, as outlined in Research Aim 1.

Chapter 5: Simulating Net Ecosystem Exchange under Seasonal Snow cover at an Arctic tundra

site

CLM5.0 Simulations of soil respiration and net ecosystem exchange are evaluated using eddy

covarience observations. Poor performance of the default version of the model provides the mo-

tivation for a parameter sensitivity study, where the impact of the new snow thermal conductivity

parameterisation identified in Chapter 4 is tested alongside changes to soil decomposition param-

eters.

Chapter 6: Measurements of CO2 Flux within Snowpacks at an Arctic Tundra site

A multitude of field techniques to measure wintertime carbon flux are compared, in part to reduce

limitations highlighted in Chapter 5 of solely using measurements of net ecosystem exchange

6



CHAPTER 1. INTRODUCTION 1.3. THESIS STRUCTURE

from eddy covarience systems. Timeseries measurements using new low-cost sensors are used to

explore potential trends and mechanisms for wintertime CO2 release emissions which are currently

not represented in simulations using CLM5.0.

Chapter 7: Summary and Outlook

An overview of the findings of Chapters 2 - 6. Limitations of the investigation are discussed,

questions of modelling and observational approaches are raised, and avenues for future work sug-

gested.

7



CHAPTER 1. INTRODUCTION 1.3. THESIS STRUCTURE

Figure 3: Summary of thesis structure. Sections in blue concern snowpack properties, sections in
red look at carbon and those in purple examine the relationship between them.
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Chapter 2

Theoretical Background

2.1 Overview of Seasonal Snow

2.1.1 Snow Stratigraphy

Snow is a layered medium, with new layers accumulating and evolving with each snowfall (and

snow-melt) event (Pomeroy and Brun, 2001). Snowpacks in different environments vary, with

different layers of different types and thicknesses (Sturm et al., 1995); herein we only discuss

the properties of snowpacks in the Arctic tundra rather than reviewing the properties of all sea-

sonal snowpacks. The environment in which snow falls has a strong control on the layering of

the snowpack, and the physical properties such as density, thickness and grain morphology of the

stratigraphic layers (Sturm et al., 1995). The precise sequence of the layers also has a profound

effect on the physical properties of the snowpack (Colbeck, 1991). Snow is deeper in topographic

depressions (Goncharova et al., 2019), such as those between hummocks. Thicknesses of differ-

ent stratigraphic layers are controlled by the interplay between the subnivean environment (Rutter

et al., 2019) and how snow is moved by wind over the topography (Derksen et al., 2014). Each

snow layer has its own distinct microstructural characteristic (Leppänen et al., 2017) which may

evolve over the course of the winter (Colbeck, 1991), such differences at our study site are ex-

panded upon in Section 4.3.

Arctic tundra snowpacks are typically thought to be composed of three generalised layers; a thin

surface snow layer (composed of recent snowfall), underlain by dense wind slab and a basal depth
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hoar layer (Derksen et al., 2009). In general, insulation of the ground surface by the snow ini-

tiates a temperature gradient through the snowpack, causing a vapour pressure gradient and a

“hand-to-hand” upward flux of water vapour (Yosida et al., 1955). This flux of water vapour from

warm to cool leads to the creation of depth hoar (e.g. Adams and Brown, 1983; Baker, 2019; Col-

beck, 1983; Fukuzawa and Akitaya, 1993; Sommerfeld and Lachapelle, 1970), as shown in Fig.

4. The formation of depth hoar is sometimes termed “constructive metamorphism” (Hall et al.,

1986).

Simultaneously, strong arctic winds over the surface of the snowpack lead to the densification of

the upper part of the snowpack, termed wind slab. These two archetypal layers, wind slab and

depth hoar, have very different properties, and can be clearly visually distinguished as seen in

Fig. 5. Wind slab layers consist of high density, compacted rounded crystals. Conversely, depth

hoar layers are composed of large, weakly bonded faceted crystals with a low density. These two

layers may be overlain by a thin layer of fresh or surface snow, made of up of recently deposited

precipitation. This surface layer of loose dendritic crystals composes a low proportion of the

snowpack (< 20%; Rutter et al., 2019) and is easily blown away by strong arctic winds. The

thickness of these individual layers (particularly the wind slab) controls the overall depth of the

snowpack (Rutter et al., 2019).

2.1.2 Characterisation of Seasonal Snow

A snowpack can be characterised and quantified using many of its physical properties. These

properties are outlined below, with their measurement described in Section 3.2. Most simply, snow

can be described by its presence or absence, but a more thorough description of the properties of

the snowpack is useful for considering the role of the snowcover on its surroundings. The depth of

a snowpack is important in determining the mass of the snowpack (typically considered in terms of

SWE; Snow Water Equivalent) and the insulation it provides to the underlying ground (see Chapter

4). Snow water equivalent is calculated as the depth of the snow multiplied by its density. After

depth, density is the simplest snow property to measure, and thus is often used to characterise or

derive other properties of snow (Carbone et al., 2010), such as thermal conductivity.

Both the size and shape of snow grains change over time (Baker, 2019), evolving as the season pro-

gresses through the metamorphic processes described in Fig. 4. The shape, size and arrangement
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Figure 4: Different potential pathways for snow metamorphism. The formation of wind slab is
denoted in yellow, and the formation of depth hoar in red. Taken from Sturm and Massom (2017).

Figure 5: Photo of an Arctic Snowpack, taken from Domine et al. (2018). Symbols for each layer
as per the International Classification of Seasonal Snow (Fierz et al., 2009). Insets show the size
and shape of crystals in the wind slab (top left) and depth hoar (bottom left) layers.
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of snow grains is termed the snow microstructure. The microstructure of snow determines many of

its chemical and physical properties (Bartels-Rausch et al., 2012), including its density (Carbone

et al., 2010). Relationships between density and other physical properties such as thermal con-

ductivity exist because of complex relationships between microstructure and density (Sturm et al.,

1997). Gas transport within a snowpack is also influenced by the arrangement of snow crystals

(Section 2.3.1). For example, the tortuosity of a snowpack (the extent to which the space between

snow grains is twisted; see Eq. 3.4) is controlled by metamorphism of snow grains, the presence

of ice crusts or ice lenses, and the liquid water content of the snow (Jones et al., 1999).

The temperature of snow, both relative and absolute, and how it changes with depth throughout

the snowpack, acts a control on metamorphic processes. Temperature can also influence gas trans-

port, both directly (Section 3.3.2) and indirectly by causing changes to the snow microstructure.

The conduction of heat through a snowpack is governed by its thermal conductivity. The snow

thermal conductivity influences the temperature of the underlying ground, as well as temperature

gradients through the snow and subsequent metamorphism. Although heat can be transferred in

any direction, snow thermal conductivity typically refers to only the vertical component of this

transfer, termed Keff (Jafarov et al., 2014). This is discussed in more detail in Chapter 4.

Empirical relationships can be found between the thermal conductivity and density of a snowpack.

Other factors, such as temperature and grain shape are also important in determining the thermal

conductivity, but using density alone provides a useful first order approximation (Sturm et al.,

2002). Many parameterisations have been derived to describe snow thermal conductivity as a

function of density. Sturm et al. (1997) provides an overview of functions derived in the 20th

century, but multiple functions have been developed since as technological improvements have

allowed us to examine and attempt to account for smaller scale physical processes. Most of these

functions are simple quadratic formulae (as shown in Fig. 4 of Sturm et al., 1997).

For example, the parameterisation of Sturm et al. (1997) describes snow thermal conductivity as

follows;

Keff =3.233× 10−3ρ2 + 1.01× 10−3ρ+ 0.00138 if 0.156 ≥ ρ ≥ 0.6

0.234ρ+ 0.023 if ρ > 0.156

(2.1)
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where ρ refers to the density of the snow in g cm3. This relationship was derived from 488

needleprobe measurements taken in the Alaskan Arctic across a 7 year period. They find differ-

ences between the thermal conductivity of different snow types, with different equations more

appropriate for snowpacks with a density above and below 0.156 kg cm3.

Calonne et al. (2011) used µ-CT images of a wide variety of types of snow grains to derive their

relationship between snow density and thermal conductivity:

Keff = 2.5× 10−6ρ2 + 1.23× 10−4ρ+ 0.024 (2.2)

Most recently, Fourteau et al. (2021a) suggest a new, temperature dependant relationship between

snow density and thermal conductivity. Fourteau et al. (2021a) propose that previous assumptions

about the microscale, hand-to-hand diffusion of water vapour lead to an underestimation of snow

thermal conductivity by previous parameterisations. They also suggest that the parameterisation

of snow thermal conductivity should vary with temperature (and provide equations for a selection

of temperatures). For snow temperatures of -10 °C (approximately that experienced in Arctic

snowpacks):

Keff = 1.985
ρ

ρice

2
+ 0.073

ρ

ρice
+ 0.0336 (2.3)

where ρ
ρice

is the volume fraction of ice in the snowpack. ρice is given a constant value of 0.981 g

cm3.

As well as density, snow thermal conductivity may also be described using the thermal conductiv-

ities of ice and interstitial air, as in Jordan (1991):

Keff = Kair +
((
7.75× 10−5ρ+ 1.105× 10−6ρ2

)
(Kice −Kair)

)
(2.4)

where Kair and Kice represent the thermal conductivities of ice and interstitial air respectively.
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2.2 Overview of Carbon Cycling

2.2.1 The Global Carbon Cycle

Primary producers (chiefly plants, but also technically phytoplankton) photosynthesise, converting

atmospheric CO2 and sunlight to water and energy. This process, modelled as gross primary pro-

ductivity (GPP; Green, Figure 6) removes CO2 from the atmosphere, and is thus termed a “neg-

ative” carbon flux. Processes which increase the amount of CO2 in the atmosphere are termed

positive carbon flux (and represented using positive numbers). In the case of the terrestrial car-

bon cycle, this is predominately through the process of respiration. Living things convert energy

(typically in the form of sugars) to carbon dioxide and water.

Respiration can be described and modelled on many scales, from individual plant components

(eg. Root respiration), through the sub-environments, to the whole ecosystem (ER; Red in Fig.

6). Respiration may also be split into autotrophic1 (AR; Yellow) and heterotrophic2 (HR; Purple)

components, with the balance of autotrophic respiration and GPP termed Net Primary Productivity

(NPP; Blue). Net ecosystem carbon exchange (Net Ecosystem Exchange; NEE, Grey) is the

balance of these processes of carbon uptake and release;

NEE = GPP − ER = GPP − (AR+HR) (2.5)

and describes the overall change in the amount of carbon released into the atmosphere.

2.2.2 The Terrestrial Arctic Carbon Cycle

The Arctic terrestrial biosphere acts as an important global sink of carbon, contributing roughly

29% of the mean global land CO2 sink (Liu et al., 2022). However, photosynthetic uptake of CO2

is offset by respiration, and the magnitude of both photosynthetic and respiratory fluxes in the

Arctic are somewhat contested, as described below. This complexity occurs in part due to limited

consideration of the entire annual cycle of Arctic carbon fluxes. Growing season carbon fluxes

in these environments have been more widely studied than those in the wintertime, largely due to

reduced logistical complexities and larger daily magnitudes of flux.
1Autotroph: An organism that produces it’s own energy through photosynthesis
2Heterotroph: An organism that needs to eat food to gain energy
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Figure 6: Abbreviations for the main component fluxes of the terrestrial carbon cycle. Acronyms
are given in full below and in Section 2.2.1: AR = Autotrophic Respriration; HR = Heterotrophic
Respriation; ER = Ecosystem Respriation (sum of AR and HR); GPP = Gross Primary Productiv-
ity, NPP = Net Primary Productivity (GPP - AR); NEE = Net Ecosystem Exchange (GPP - ER;
Eq. 2.5).

Although carbon fluxes have been known to occur during the long, dark, cold Arctic winter since

the late 1960s (Kelley et al., 1968), limited progress has been made since then in building our

understanding of wintertime carbon flux. Soil respiration is the most poorly constrained global

carbon flux (Knowles et al., 2016), even before accounting for limited observations and logistical

challenges surrounding measurements and model validation in unique and challenging environ-

ments like the Arctic winter. Suggestions have been made that non-growing season emissions

may account for up to 70% of annual CO2 flux from tundra environments (Welker et al., 2000;

Zhang et al., 2019). However, other studies suggest that photosynthetic uptake of CO2 during the

summertime may outweigh respiratory losses (Hayes et al., 2011); it is not yet known whether the

circumpolar tundra acts as a source or sink of Carbon (Callaghan et al., 2005), with no scientific

consensus about the sign or magnitude of the terrestrial arctic carbon budget (Euskirchen et al.,

2022). Estimates of winter CO2 release are highly uncertain and require further study, but are

likely to make a significant contribution to annual carbon budgets in these environments (Natali

et al., 2019).

Figure 7 shows a schematic of the annual carbon cycle in the tundra:taiga ecotone. In autumn,

solar energy decreases, air temperatures get cooler, the soil starts to freeze and snow begins to
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fall. As winter progresses and temperatures continue to fall the snowpack steadily builds. Strong

temperature gradients within the snowpack enable the formation of distinctive wind slab and depth

hoar layers (Section 2.1.1), which provide a high level of thermal insulation to the underlying soil.

This is an additive process, with the insulation provided by the snowpack increasing for the rest

of the season until thaw begins. Sequential soil freezing, from both the surface and the base

of the active layer occurs over a number of months, with the full depth of the soil column not

completely frozen until late December or January. Rates of soil respiration are thought to be at

their highest in these early winter months prior to complete freeze-up (Olsson et al., 2003). In the

coldest part of winter air temperatures may be as low as minus -40 °C, but soil temperatures rarely

fall below about -15 °C. Such warmer conditions facilitate increased levels of soil respiration, as

higher temperatures allow soil microbes to be more active. Though the daily magnitude of soil

respiration may be low compared to the growing season, the 8-10 month duration of the Arctic

winter means that relative contribution of this season makes up a large part of the annual carbon

budget.
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Figure 7: Schematic showing the release of CO2 (red arrows) and CO2 uptake through photosynthesis (green arrows) in the Arctic Tundra.
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Additionally, there may be some potential for photosynthesis by lichens and evergreen plants at the

end of winter and during the snowmelt period (Starr and Oberbauer, 2003; Campbell and Laudon,

2019). However, carbon flux is dominated by soil processes for the majority of the winter. After

peak snow depth is reached in approximately April, the soil thaws and the snow melts far quicker

than it accumulated, with the ground becoming snow-free by late May.

In order to discuss wintertime fluxes accurately, it is important to first define what is meant by

the winter. Terms such as winter, the snow season and the non-growing season are often used

interchangeably; different understandings of what is meant by winter have lead to considerable

differences in the total season flux. Rafat et al. (2022) used 3 different parameters to define the

non-growing season and found differences of approximately 25% in the average daily non-growing

season CO2 flux depending on the definition used for eddy covariance data from a Canadian peat-

land. For the results herein, winter is defined as the period where the ground is snow covered,

unless explicitly stated otherwise. Using precipitation and the phase of water rather than a cal-

endar definition, similar to Olsson et al. (2003), provides a clearer link to biological processes,

including those controlling fluxes of carbon. Comparing studies with different definitions of win-

ter, especially in the common case where what is meant by winter is not clearly defined, is likely

to further contribute to uncertainties in wintertime carbon flux.

2.2.3 Arctic Amplification & Climate Change

Increases in atmospheric CO2 concentrations have unambiguously been linked to rising global

temperature (IPCC, 2013, 2021; Anderson et al., 2016). Atmospheric concentrations of CO2 have

risen, and are predicted to continue rising, as a result of human activities (IPCC, 2013, 2021;

Friedlingstein and Solomon, 2005). The contribution of the Arctic in this, particularly in the

wintertime is uncertain.

Significant warming has been observed in the Arctic over the last 30 years of the 20th century

(Serreze et al., 2000), and changes in many other elements of the arctic climate system have been

clearly observable since the mid-1970s (Hinzman et al., 2005). Mean annual temperatures have

risen by 1.5 °C relative to the period 1971-2000, with a projected further increase of 8 °C by 2100

under a business-as-usual scenario (IPCC, 2013; Overland et al., 2014). Temperature increases

thus far have been particularly pronounced in winter, with winter temperatures rising by 3.7 °C
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since 1971 (Box et al., 2019). Further increases in autumn and winter temperatures are expected,

with 4 - 5 °C of warming above late 20th century temperatures projected before 2050 (SWIPA,

2017). The Arctic has warmed nearly four times faster than global average temperatures (Rantanen

et al., 2022), and continued warming of the Arctic will exceed mean global surface temperature

increases (IPCC, 2021) due to the process of Arctic amplification, regardless of future emission

scenario (Post et al., 2019). A key driver of Arctic amplification is the snow albedo feedback

(Thackeray et al., 2019). Decreasing snow (and sea ice) cover decreases the albedo, reducing

the amount of radiation reflected back into the atmosphere; warming is faster as more radiation

is absorbed (Thackeray et al., 2019). Differences in atmospheric temperature gradients at the

poles and the tropics also contribute towards polar amplification, as does increased cloudiness

and atmospheric humidity as a result of sea ice loss, among others (Previdi et al., 2021). A more

detailed review of feedback processes contributing to Arctic Amplification is given in Previdi et al.

(2021).

Arctic warming has a direct impact on the amount of precipitation falling as snow and on the

timing and duration of snow cover (SWIPA, 2017). Warmer temperatures amplify the loss of

seasonal snow cover (IPCC, 2021) leading to a decrease in the length of the snow season. The

onset of snow cover across the Arctic is getting later by 2 days per decade (Thackeray et al.,

2019), with annual snow cover durations projected to decrease by 10 – 20% across much of the

Arctic (Callaghan et al., 2012). Decreases in Canadian snow covered area of up to 10% per decade

are projected up to 2050 (Mudryk et al., 2018). However, in some parts of the Arctic, rising

temperatures allow the air to hold more water, therefore leading to a greater amount of snowfall

(Thackeray et al., 2019). Maximum snow water equivalent over much of the Arctic is projected

to increase by 15% by 2050 (Callaghan et al., 2012). Such an increase in precipitation (leading to

deeper snow cover) may offset a shorter snow covered season (Brown and Mote, 2009). Changes

in snow properties and snow cover duration have also been observed by Indigenous communities

and traditional knowledge holders at many locations across the Arctic (see Eerkes-Medrano and

Huntington (2021) for a range of examples).

Arctic warming also has serious implications for the Arctic carbon cycle, due to the potential

release of old carbon stores to the atmosphere as warming causes permafrost to thaw. Arctic

soils hold approximately 50% of the world’s soil carbon (SWIPA, 2017). Approximately 25%
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of the land surface in the Northern Hemisphere (a total area of 17.8 x 106 km2) is underlain by

permafrost, storing 1300 PgC ± 200 PgC (Hugelius et al., 2014; Miner et al., 2022). Future per-

mafrost loss is very dependent on future emissions but under a business as usual scenario, model

intercomparisons suggest a decrease in permafrost area of between 6 and 16 million km2, releasing

a mean 340Pg of soil carbon to the atmosphere by 2300 (McGuire et al., 2018), with this feedback

effect further exacerbating current climate change both in the Arctic and further afield (IPCC,

2022). Even under a more optimistic scenario (RCP4.5), a 20% decrease in permafrost area is

projected by 2040 (Slater and Lawrence, 2013). The changing state of permafrost is very sensitive

to the soil conditions, with only small increases in temperature needed to induce permafrost thaw

in some areas. Changes to the temperature of permafrost can also result in soil moisture changes,

in turn linked to changes in microbial activity and CO2 emissions (Lawrence et al., 2015), with

wetter conditions also linked to enhanced permafrost thaw (Jorgenson et al., 2010; Magnusson

et al., 2022).

Changes in the climate are also reflected in a changing vegetation composition, with increasing

“shrubification” of Arctic tundra (Mekonnen et al., 2021). This is likely to lead to an increase in

growing season carbon sequestration (Box et al., 2019; Mekonnen et al., 2021), which may po-

tentially offset increased CO2 release from thawing permafrost (Schuur et al., 2009; Euskirchen

et al., 2022). Changes in land cover can result in a lengthening of the growing season (Myers-

Smith et al., 2020), which may also lead to increased uptake of CO2. Tundra environments are

becoming warmer (Hobbie et al., 2021), however, continued warming temperatures may lead to

increased respiration as well as photosynthesis, so any such offset could be short-lived. Addition-

ally, in other areas increased “browning” or vegetation die-back means this compensatory effect

is less likely to be felt (Myers-Smith et al., 2020), and could even exacerbate carbon losses due

to permafrost thaw (Euskirchen et al., 2022). Plant cover also plays a fundamental role in soil

moisture and permafrost dynamics (Hinzman et al., 2005; Jorgenson et al., 2010), as well as influ-

encing snow accumulation and spring snow melt (Thackeray et al., 2019). Changes in vegetation

cover may also impact winter fluxes by inducing seasonal carryover effects (such as changes in

the amount of plant matter available to be degraded in soil over winter), or by causing localised

albedo and soil temperature or soil moisture changes (Bjorkman et al., 2018; Kaplan and New,

2006). With changes in winter climate conditions will come changes in winter carbon cycling.
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Current levels of uncertainty and limited understanding of wintertime processes inhibits the ac-

curate prediction of future carbon emissions, and how these are likely to evolve under climate

change.

2.3 Carbon Fluxes through Snow

2.3.1 Structural Influences on Snow Gas Flux

“Significant” and “vigorous” fluxes of trace gases between snow and atmosphere occur throughout

the winter (Bartels-Rausch et al., 2012; Helmig et al., 2009). Concentrations of CO2 are typically

higher within the snowpack than the overlying atmosphere (Fahnestock et al., 1998; Helmig et al.,

2009). Under stable conditions it takes approximately one day to establish a stationary gas con-

centration profile in a porous snowpack (Pirk et al., 2016), but such conditions are rarely achieved

in Arctic environments and other, non-steady state mechanisms of gas transport through snow

should also be considered (Jones et al., 1999). Gas exchange between the air and the snowpack

is influenced by both microscale and mesoscale meteorological processes (Clarke and Wadding-

ton, 1991; Colbeck, 1997) influencing snowpack gas concentrations through periodic release of

snowpack CO2 to the atmosphere (Seok et al., 2009).

The magnitude of this effect is unlikely to be uniform at the landscape scale (Seok et al., 2009)

with the influence of wind speed on gas flux dependent on local topography. Sullivan et al. (2008)

found tussock tundra was less sensitive to wind pumping than boreal forest environments when

comparing two sites in the Alaskan Arctic. Although site specific factors influence the magnitude

of wind pumping, its relative impact is sizable; with an additional ∼ 10 - 36% (Graham and Risk,

2018; Seok et al., 2009) of CO2 released to the atmosphere over the duration of the winter season

compared to diffusive CO2 transport alone.

Wind pumping (and gas transport through the snow more generally) is influenced by the snowpack

microstructure and stratigraphy. Rates of gas diffusion are dependent on snow density (Seok et al.,

2009; see Section 3.3.2), thus snow microstructural features of varying densities provide different

conditions for gas transport (Albert and Shultz, 2002; Proksch et al., 2016). For example, hoar

layers are more prone to horizontal gas transport, particularly in windy conditions (Björkman

et al., 2010b). Additionally, gases may be stored in pore spaces within the snow (Graham and
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Risk, 2018; Helmig et al., 2009), with pooled CO2 being rapidly released as snow thaws (Zhang

et al., 2019). Features such as ice lenses may encourage horizontal CO2 flux (Graham and Risk,

2018), with the permeability of ice lenses to gas fluxes dependent on how they are formed (van

Bochove et al., 2001). Snowpacks with higher tortousity require gases to take a more circuitous

route from soil to atmosphere, and thus impact rates of gas transport and carbon flux.

2.3.2 Subnivean Influences on Snow Gas Flux

The properties of the snow influence not only CO2 transport but also CO2 production through

acting as a control on the soil environment. The relationship between snow thermal conductivity,

snow depth and soil temperature is revisited in Chapter 4, chiefly in the context of the Community

Land Model, but the theoretical basis for this and its subsequent impact on biological activity is

described below.

Ecological controls on trace gas fluxes through snowpacks are not fully understood (Seok et al.,

2009), though ecological processes are the main subnivean source of CO2. Under laboratory

conditions, production of CO2 by soil microbes has been observed down to temperatures of below

-40 °C (Panikov et al., 2006). Microbial respiration has been reported to occur in the subnivean

environment down to temperatures of approximately -20 °C (Natali et al., 2019), with microbial

biomass peaking during the winter season at some tundra locations (Williams et al., 2009). A

variety of fauna are also biologically active at this time, including some species such as lemmings

which overwinter within the snowpack (Domine et al., 2016b; Pruitt, 2005). Typically however,

animals only play a minor role in the cycling of CO2 (Olsen et al., 2015) and thus are herein

assumed to have a negligible impact on wintertime emissions.

The presence of a snowpack acts to insulate the underlying soil. Soil temperatures at any given

depth are expected to remain reasonably constant under an established snowpack (Musselman

et al., 2005), as variations in air temperature are dampened by the snow. At a snow depth of

approximately 20cm, soil and air temperatures become decoupled (Slater et al., 2017), though it

is thought that the insulative effect provided by the snowpack may become saturated at greater

snow depths (Lawrence and Slater, 2009; Zhang, 2005). The insulating effect of early-winter

snow cover may keep the soil up to 50 °C warmer than the ambient air temperature (Kielland

et al., 2006), although the pan-Arctic study of Zhang et al. (2018b) found an air:soil temperature
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difference < 13 °C is more typical, with a mean temperature difference of 7.3 °C for sites with an

air temperature of below -10 °C. Conversely, lower snow depths lead to colder soils, even at depth,

with Jorgenson et al. (2010) finding a 2 °C reduction in 2 m soil temperatures with a 30% decrease

in snow depth. The insulative capacity of snow is not controlled by depth alone; two snowpacks

with the same depth can have different thermal conductivities (and thus a different effect on the

underlying soil) depending on their stratigraphic properties.

Rates of soil respiration are strongly related to soil temperature with higher soil temperatures al-

lowing for greater levels of soil respiration, leading to a higher production of CO2. Elberling

(2007) found approximately 90% of variation in soil respiration was due to a change in soil tem-

perature. Alternately, when snowpacks are shallower and have a higher thermal conductivity, the

temperature of the soil is reduced. A drop in soil temperature drop from -5 °C to -11 °C causes

CO2 production to decline by an order of magnitude (Zhang et al., 2018a). Additionally, although

rates of soil respiration are lower than during the growing season under winter temperatures, the

sensitivity of decomposition to changes in temperature (usually expressed in terms of Q10; the

change in reaction rate for a 10°C change in temperature) is often higher for these lower temper-

atures experienced outside of the growing season (Azizi-Rad et al., 2022), i.e. smaller changes in

temperature lead to a greater change in the amount of CO2 produced when soils are cold.

Warmer soil temperatures due to snow insulation also have a secondary impact on unfrozen soil

moisture, with warmer soils having more unfrozen water available for microbes to use in respira-

tion (Azizi-Rad et al., 2022). CO2 production in frozen soils is dependent on moisture availablity

(Öquist et al., 2009). Liquid water remains available in films around soil particles as soils freeze

as well as in small pore spaces (Hayashi, 2013). Soil microorganism activity within these films

is sustained below subzero temperatures, particularly in soils insulated by persistent snow cover

(Henry, 2007). Furthermore, increased snow depth provides more moisture to deeper soils, in-

creasing annual respiration (Björkman et al., 2010b).

Microbial respiration in soils is more sensitive to the shift from frozen to thawed conditions than

differences in the absolute temperature of frozen soils (Clien and Schimel, 1995), as different

factors control respiration in frozen and unfrozen soils (Sullivan et al., 2008). Despite the harsh

conditions they experience, bacterial populations in Arctic soils do not appear to be much lower

than those of temperate soils and fungal biomass is higher than that of some temperate environ-
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ments such as moorlands (Bliss et al., 1973). Microbial populations are highly variable throughout

the winter season (Campbell, 2019), though most of the biomass under snow is dominated by fungi

(Björk et al., 2008; Haei et al., 2011; Schadt et al., 2003). Factors such as nutrient availability and

temperature influence microbial community compositions (Arndt et al., 2020), with “notable” dif-

ferences in microbial communities between frozen and unfrozen soils (Buckeridge et al., 2013).

Altered snowpack conditions can also affect the structure and dynamics of soil microbial com-

munities (Aanderud et al., 2013; Zinger et al., 2009). A relationship likely exists between rates

of biogeochemical cycling and the composition of microbial communities, with the findings of

McMahon et al. (2009) showing greater carbon uptake by fungi than bacteria in late winter for

Alaskan tundra soils. Additionally, changes in the rate of soil respiration with temperature (Q10)

are likely due to changes in the microbial composition of the soil (Tong et al., 2021; Schmidt et al.,

2008).

Changes in the depth and timing of snow cover can have significant implications on regional

biogeochemistry (Lupascu et al., 2018). Deeper snows are more conductive to the growth of

microbial communities, especially beyond a depth of ∼ 30 cm (Schmidt et al., 2008). Deep

snows can alter soil nutrient availability (Zhang et al., 2019), stimulating microbial activity, and

potentially leading to an increase in heterotrophic respiration (Aanderud et al., 2013). Zhang et al.

(2019) found that measured CO2 emissions increased in winters with thicker snow cover, with

a threefold increase in respiration from flux tower observations seen in a year with anomalously

high snow depths at their Disko Island site. Growing season conditions and vegetation patterns

are influenced by snowpack conditions (Björkman et al., 2010a; Jones, 1999) which may lead to

changes in carbon cycling beyond the length of the snow season (Björkman et al., 2010a; Blanc-

Betes et al., 2016). Soils beneath deeper snow remain warmer even after the snow has melted

(Semenchuk et al., 2015), increasing plant carbon fixation (Lupascu et al., 2018) and respiration

(Lupascu et al., 2014) in the subsequent growing season.

Microbial respiration and subsequent CO2 release is also influenced by the availability of labile

(easily digestible) carbon. Areas where soils have a higher organic matter content release more

CO2 throughout the winter period (Schimel et al., 2004), as more material is readily available

for respiration. Seasonal fluxes of CO2 may be lower than initial rates as the carbon pool is de-

pleted (Schimel et al., 2006). Microbes appear to change their substrate consumption as soils
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freeze (Schimel et al., 2006), with older carbon stores more likely to be respired in winter (Lu-

pascu et al., 2018). Additionally, nutrient cycling is dependent on the timing and amount of snow

(Schimel et al., 2004), furthering the importance of snow cover properties on carbon cycling in

Arctic environments. The field experiment of Rixen et al. (2008) found increased snow densi-

ties lead to warmer soil temperatures, leading to higher nitrogen mineralisation (where microbes

shift their consumption from carbon rich to nitrogen rich substrates) and subsequently lower CO2

production (Schimel et al., 2004).

Alongside biological controls on CO2 fluxes, similar mechanical determinants of gas exchange

are true of soils as described for snow in the previous section. CO2 production and flux become

decoupled in frozen soils (Sullivan et al., 2008) with either production or storage leading to an

increase in the CO2 concentration of subzero soils (Wilkman et al., 2021). Soils with a higher

ice content have a lower diffusivity (Ohkubo et al., 2012; Knowles et al., 2016), trapping gas and

releasing pulses of CO2 when they crack (Schimel et al., 2006; Hayashi, 2013), which may happen

either during freeze up or thaw. Estimating soil diffusivity is a major limitation for calculating

carbon fluxes from seasonally frozen soils (Knowles et al., 2016).

Many questions persist surrounding the interaction between snow conditions and CO2 flux in

Arctic tundra environments. Many of the above-cited experiments take place under controlled

laboratory conditions, with no temperature history to influence soil microbial activity. Model ex-

periments allow us to examine the interaction between snow and soil temperatures (Chapter 4) and

the importance of this temperature history on CO2 fluxes (Chapter 5). Studies of the interaction

between snow and soil respiration are limited to a small number of sites. In situ measurements of

both snow properties and CO2 concentrations are required to examine this relationship; new meth-

ods to both derive snow properties (Section 3.2) and measure CO2 fluxes (Section 3.3.4) provide

an ideal opportunity to attempt to advance our knowledge of CO2 fluxes through snow.
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Chapter 3

Methodology

3.1 Study Locations

3.1.1 Trail Valley Creek

Trail Valley Creek (TVC; 68°45’N, 133°30’W) is a 57 km2 boreal-tundra transition research water-

shed located in the Inuvialuit Settlement Region, approximately 55 km northeast of Inuvik, NWT,

Canada. TVC has an average elevation of approximately 100 m above sea level (Marsh et al.,

2008) and a mean annual air temperature of -7.9 °C (for the period 1999 - 2018; Grünberg et al.,

2020). Land cover at TVC predominately consists of graminoid tundra, with some lakes, small

clusters of willow and alder shrubs and some isolated black spruce stands (Essery and Pomeroy,

2004; Grünberg et al., 2020; King et al., 2020b, & Figure 8). The terrain consists of mineral soil

hummocks of up to a metre in diameter, and peaty inter-hummock hollows (Quinton and Marsh,

1998). The ground is underlain by continuous permafrost to a depth of 350 - 500 m (Wilcox et al.,

2019), with a maximum active layer depth of up to 1 m at the end of the summer (Grünberg et al.,

2020). Snow cover at TVC has a typical duration of 8 months (Pomeroy et al., 1993), with depths

of 0.2 - 0.5 m, though drifts exceeding 1 - 2 m occur in areas with tall shrubs and in proximity to

steep slopes (Marsh and Pomeroy, 1999). Data from 3 separate field campaigns at this site, along-

side eddy covarience and meterlogical timerseries data described below, are used in this thesis.

This data was collected and processed as outlined in Table 1, with the methods for data collection

described in Sections 3.2 and 3.3.
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Figure 8: Land Cover at TVC, taken from Mavrovic et al., in prep. Land cover types from drone
photography (Walker, 2019). Black dots give the locations of their study sites, some of which are
also used as sampling locations in Chapter 6

Meteorological data measured at the TVC eddy covariance tower were used for all 3 studies herein.

Half-hourly 2 m air temperatures were measured using a HMP35CF sensor (Campbell Scientific,

Logan, Utah) and precipitation totals were measured using a weighted T-200B gauge (Geonor

Inc., Branchville, New Jersey). Precipitation gauge under-catch is common in tundra environ-

ments such as TVC (Smith, 2008; Watson et al., 2008; Gray and Male, 1981), therefore precipita-

tion was corrected as per Pan et al. (2016). Air temperature and relative humidity were measured

at 2 m using a temperature/ humidity sensor (Vaisala HMP35CF, Vantaa, Finland). Shortwave

and longwave radiation were measured at a height of 4.08 m using Kipp and Zonen CNR1 and

CNR4 net radiometers. Wind speed and direction were measured at 6.1 m using an R.M. Young

05103-10 Wind Monitor. Automated snow depth measurements used were from the nearby Mete-

orological Service of Canada station and measured by a SR50a sensor (Campbell Scientific). Soil

temperature profiles (Boike et al., 2020) were measured at 2, 5, 10 and 20 cm depths using 107B

Thermistors (Campbell Scientific). Soil moisture content (Boike et al., 2020) was profiled at the

same depths using CS615 soil water content reflectometers (Campbell Scientific).
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Dataset Dates of Data Collection Collected by Processed by

Snow Stratigraphy
Winter 2018 N. Rutter1, C. Derksen2, A. Roy3, A. Royer4, C. Vargel4, A.

Silis2, P. Toose2, R. Essery5& B. Walker6
V. Dutch1

Winter 2019 N. Rutter, C. Derksen, A. Silis , P. Toose, J. King2, R. Es-
sery, B. Walker & A. Mavrovic3

V. Dutch

Winter 2022 N. Rutter, C. Derksen, G. Woolley1, R. Essery, G. Hould
Gosselin7, A. Mavrovic & V. Dutch

G. Wooley

Eddy Covarience 2013 - 2023 O. Sonnentag, G. Hould Gosselin, P Marsh6& M. Detto8 G. Hould Gosselin
Meteorology 2013 - 2023 P. Marsh, G. Hould Gosselin, B. Walker & J. Boike9 G. Hould Gosselin & B.

Walker
CO2 Profiles Winter 2022 V. Dutch, A. Mavrovic & P. Mann1 V. Dutch
CO2 Isotopes Winter 2022 V. Dutch & P Mann V. Dutch, S. Modestou1&

P. Mann
Low Cost CO2 Sensors Winter 2022 V. Dutch, P. Mann & A Mavrovic V. Dutch

1 Northumbria University, UK 2 Environment and Climate Change Canada, Canada 3 Université du Québec à Trois-Rivières, Canada 4 Université de Sherbrooke, Canada

5 University of Edinburgh, UK 6 Wilfred Laurier University, Canada 7 Université de Montréal, Canada 8 Princeton University, USA 9 Alfred Wegener Institute, Germany

Table 1: Summary of data from Trail Valley Creek used in this thesis. Institutional affiliations are given as footnotes.
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3.2 Snow Measurements

3.2.1 Snowpits

Figure 9: Snowpit sampling diagram, showing all types of measurement which may have been
taken at any given snowpit. Not all techniques were used at all locations; no needleprobe data are
available for winter 2022 due to instrument failure.

Characterisation of the snowpack was undertaken through traditional snow pits. Profiles of stratig-

raphy, density and temperature were made in each pit following Fierz et al. (2009), as shown

schematically in Figure 9. Stratigraphic layers were visually determined and confirmed using

hand hardness tests. Specific Surface Area (SSA) was also measured using an IceCube instrument

(Gallet et al., 2009) alongside grain size observations in 2018 and 2019 and for some of the 2022

snowpits. Profiles of snow density were made in each snowpit at a 3 cm vertical resolution using

a 100 cm3 box cutter, after Conger and McClung (2009).

Pit locations in the footprint of each tower were chosen to cover the variability in the measured

snow depth and land cover types (Fig. 8). Snow depth measurements were taken using a mag-

naprobe in spiral around the TVC tower in order to characterise the statistical distribution of snow

depth in the study area. These were then used to decide on a small number of sites with snow

conditions which captured small scale spatial variability for isotopic measurements. Snow depths

were also measured at all gas sampling sites, with the depth of the wind slab:depth hoar interface
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estimated using a two thirds: one third ratio as described at TVC by Rutter et al. (2019) at sites

where snowpits were not dug.

Profiles of snow thermal conductivity were taken in the March 2018 and 2019 sampling cam-

paigns using a TP02 needle probe (Hukseflux, Delft, Netherlands). This instrument consists of a

long needle which undergoes heating and cooling cycles. The difference between the measured

and expected temperature of the needle is then used to compute the conduction of heat away from

the needle and through the measurement medium. More detail is given in Morin et al. (2010).

However, underlying assumptions and practical limitations lead to uncertainty in the final mea-

sured value of Keff (Section 4.2).

3.2.2 SMP

Spatially distributed Snow MicroPenetrometer (SMP; Schneebeli and Johnson, 1998) profiles

were measured across the TVC sub-catchment. The SMP provides vertical profiles of penetra-

tion resistance at 40 µm resolution (Proksch et al., 2015). From these, profiles of other snow

microstructural properties, chiefly density, can be derived at a much higher vertical resolution than

is possible to measure using traditional snowpit methods. However, coefficients needed to provide

an accurate density from microstructural metrics provided by the SMP are influenced by the type

of snowpack (and the model of the SMP), and so new coefficients needed to be derived for tundra

snowpacks for this study. Once recalibrated, SMP-derived densities can then be used to derive

additional snowpack properties, such as thermal conductivity (Section 4), porosity and tortuosity

(Section 3.3.2).

Bespoke coefficients to convert SMP force measurements to density were calculated for tundra

snowpacks based on the methodology of King et al. (2020a) to derive high vertical resolution

snow density profiles from the SMP force profiles from the March 2018 and 2019 field campaigns,

with these coefficients were also applied to SMP force profiles from the Jan 2019 and March 2022

campaigns. This method is described in detail in Figure 10.

Co-incident SMP profiles and snowpit density measurements were available at 36 locations across

the TVC catchment. A K-folds process is then used to derive new coefficients ( a – d; Table 2) for

Eq. 3.1 (Eq. 9 in Proksch et al., 2015):
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ρSMP = a + blnF̃ + clnF̃L+ dL (3.1)

where F̃ is the median force value over the vertical distance where density is calculated and L is

the element size, the distance between points where force is exerted by the SMP - approximately

the distance between snow grains (Löwe and van Herwijnen, 2012). Individual pairs of SMP

derived and snowpit measured densities above the 95th percentile of absolute error were removed

(Fig. 10 – Step 7), and the K-folds recalibration repeated (Step 8) to produce revised coefficients

to recalibrate the entire SMP dataset (Step 9). This process was iterated until paired SMP-snowpit

profiles with an R2 of less than 0.7 were removed. Poor fitting between some paired SMP-snowpit

profiles was due to the spatially heterogeneous nature of the snowpack (King et al., 2020a), as

microtopographic variation in hummocky tundra can lead to considerable sub-metre snowpack

variability. Coefficients (Table 2) were ultimately derived from 21 paired SMP-snowpit density

profiles; 16 from the January 2019 campaign, and 5 from the March 2019 campaign (R2 = 0.88, p

< 0.001). These coefficients give a RMSE of 25.2 kg m−3, compared to an RMSE of 125 kg m−3

for those of Proksch et al. (2015).

Prior to recalibration, negative force values were removed from the SMP profiles. These are

erroneous values which can occur in the SMP output when ice gets caught in the cog wheel of the

SMP or if part of the instrument is damaged (Lutz, 2009). Buried vegetation may also be present

in the lower part of tundra snowpacks, and interaction between SMP and dense shrubs or branches

may cause the SMP signal to overload and affect the quality of lower sections of the profile. A

normalised percentage depth scale (with profiles rescaled to a resolution of 0.25% of total depth

using linear interpolation) was used to compare SMP-derived profiles of density and Keff from

different snow depths (Steps 15 and 18). Any negative densities or resulting thermal conductivities

were removed during the depth normalisation process.

Recalibrated density profiles from the SMP do not produce values below 200 kg m3, despite obser-

a b c d
Proksch (2015) 420.47 102.47 -121.15 -169.96
King (2020b) 312.54 50.27 -50.26 -88.15
This Study 307.36 43.51 -38.95 -79.36

Table 2: Coefficients used to calculate density from SMP measurements.
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Figure 10: Recalibration process for SMP densities. Steps 2-9 (purple) mirror the process of King
et al. (2020a), with Step 10 providing a quantitative threshold to assess whether the recalibration
attempt is successful. Steps 11 to 19 (blue) apply the recalibration to the TVC dataset and derive
thermal conductivity profiles from the recalibrated SMP densities.
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vations of lower snow densities in Arctic depth hoar. Figure 11 shows a large spread in the value of

L for the depth hoar samples, over a relatively small set of snowpit densities. Large element sizes,

or distances between snow grain failures, are not unexpected in depth hoar but this results in a low

signal to noise ratio (King et al., 2020a). Additionally, Fig. 11 shows the relationship between F̃

and L is not heteroscedastic as initially assumed, leading to an overestimation of the density (and

density-derived Keff ) of this layer. Proksch et al. (2015) state that their model does not yet fully

account for the anisotropic structure of some snow types, which is of particular relevance to depth

hoar.

Figure 11: Relationships between the snowpit densities and SMP microstructural metrics from the
paired profiles in the recalibration dataset, after Figure 5 of King et al. (2020a)

3.3 Carbon Flux Measurements

Although difficult, measurements of wintertime carbon flux are important in determining the an-

nual carbon budget of the Arctic (Euskirchen et al., 2022). Different methods used to measure

CO2 efflux may result in calculated winter season fluxes that differ by of up to two orders of mag-

nitude (Björkman et al., 2010b). Despite such variability, there is no clear “best technique” due

to the different limitations of each method (Björkman et al., 2010a; Wilkman et al., 2021). In this

section, the techniques used in this study to measure fluxes or concentrations of CO2 at TVC (eddy

covarience, profiles of diffusive flux and isotopic ratios, and low-cost CO2 sensors) are described

in turn, finishing with Table 3 to provide an overview of the merits and disadvantages of each. It

is important to note that these methods do not all measure exactly the same thing; for example,

eddy covariance measures the atmospheric boundary layer and the other three methods measure

gases within the snowpack. Other methods may also be used to measure or quantify wintertime
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carbon fluxes, such as the use of soda lime traps (Nobrega and Grogan, 2007), chamber studies

(Virkkala et al., 2017), and snow fence experiments (e.g. Welker et al., 2000; Semenchuk et al.,

2015; Morgner et al., 2016). However, these methods typically require a longer sampling period

(soda lime, snow fences), a high level of supervision (chamber studies) or the destruction of the

snowpack (most chamber studies, although some are occasionally placed on the snow surface) and

were therefore unsuitable for this study.

3.3.1 Eddy Covariance

Eddy covariance (EC) measures the transport of gases between the land surface and the atmo-

sphere. This micrometerological technique is based on the principle of atmospheric eddy trans-

port, as represented in Figure 12. Each eddy moves an air parcel with different properties (e.g. gas

concentration, humidity), and as the eddy passes the tower, the properties of the parcel of air it is

transporting (either upwards or downwards) are measured using an Infra-Red Gas Analyser. Addi-

tionally, a sonic anenemometer on the tower measures the wind speed, in order to derive the speed

of eddies, and whether the gas is moved upwards or downwards. Knowledge of the concentrations

and speed and direction of the air parcels gives us the flux of the gas.

Measurements are taken at a very high frequency (typically 10 - 20 Hz) in order to be able to

capture the movement of the smallest eddys. These measurements are averaged to a half-hourly

frequency in order to account for the motion of larger eddys.

However, in order to calculate fluxes of gas concentration from eddy transport, a large number

Figure 12: Atmospheric eddy transport past an eddy covarience tower. Eddys of different sizes
rotate at different speeds, so fluxes are intergrated over window in order to account for the motion
of all sizes of eddys. Taken from Burba (2022).
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of assumptions need to be made. Firstly, the atmosphere is assumed to be turbulent, such that

the motion of eddys is the dominant mode of transport. EC tower measurements taken under

stable or stratified atmospheric conditions, such as commonly occur at nighttime or during the

dark Arctic winter, are therefore subject to considerable uncertainties. Additionally, atmospheric

density fluctuations are assumed to negligible, which again does not strictly hold under stratified or

inverted atmospheric conditions caused by strong negative temperature gradients between ground

surface and atmosphere. Atmospheric stability also leads to changes in the footprint of the EC

tower (Burba and Anderson, 2005), increasing uncertainty about the area being measured and

thus the magnitude per m2 of the derived fluxes. Further assumptions include uniform, horizontal

terrain and that the movement of air is not disrupted by the EC tower setup. Deviation from these

assumptions, when known, can be accounted for through the use of various corrections, although

this does add to the measurement uncertainty (See Appendix A.2).

Many limitations surround the collection and interpretation of wintertime EC data. Measurements

in the deep winter (December - February; Olsson et al., 2003) are unlikely to be complete and

may not be reliable. Data loss due to power issues is common; many difficulties are presented

in maintaining a constant power supply at a remote Arctic fieldsite during periods of 24 hour

darkness and extreme cold. Icing of the instrument, where the open-path (i.e. the path length

of the instrument is exposed to the elements) sensor becomes blocked by rime or precipitation,

temperatures below the specification of the instrument, and stable atmospheric conditions impact

data quality and further contribute to data uncertainty at this time. Heat generated by open-path

instruments may also induce convection and cause erroneous results (Lafleur and Humphreys,

2008) – however in our case this is likely to be lessened as instruments are not heated. Additionally,

Pirk et al. (2017) suggest that fluxes derived from the eddy covariance method during snowmelt

may be subject to sizable biases due to increased surface heterogeneity (i.e. patchy snow cover)

and subsequent variable surface roughness lengths in the tower footprint.

3.3.2 Gas Profiles & Diffusive Flux

A graduated hollow stainless steel rod with holes at 5cm intervals, and two 3-way stopcocks at the

end was used to extract gas samples from the snowpack (Fig. 13). A rubber bung was used to set

the depth required for the sample before the rod was inserted into the snowpack. A 60ml butyl
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rubber syringe was flushed three times with ambient air and then attached to the outer stopcock.

The syringe was then purged, after which the gas sample was taken. The volume of the sample was

noted, and then the process was repeated for all remaining sampling depths. Two profiles were

taken at most sampling locations, one for the calculation of diffusive flux and one for isotopic

analysis.

Concentrations of CO2 from each snowpack gas sample used for the diffusive fluxes were mea-

sured using a LICOR LI-850 analyser (LI-COR Biosciences, Lincoln, Nebraska). The LICOR

LI-850 is an infra-red gas analyser, which uses the amount of the emitted infra-red light source

which is absorbed by the air sample to determine CO2 and H2O concentrations. To analyse the

samples, a three-way stopcock was attached to the inlet valve on the LiCOR, and turned to close

off the inlet valve. A sample syringe was then attached to the stopcock, the sample was slowly

released, first to briefly flush the stopcock but the majority of the syringe (at least 40ml of gas)

was injected into the LiCOR. Once the syringe was empty and the CO2 concentration inside the

LiCOR had stablised, this value was noted, and the syringe removed. The outlet valve was then

opened to allow the sample to be expelled from the machine and the process repeated for each

sample.

Diffusive fluxes (FCO2) of CO2 measured from these profiles were then calculated as per Seok

et al. (2009):

FCO2 = φtDCO2∆CO2 (3.2)

where ∆CO2 equals the gradient of CO2 concentration, DCO2 equals the diffusivity of CO2 and

φ and t represent the porosity and tortuosity of the snowpack respectively. The diffusivity of CO2

(DCO2) is calculated as a function of temperature:

DCO2 = (0.000001T 2 + 0.001T + 0.139)/10000 (3.3)

where T is the mean temperature of the snowpit in °C. If snowpit temperature profiles were not

available, a value of -12 °C was used. Snow tortuosity (t) is estimated from the porosity (φ) of the

snowpack:
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Figure 13: a) Equipment for snowpack gas profiles shown in-situ, b) Sampling protocol for snow-
pack gas profiles. Samples are taken from the top of the profile moving downwards towards the
soil surface in order to reduce the opportunities for gas transport. Soil/Snow sample referred to as
”Base” in Chapter 6 to reduce confusion with gas below the soil surface. Taken from Mavrovic et
al., in prep.

t = 1− (1− φ)
2
3 (3.4)

which is in turn estimated from the snow density (ρsnow) and the density of ice (ρice; 0.981 kg

m−3):

φ = 1− ρsnow
ρice

(3.5)

For profiles taken at snowpit locations, the mean value from the density cutter measurements was

used for ρsnow. Otherwise, mean snow densities were calculated from the nearest recalibrated

SMP profiles. Snow depth heterogenities add an additional level of uncertainty to the use of the

nearest neighbour SMPs in the calculation of diffusive flux (Section 6.3.7). The same approach

was also taken to calculate diffusive fluxes from the (mostly co-located) IRMS CO2 concentration

measurements and for the low cost sensors described in the following subsections.

3.3.3 Isotope Ratios

For an atom of a given element, the number or protons must remain the same, but the number of

neutrons may vary. Different versions of an atom can exist where the number of neutrons in one

or more of the atoms differs from that typically expected of the parent atom. These are known as

isotopes. Slight changes in the mass of a molecule due to differing numbers of neutrons may cause
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slight differences in the physical properties of the molecule, resulting in isotopic fractionation

(Sharp, 2017). Fractionation occurs where a process (e.g. respiration) discriminates between

isotopologues (versions of a compound with different isotope ratios), leading to a change in the

isotopic ratio of the substance.

Ratios of different stable carbon isotopes have been used to partition measurements of NEE into

their components fluxes (photosynthesis and respiration). For example, ecosystem respiration can

be separated into its different constituent fluxes using the isotopic composition of CO2 to ascertain

root respiration, microbial respiration etc. (Tu and Dawson, 2005). Soil CO2 typically has an

isotopic signature between that of soil respiration and atmospheric CO2, as soil gas is impacted

by both soil and gaseous processes (Tu and Dawson, 2005). We assume, that as an intermediary

between soil and atmosphere, CO2 gas in snow will have an isotopic signature between these two

end members. As the provenance of the different CO2 isotopologues varies between air and soil,

measuring the ratios of these isotopes within the snowpack gas samples should give an idea of the

relative influence of atmospheric and soil processes.

In order to assess the influence of changing meteorological conditions on the origin of the snow-

pack CO2, a timeseries of daily measurements of the isotope ratio of sampled CO2 was taken at

the MainMet site (∼ 50m north of the EC Tower; Fig 39) for the week of the first low-cost sensor

deployment (Section 6.2). A profile of gas samples was taken through the snowpack, as detailed

for the diffusive flux measurements (described in Section 3.3.2). Additionally, for this site, atmo-

spheric samples were taken at three different heights above the snow surface. After collection,

gas samples were injected in 12ml pre-evacuated exetainer vials (Labco Ltd, Lampeter, UK) with

a double-walled septum. These vials maintain an air-tight seal for a minimum of 12 months, al-

lowing ample time for sample transport and analysis. Vials were over-pressured to increase the

sample volume for analysis and reduce the risk of sample loss, with approximately 25ml of sample

injected into each vial. This also allowed a duplicate sample to be collected from each syringe,

reducing the risk of sample loss during analysis.

The same sampling method was also used to collect snapshots of the isotopic composition at the

majority of the diffusive flux profile locations and the locations of the low-cost sensors. Atmo-

spheric samples for isotopic analysis were also collected outside of our field lab in order to aid in
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detecting sample contamination. On return to Northumbria, samples were stored at room temper-

ature for 5 - 6 months prior to analysis.

Isotope ratios were measured using Gasbench Isotope Ratio Mass Spectrometry (IRMS) at the

NICEST (Northumbria Isotope and Clumped geothermometry for Environmental STudies) labo-

ratory. Mass spectrometry is a long-established technique used to measure the isotope ratios of

many different types of samples and substances (Sharp, 2017). Within a mass spectrometer, sam-

ples are ionised, accelerated and then focused into a beam. Beams are deflected into a array of

cups by an electromagnet, with the degree of deflection a function of the atomic mass of the ion,

so that each cup corresponds to ionic beams of a certain mass (Sharp, 2017). The amount of times

each cup collects an ion therefore gives the relative intensities of the different isotopologues within

a given sample.

For the isotopic analysis herein, We used a Gasbench II - Conflo IV - Delta V IRMS. With this

instrumental set-up, samples are run through a gasbench to separate the different species within

the sample prior to analysis, theoretically allowing the isotope ratios of multiple different gases to

be analysed in the same sample. In practice, this (alongside helium dilution) was mostly for the

purpose of reducing isobaric interference caused by nitrogen because some nitrogen and oxygen

isotopologues have the same atomic mass as CO2. Additional information required to conform

with data standards for isotope geochemistry, as laid out by Skrzypek et al. (2022), are given in

Appendix B.

The use of IRMS also facilitated the measurement of CO2 concentrations in addition to the isotopic

ratios. These concentrations were compared to samples measured in the field using the LiCOR

and used to derive diffusive fluxes for comparison with both LiCOR and low-cost sensor data.

However, gas concentrations from continuous flow IRMS, such as that used in this study, have

limited accuracy. Propagated errors were calculated as outlined in Appendix B, and are discussed

in more detail in Chapter 6.2, but solely relying on concentrations from this method to calculate

CO2 fluxes would be unwise (Pers. Comm., Modestou, 2023).

3.3.4 Low-Cost Sensors

All methods presented thus far have considerable limitations (see Table 3 for a more detailed

comparison), with many caveats surrounding the interpretation of eddy covariance data and gas

39



CHAPTER 3. METHODOLOGY 3.3. CARBON FLUX MEASUREMENTS

profiles unable to be repeat sampled leading to a very low measurement resolution. Both of these

methods also require considerable start-up costs. Additionally, flux gradient methods and eddy

covariance can give considerably different estimates of the magnitude of wintertime carbon efflux

(Rains et al., 2016). We therefore experimented with developing, testing and deploying low-

cost CO2 sensors (Chapter 6; Pictured in Fig. 14). Commercially available CO2 sensors are

not typically rated to the temperatures experienced in the Arctic winter, and those that are come

at considerable cost1. Additionally, the one commercially available sensor with an appropriate

temperature rating was undergoing development at the time of our campaign.

Sensors were designed after Bastviken et al. (2015). Sensors consisted of a Sensiron SCD30 CO2

sensor (Sensirion AG, Stäfa, Switzerland), which measures CO2 concentrations, temperatures and

relative humidity, soldered to an Arduino Uno r3 shield (Arduino, Ivrea, Italy). An SD card reader

was also connected to the circuit board in order to store the data, with the whole system powered

by 6 D-Cell batteries.

The arduinos were each housed inside an off-white watertight plastic box, with dimensions 230 x

300 x 85 mm. Boxes were pale in colour in order to reduce the potential for radiative heating below

the snow surface and subsequent measurement artifacts (Lundberg et al., 2016). Holes were drilled

in the lid of each box, and a waterproof gas-permeable membrane (Polyflon Technology Limited,

Stafford, UK) fixed behind using rubberised paint (Plasti-Dip UK, Hampshire, UK). Dessiccant

packs were added to each box prior to deployment to reduce the risk of condensation biasing

measured CO2 concentrations or damaging the sensors (as noted by Bastviken et al., 2015), and

any holes in the membrane (as a result of damage during transport or previous deployment) were

sealed with tape.

Two different calibrations were derived for the majority of the sensors, detailed in Appendix C.1.

The same calibration (derived from a linear fit between mean measured concentrations from the

Los Gatos Analyser (LGA) and each individual low-cost sensor; Cal 2 in Appendix C.1) was used

for both of the low-cost sensor deployments.

In order to measure diffusive fluxes, at least two boxes were buried in the snow at each site. The

upper boxes were buried slightly above the wind slab:depth hoar interface with the membrane
1Quoted $3750 for an eosFD sensor in July 2021, a per unit cost over an order of magnitude greater than for the

low-cost sensors detailed herein
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Figure 14: Photo of interior of low-cost CO2 sensor
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facing down. Although this meant that fluxes in the upper portion of the snowpack were not

measured, this allowed the box to be somewhat insulated from cold and highly fluctuating surface

temperatures, and thus preserved the battery life. The lower boxes were buried as close to the base

of the snowpack as possible (vegetation occasionally prevented the box from being placed on the

soil surface), with the membrane facing up. The flux between the two boxes (Fig 15) could then

be calculated by subtracting the concentration measured at the lower box from the concentration

in the upper box, and then substituting this value into Equation 3.2.

As a new, low-cost method still undergoing development, data from these sensors are subject to

various uncertainties, both known and unknown. CO2 sensors have a manufacturer specified accu-

racy of ± 30 ppm, which is lower than would be ideal, with differences between sensors commonly

within this margin of error. Uncertainities surrounding the calibration of individual sensors (Ap-

pendix C.1) will be carried forward into measured concentrations and calculated fluxes. Bastviken

et al. (2015) also note the potential for sensor drift over the course of longer deployments, although

we did not notice this over the course of our experiment - likely because the longest measurement

timeseries was only three weeks long. Also, the membrane was easily damaged, both during

transport to the sites and during the deployments. Although holes in the membrane were patched

between deployments, we cannot rule out changes in the area of the membrane (or free movement

of gas through rips in the membrane) as an additional source of measurement uncertainty.
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3.3.5 Intercomparison of CO2 Methods

Advantages Disadvantages
Eddy Covariance

• Estabished method & protocols
• No disturbance
• Non-destructive measurement

• Expensive
• Power intensive
• Complex post-processing
• High maintenance
• Known data quality concerns
• Inconsistent & heterogeneous

footprint

Diffusive Flux
Profiles • High spatial coverage

• Quickest setup
• Variable vertical resolution

• Time consuming
• Labour intensive
• Low temporal resolution

Isotope Profiles
• Fingerprinting of CO2 sources
• High spatial coverage

• Expensive
• Requires access to isotope anal-

ysis facility
• Contamination of CO2 signal by

other atmospheric gases
• Low temporal resolution
• High uncertainities on CO2 con-

centrations

Low Cost Sensors
• Cheap (∼ £250)
• Low power requirement
• Citizen science potential
• Easy to upscale
• High temporal resolution
• Low/no maintenance cost

• Limited precision
• Sensor development is time in-

tensive
• High uncertainty and unknown

unknowns
• Digging snowpit disturbs origi-

nal system

Table 3: Comparison of CO2 measurement methods
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Figure 15: Schematic of Box Flux Calculation. Black arrows denote the heights of the upper and
lower sensors, with the purple arrow showing the calculated CO2 flux. Not to scale.
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3.4 Modelling

3.4.1 Introduction to Earth System Modelling

Earth system models simulate the physical, chemical, and biological processes (and the relation-

ships between these) which in turn govern global climate and potential futures under climate

change (Bonan et al., 2019). Such processes are themselves represented mathematically, with

equations to describe the exchanges of energy and mass between and within the different compo-

nents of the earth system. Earth system models contain individual models for different components

of the earth system, e.g. land, atmosphere, ocean and sea-ice (Bonan et al., 2019), and a ”coupler”

to link these components.

The behaviour of Earth System Models (ESMs), and how representatively they can simulate key

processes, is typically determined through comparison to other earth system models and bench-

marking against observations. Different ESMs are typically made up of different combinations of

component models, with differences in the parameterisation or description of some or other pro-

cess. Trying to describe all these processes using a single mathematical representation is difficult

(Fisher and Koven, 2020), and different modelling groups prioritise different things when building

a model, leading to a large diversity between earth system models. Comparison of ESMs with

observations allows the model representation and realism to be evaluated, but this is limited by the

availability, frequency and quality of observational data - often a limiting factor in Arctic studies.

As well as observational data, model intercomparison exercises (such as CMIP5 & CMIP6; Tay-

lor et al., 2012; Eyring et al., 2016) can be used to understand and constrain estimates of future

climate change. Additionally, such exercises allow us to evaluate the representation of individual

processes and parameterisations in individual models. As all models are imperfect, model inter-

comparison exercises help us to constrain the uncertainty inherent in any given model prediction

(Bonan and Doney, 2018).

Initially, land surface models were used as a bottom boundary condition for atmospheric mod-

els, and thus only represented basic fluxes of heat and momentum between the atmosphere and

the land surface. However, the evolution of these models has allowed them to represent a large

number of processes, such as shown for one such model (CLM5.0; the land surface model used

in this study and described in Section 3.4.2) in Fig. 16. The range of processes simulated by any
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given land surface model can range dramatically between different land surface models (Fisher

and Koven, 2020), with some including human influences such as population growth and agricul-

tural activity. Other, simpler, land surface models look solely at fluxes of water, energy and usually

carbon. Crucially, most land surface models can simulate both ecological processes and biogeo-

chemical cycling and their interplay with climatic changes. Predicting how climatic changes will

influence the biosphere (and vice versa) is key for understanding how ecosystems may impact and

be impacted by future change.

Models (including, but not exclusively referring to land surface models) which focus on terrestrial

biosphere or ecosystem processes, such as the carbon uptake and nutrient cycling undertaken by

plants, are sometimes referred to as Terrestrial Biosphere Models. As CLM pays a large amount of

attention to such processes, but also examines the physics of the land surface, it may be thought of

or referred to as either a Land Surface Model or a Terrestrial Biosphere Model. This distinction is

elaborated on in Bonan et al. (2019). Both terms are used in this thesis, depending on the context

in which CLM is discussed.

Earth system models (and their land surface components) are subject to considerable uncertainty

in their representation of Arctic carbon cycling, both when considering the timing and magni-

tude of carbon fluxes. This is particularly true during wintertime (as discussed in Chapter 5), but

different models also show variability (Euskirchen et al., 2022) or divergence from observations

(Birch et al., 2021) in the timing of key events controlling growing season uptake. Many models

assume zero biogeochemical activity when soils are frozen, leading to poor predictions of winter

processes (Öquist et al., 2009). During the winter, model representations of snow are particularly

key in determining how well climate and carbon are simulated. As snow cover modulates soil tem-

perature, the representation of the snow and it’s thermal properties is key to accurately represent

the temperature of the soil (see Chapter 4) which in turn impacts simulated respiration (Chapter

5). However, no land surface models currently represent the density stratigraphy (i.e. wind slab &

depth hoar layers) of Arctic snow (Marchand et al., 2018). Model parameterisations of snow prop-

erties, particularly snow thermal conductivity (Keff ), influence simulated carbon stocks (Wang

et al., 2013), further impacting simulations of wintertime soil respiration and CO2 flux.
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3.4.2 The Community Land Model

The Community Land Model (CLM; Lawrence et al., 2019), the land surface component of the

Community Earth System Model (CESM; Danabasoglu et al., 2020), is a commonly used land

surface model and a major contributor to model inter-comparison experiments. CLM is one of the

more complex land surface models, simulating a large suite of terrestrial processes (Fig. 16) such

as hydrological cycles, biogeochemical cycling, and dynamic vegetation changes. CLM can be

run on variety of spatial scales, from a 1D point to the entire earth surface, though for this study

only point simulations of CLM5.0 were used, with a 0.1°x 0.1° grid cell centred on the TVC eddy

covarience tower.

Figure 16: Processes Represented in CLM5.0. Figure taken from Lawrence et al. (2018)

Representation of Snow in CLM

Developments between CLM4.5 and CLM5.0, as outlined in van Kampenhout et al. (2017) im-

proved the snow scheme in CLM. The newer version of the model used herein produces a computationally-

layered snowpack, with the number of snow layers dependent on the snowpack depth, up to a

theoretical maximum of 12 layers (as opposed to the 5 layer maximum in previous versions of
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CLM). Once the total snow depth exceeds a given threshold, the initial snow layer is subdivided

into two layers with equal properties. Snow layer formation continues in this manner as layer

thicknesses surpass the prescribed ranges given in Jordan (1991). When a layer divides, the new

layer is formed beneath it, rather than new layers being formed at the surface by new snowfall.

As this process is not stratigraphically representative, layers are not described by snow type (i.e.,

as per Fierz et al., 2009), but instead numbered from the snow surface down (Fig. 17). Layer

thicknesses are also influenced by snow compaction, parameterised following Anderson (1976).

Unsaturated layers may compact due to overburden pressure, the breakdown of new snow crystals

or melting, with the thickness of a snow layer a function of the snow thickness at the previous

timestep and the rate of compaction. Snow depths below 1 cm are not discretely modelled and are

instead combined into the surface soil layer.

Density, thickness and thermal conductivity are output as a daily mean for each layer. CLM

calculates snow density as a function of the relative proportions of ice (mass of ice = mi) and

liquid water (mass of liquid water = mlw), weighted by the snow cover fraction (Fsno) for each

grid cell (Lawrence et al., 2018):

ρ =
(mi +mlw)

Fsno × hsl
(3.6)

In practice, due to the adjusted snow cover fraction (Section 3.4.3) and as liquid water in the

snowpack is zero until the start of melt out, the computed snow layer density simplifies to the

mass of ice (mi) divided by the height of the snow layer (hsl). Changes implemented in CLM5.0

also include a new snow densification scheme, whereby fresh snow density is parameterised as

a function of temperature and windspeed. The density of fresh snow can increase through the

process of wind-driven compaction if wind speeds exceed 0.1 m s−1 (van Kampenhout et al.,

2017)2. Over time, the density of the snowpack evolves as a result of the compaction processes

outlined above. CLM5.0 does not allow for temperature-gradient metamorphism, and thus does

not represent the development of depth hoar layers (van Kampenhout et al., 2017).

The computed snow layer densities are then used to calculate snow layer effective thermal con-

ductivities (Keff ), as per Jordan (1991) (Section 2.1.2; Eq 2.4), with the values for the thermal

2Units given in van Kampenhout et al. (2017) as m−1
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conductivities of ice and interstatial air as given in Lawrence et al. (2018). Snow (and soil) tem-

peratures are defined for the midpoint of each layer at an hourly resolution, with the soil col-

umn consisting of 25 layers of increasing thickness (down to a depth of 49 m; as shown in Fig

17).

Description of Soil and Soil Respiration in CLM

CLM uses 25 soil layers, shown alongside the snow layers in Figure 17. Carbon (and nitrogen)

cycling is modelled within the first 20 layers, constituting the top 8.6 m of the soil column. The

remaining 5 layers (down to a depth of 49.6 m) are classed as bedrock layers, and only used to

model transfers of heat and energy, not of matter. The midpoint of each layer is used to describe

the layer depth. Soil sand, silt and clay fractions are taken from the mineral soil texture data set of

Bonan et al. (2002), and soil organic matter fractions are from Hugelius et al. (2013).

CLM5.0 uses a vertically resolved Century-type (i.e. after the fCentury model; Parton et al.,

1988) soil decomposition scheme as outlined in Koven et al. (2013). For each layer (i) of the 20

biogeochemically active soil layers (the upper 8.6 m of the soil column), carbon moves through

3 soil pools. These 3 pools each have a different residence time, with Soil 1 the most labile (i.e.

short lived) and Soil 3 having the slowest turnover. Prior to entering the soil carbon reservoir,

carbon moves through 3 litter pools and a coarse woody debris pool (Fig. 18). Carbon in the

coarse woody debris pool cannot be respired, just cycled into one of the litter pools, from which it

may move to another pool or be decomposed. The default turnover time (K0, shown as τ in Fig.

18) of each of these pools is modified by the rate of decomposition (K):

Ki = K0,irT rW rOrZ (3.7)

where rT , rW , rO and rZ are rate modifiers which scale the rate of decomposition depending on

the soil layer temperature, moisture, oxygen content and depth respectively. The influence of

temperature on decomposition is parameterised using a Q10 function:

rT = Q
(
Tsoili

−Tref

10
)

10 (3.8)
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Figure 17: Snow and soil layers in CLM. The blue line denotes the snow:soil interface, with snow
layers (labelled i = ...) shown above in black and soil layers shown below in brown. Soil layers
within the box (to a depth of 8.6m) are used for representing biogeochemical processes, soil layers
below this depth are only used for modelling thermodynamic processes.
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Figure 18: Pool structure of the Century decomposition scheme used in CLM. The default turnover
time of each pool in years (τ ) is given in each box, with the respired fraction given at the ends of
the arrows. Figure taken from Lawrence et al. (2019).
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where Q10 defines the temperature sensitivity of soil respiration, Tsoili equals the temperature of

soil layer i, and Tref is a reference temperature with a default value of 25 °C. By default, CLM

uses a global constant Q10 value of 1.5 (Foereid et al., 2014) for both frozen and unfrozen soils

(Lawrence et al., 2018). This is lower than the value of Q10 used by many other earth system

models (Meyer et al., 2018). Additionally, the use of a globally constant value does not take into

account the inherent temperature sensitivity of Q10 itself (Lloyd and Taylor, 1994) nor spatiotem-

poral changes in observed Q10 as a result of soil moisture, texture or vegetation characteristics

(Chen et al., 2020; Curiel Yuste et al., 2004; Meyer et al., 2018).

The scalar for the impact of moisture on decomposition takes the form described by Andrén and

Paustian (1987):

rW =
5∑

j=1


0 for Ψi < Ψmin

log(Ψmin/Ψi)
log(Ψmin/Ψmax)

wsoil, i for Ψmin ≤ Ψi ≤ Ψmax

1 for Ψi > Ψmax

 (3.9)

where Ψi is the soil water potential in soil layer i, and Ψmin and Ψmax are the upper and lower

limits for soil water potential to impact the rate of soil decomposition, with default values of -2

MPa and -0.002 MPa respectively. When Ψ is greater than Ψmax, the moisture content of the soil

has no impact on the rate of carbon turnover. When Ψ is smaller than Ψmin, the soil moisture is

too low for decomposition to occur; this is noted to be a major influence on the respiration from

frozen soils by Lawrence et al. (2018). Respiration of previously decomposed carbon may still

occur when Ψ is less than Ψmin, up until the point where labile carbon stocks are depleted.

3.4.3 Modifications to CLM

CLM5.0 simulations herein were run for a single grid cell with area 0.1° x 0.1°. However, in order

to best represent snow cover properties over this small area, modifications were required to the 1D

“point mode” version of CLM (PTCLM; Kluzek, 2013), similar to those outlined in Malle et al.

(2021).

The proportion of a CLM grid cell that is snow-covered is calculated as per Swenson and Lawrence

(2012). Prior to the start of the melt season, the snow-covered fraction (Fsno) at a given timestep
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(n) is calculated as;

Fn+1
sno = 1− ((1− tanh(Kaccumqsno∆t))(1− Fn

sno)) (3.10)

where Kaccum is a constant and qsno is the amount of snowfall falling between the two model

timesteps n and n + 1. Fsno is therefore dependent only on the value of Fsno in the preceding

timestep and the amount of snow that has fallen since. Without adjustment to this equation (under-

taken through a change to value of Kaccum), this resulted in too gradual a build up of snow cover,

with full snow cover at TVC not being achieved until early March in the 2017-18 season despite

observations of fully snow-covered ground much earlier in the season.

The constant Kaccum, set to a default value of 0.1, describes the probability that a given sub-unit

of the CLM grid cell will become snow covered after a snowfall event. In order to improve the

simulated early season snow cover fraction, the value of this constant was iteratively increased

(Fig. 19) until values of Fsno matched expected seasonal patterns. A Kaccum value of 2.0 was

chosen for all model simulations in Chapters 4 and 5.

During melt out, Fsno is influenced by the topography of the grid cell,

Fsno = 1−
(
cos−1(2Rsno − 1)

π

)Nmelt

(3.11)

where Rsno is the ratio of the snow mass at the current timestep to the maximum accumulated

snow mass for that season and Nmelt is defined by the topographic variability within the grid cell

in terms of the standard deviation of elevation (σ). The default standard deviation of elevation

used by CLM is calculated from a 1 km DEM, arguably inappropriate for a point simulation

with a grid cell approximately 11 km2. Essery and Pomeroy (2004) observed a 140 m range in

elevation at TVC, and this value was used to approximate a standard deviation of elevation of 35

m (Taylor, 2020), an order of magnitude lower than CLM’s predicted value. Substituting this into

CLM improved the melt-out rate somewhat, but the simulated snow cover fraction was still not

very well matched to expectations (in part from Malle et al. (2021), who used a σ value of 25

m). A series of model runs where the standard deviation of elevation was iteratively reduced was

undertaken in order to attempt to simulate an expected pattern of melt out (Fig. 20). Below a
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Figure 19: Impact of different values of Kaccum on simulated snow cover fraction for winter 2017-
18 & 2018-19. Black asterixes represent the date where complete snow cover was observed.

value of 10 m, changes to the standard deviation of elevation had no influence on the snow cover

fraction. However, a value of 0.5 m was chosen to represent the standard deviation of elevation,

as this is similar to the height of tussocks, a major feature controlling small-scale topographic

variability at TVC.

3.4.4 Model Spin-up

Soil Temperature Equlibration

In order to determine the amount of model spin-up required for soil temperatures to equilibrate,

iterative runs of PTCLM with an additional year of spin-up were undertaken from 1 January 2017

to 1 January 2013. This spin-up process was used for the modelling experiments in Chapter 4.

For each model year, the forcing data was tower data from that same year, processed as described

below in Section 3.4.6.

Soil temperatures throughout the soil column were compared; three depths are shown in Fig. 21.

Internal system variability results in a difference of ∼ 1 °C between model runs, with a minimum

of 2 years of spin-up required for Keff adjusted runs to converge at a 10 cm soil depth. Deviation

between different spin-up start times takes longer to level out deeper in the soil column, but as we

only examine soil properties within the top 20 cm of the soil column, we feel this length of spin-up

is sufficient. Changes to snow thermal conductivity were evident at all depths in the soil profile

and have an impact on the thickness of the active layer with seasonal thawing seen to a depth of
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Figure 20: Snow Cover Fraction during meltout for different values of the standard deviation of
elevation (σ). Black asterixes represent the date where a complete absence of snow cover was
observed.

1.7m (Fig. 21b), in comparison to 1.35m for the unadjusted CLM runs and the 1m active-layer

depth reported by Grünberg et al. (2020).

Carbon Pool Equilibration

This 5 year spinup process was not sufficent for carbon pools to equilibrate. For the study under-

taken in Chapter 5, a longer spin up process was required in order for each of the carbon pools

(described above in Section 3.4.2) to stabilise. Meteorological forcing data for the years 2013 -

2016 was looped to spin-up the model. As CLM was run using a leap year calendar, all leap years

used the forcing for 2016, and centennial non-leap years used the February data for one of the

other 3 years at random with the other months using the data for 2016.

Figure 22 shows the impact of the length of the spin up on the stablity of each of the soil carbon

pools. Use of the alternative C:N decomposition scheme was also tested (not shown), but as this

scheme did not allow new inputs of carbon, the size of each pool decreased considerably before

the end of the spin-up period and this scheme was deemed inappropriate.

We considered the model spun-up once all 3 soil carbon pools in the decomposition scheme were

in a steady state, with mean annual changes in the size of the pools less than 10 g C m−3 for the

last 10 years of the simulation. We also examined the size and stability of the total ecosystem

carbon and soil organic matter carbon (SOMC) pools, with the model considered spun-up once

interannual changes in the sizes of each of these pools were less than 10 g C m−3 for the last 10
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Figure 21: Soil temperatures at (a) 10 cm, (b) 1.7m and (c) 4.3m (3rd, 11th and 16th CLM soil
layers) for varying lengths of model spin-up (line styles; all spin-ups from 1 January, year given
in legend), for both baseline (α = 1; dark red) and Keff adjusted (α = 0:3; navy blue) model
conditions.

Figure 22: Impact of the length of spinup on the stability of each Soil Carbon pool, denoted in
terms of the mean annual change in the size of each of the 3 Soil Carbon pools for the last 10 years
for different spin-up start years.

56



CHAPTER 3. METHODOLOGY 3.4. MODELLING

years of the simulation and when the size of the soil carbon pools was within the range of observed

values for the Mackenzie Delta region given in Figure 1 of Schuur et al. (2015). Ratios between

NEE and NPP (Fig. 23) were also examined to test if known deficiencies in plant phenology

impacted the stability of the carbon pools (Pers. Comm., Meyer, 2022). The rolling 4 year average

of this ratio was greater than expected, but remained stable throughout a sufficiently long spin-up

with the cyclicity of the forcing data appearing to have a greater impact on the values (Fig. 23).

To achieve these conditions, we span the model up from the year 1500 for the study described in

Chapter 5.

3.4.5 Limitations of CLM

Plant Phenology

Birch et al. (2021) details a number of issues with the phenology of plants in CLM5.0. The start of

the growing season is delayed, with the onset of photosynthesis delayed due to the extrapolation

of temperature based relationships governing leaf-out from the tropics to the Arctic-Boreal Zone

(Birch et al., 2021). Furthermore, short vegetation (such as grasses) is presumed by CLM to

be inactive if the snow depth is greater than 20 cm, and if less than 5% of leaves or stems are

above the height of the snow the amount of exposed vegetation is set to zero (Lawrence et al.,

2019). Observations of photosynthesis beneath shallow snow have been noted by Larsen et al.

(2007); Starr and Oberbauer (2003); Tieszen (1974), among others. Heterogeneities in snow depth,

particularly during snow melt, mean that despite a mean snow depth over the 20 cm threshold,

there may be points in the grid cell where photosynthesis would still realistically occur.

Additionally, NEE in the autumn is too high as photosynthesis continues for too long, delaying

the onset of plant senescence and the shift to net carbon release. Inaccuracies in the simulated

productivity of plants in Arctic regions are also highlighted by Birch et al. (2021) and Wieder

et al. (2019). Arctic grass, shrub and needleleaf evergreen tree plant functional types (PFTs) are

too productive, and deciduous trees are not productive enough (although we do not observe or

simulate deciduous trees at TVC).

Although solutions to improve the phenology and behaviour of Arctic plants in CLM have been

proposed (Birch et al., 2021), computational limitations prevented their implementation in this

study. Assessment of simulated fluxes is therefore limited to the snow-covered season. How-
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Figure 23: Ratio of Net Ecosystem Exchange to Net Primary Productivity for different starting
years of model spin up. An additional run starting in the year 1000CE is not shown, as patterns
are the same for all years earlier than 1700. a) shows yearly values, whereas b) shows a 4 year
running mean to normalise for differences between the 4 looped years of forcing data.
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ever, seasonal carry-over effects may still have some impacts on the results presented in Chapter

5.

Missing Processes

Like the majority of land surface or global climate models, CLM5.0 was not designed with the

Arctic in mind. Numerous processes and features of relevance to simulations of Arctic regions are

not currently included in CLM. These include, but are not limited to:

• Vapour Diffusion in Snowpacks

As aforementioned, CLM5.0 does not simulate the formation of depth hoar (van Kampenhout

et al., 2017). This has implications for the thermal properties of the snow and the simulation of

soil temperatures (Chapter 4).

• Moss

Mosses are a key component of tundra ecosystems, but no moss PFT is present in CLM. The

presence of mosses has many influences on the below ground environment (Gornall et al., 2007),

with impacts on soil temperature, moisture, active layer depth and biogeochemical cycling (Bueno

et al., 2016; Park et al., 2018; Zha and Zhuang, 2021).

• Permafrost Subsidence

CLM5.0 does not consider the possibility of subsidence under warming permafrost. Changes in

topography and water table height caused by subsidence may lead to changes in snow accumula-

tion, local hydrology and carbon cycling (Schädel et al., 2018), as well as longer term landscape

change (Grosse et al., 2016).

• Peat

Peat soils are common in tundra landscapes, storing vast amounts of carbon (Chaudhary et al.,

2020), and yet not parameterised in CLM5.0. Other land surface or terrestrial biosphere models

which allow for the simulation of peat soils, such as CLASSIC (Wu et al., 2016), JULES (Chad-

burn et al., 2022) and LPJ-GUESS (Chaudhary et al., 2020), allow better estimation of the carbon

sink capacity of Arctic regions and also improved simulation of soil moisture dynamics.
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3.4.6 Data Processing Protocol

Observations from the TVC tower (instrumented as described in Section 3.1) were used to force

CLM as follows. Half hourly observations from the TVC tower were converted to hourly reso-

lution using the MATLAB retime function. Data was then gap-filled as per Essery et al. (2016)

prior to being reformatted and input into CLM. Gaps of 4 hours or less were filled using linear

interpolation, with longer gaps being filled from ERA5 reanalysis (Hersbach et al., 2020). Of the

variables required by CLM, only the radiation data required gap-filling. Comparison of observa-

tions and reanalysis data showed an offset of less than 60W m−2, so bias correction of reanalysis

data was not undertaken due the small size of this offset.

Precipitation data was also disaggregated from a daily amount to an hourly rate, using ERA5

reanalysis to calculate the proportion of daily precipitation falling each hour. Partitioning into

rainfall and snowfall was also undertaken using ERA5 reanalysis, with timesteps listed as “mixed

precipitation” being equally proportioned as rain and snow. This manually partitioned precipi-

tation was compared to the linear ramp used by CLM, where all precipitation falling when air

temperatures are below 0 °C is classed as snow, after which point an increasing proportion of

Figure 24: Snow Depth at the TVC Eddy Covariance (Echosounder) tower and Meteorological
Service of Canada (MSC) towers for the winters of 2017-2018 and 2018-2019.
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the precipitation is classed as rain until air temperatures are above 2 °C where all precipitation is

classed as rain (Lawrence et al., 2019).

Due to the presence of a large snow drift in the 2019 at the TVC station (Pers. Comm., Walker,

2020), snow depth data from the Meteorological Service of Canada (MSC) station less than 100

m away was used instead. Gaps in this dataset were filled by converting the data to an hourly

resolution using the MATLAB retime function, setting summer snow depths to zero and then

using linear interpolation to fill missing values. Figure 24 compares the snow depth data from the

TVC and MSC stations.

3.4.7 CLM Metholodology

Simulations of CLM are used for the experiments outlined in the next two chapters of this thesis.

Briefly, Chapter 4 examines the parameterisation of snow thermal conductivity and the impact of

simulated snow properties on soil temperatures. Chapter 5 then evaluates the impact of the pre-

posed change in snow thermal conductivity on the simulation of net ecosystem exchange, with

poor model performance driving a wider sensitivity study of the decomposition parameters out-

lined in Eq. 3.7 above.
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Chapter 4

Impact of Measured and Simulated

Tundra Snowpack Properties on Heat

Transfer

4.1 Introduction

Seasonal snow is an effective insulator, with snow thermal properties influencing the soil microcli-

mate (Lawrence and Slater, 2009; Wilson et al., 2020) and the distribution and state of permafrost

(Biskaborn et al., 2019; Goncharova et al., 2019; Zhang, 2005). The temperature of the sub-

nivean environment, particularly the extent to which it allows for the presence of small amounts

of liquid water, acts as an important control on biogeochemical cycling, including soil respiration

(Semenchuk et al., 2015; Sullivan et al., 2008; Williams et al., 2009). In addition, the soil temper-

ature also impacts hydrology through controls on soil infiltration and runoff (Niu and Yang, 2006;

Quinton and Marsh, 1999). Accounting for how well the thermal and hydrological conditions of

subnivean soils (including the physical state of soil water content) are simulated is therefore crit-

ical for understanding how well current land models such as the Community Land Model (CLM;

Lawrence et al., 2019) simulate winter carbon fluxes (e.g. Natali et al., 2019) and permafrost evo-

lution (Koven et al., 2012).

The depth, [micro]structure, and stratigraphy of a snowpack determine its capacity to insulate the
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underlying soil and are in turn influenced by the temperature of the ground surface. Tundra snow-

packs typically consist of a basal depth hoar layer, formed as strong temperature gradients within

the snowpack induce kinetic metamorphism, overlain by an upper wind slab layer, compacted and

densified over the course of a snow season by strong Arctic winds (Sturm et al., 1995; Derksen

et al., 2009, 2014; Rees et al., 2014, , amoung others). Between these two layers, an indurated

hoar layer may also be formed (Sturm et al., 2008), where the lower part of the wind slab takes on

some of the microstructural properties of depth hoar (e.g. faceted grains) while maintaining the

density and hardness of a wind slab (Derksen et al., 2009).

The thermal influence of the snowpack on the underlying soil can be considered in terms of an

effective snow depth (Sdepth,eff ), which describes the insulative properties of the snowpack by

weighting the mean monthly snow depth by its relative position in the season at a given location

across an entire winter (October – March) (Slater et al., 2017), emphasizing the timing of snow

accumulation as more important than the end of season snow depth in determining wintertime

soil temperatures (Lafrenière et al., 2013). Rapid snow accumulation and snowpack establishment

early in the winter will insulate the ground thereby dampening soil temperature fluctuations, lead-

ing to a higher Sdepth,eff than steady accumulation throughout the entire winter, even if the total

amount of precipitation is the same (Slater et al., 2017). The relationship between Sdepth,eff and

the normalised temperature difference between air and soil (Anorm) can be used to understand heat

transfer between the air and the soil and through the snowpack (Slater et al., 2017). The deviation

of this relationship from the expected exponential form (Fig. 3 in Slater et al., 2017), termed

the Snow Heat Transfer Metric (SHTM), can be calculated and used to evaluate simulated heat

transfer processes in the soil and snowpack as was undertaken by Slater et al. (2017) for the land

surface components of participating models in the CMIP5 model intercomparison project Taylor

et al. (2012). The closer the value of the SHTM is to one, the smaller the disagreement between

modelled and observed air and soil temperature differences. Being able to quantitatively assess

snow heat transfer is of particular importance because model parameterisations of snow physical

properties can lead to differences in soil temperature and therefore contribute to uncertainties in

estimates of Arctic winter carbon fluxes and budgets, which are currently not well constrained

(Fisher et al., 2014; Natali et al., 2019; Virkkala et al., 2021).

The effective thermal conductivity of the snowpack (Keff ; heat conducted through ice and in-
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terstitial air) determines the rate of heat transfer to underlying soil (Domine et al., 2015; Jafarov

et al., 2014). From here on, we refer to the effective thermal conductivity of the snowpack as snow

thermal conductivity for brevity, after Jafarov et al. (2014). Snow has a low thermal conductivity,

typically in the range 0.01 – 0.7 Wm−1 K−1 (Gouttevin et al., 2018). Typical Keff values for

tundra snowpacks are at the lower end of this range, for example Domine et al. (2016b) found

a maximum value of 0.33 Wm−2 K−1. Measurement of snow thermal conductivity is typically

undertaken using a heated needle probe (Morin et al., 2010), although snow anisotropy causes

29% uncertainty in these estimates of Keff (Domine et al., 2015), which is a notable limitation

to this method (Riche and Schneebeli, 2013). Models typically parameterise Keff as a function

of the simulated snow density (Gouttevin et al., 2018), for which a number of different statistical

relationships have been proposed (e.g. Sturm et al., 1997; Calonne et al., 2011).

This study characterises the variability of the thermal properties of tundra snow and resultant soil

temperatures at Trail Valley Creek, Northwest Territories, Canada, over the 2017 - 18 and 2018 - 19

winters using in situ measurements. We then use these measurements to evaluate an ensemble of

simulations from the Community Land Model (CLM5.0), particularly with regard to how thermal

properties are simulated and the sensitivity of soil temperatures and SHTM to the properties of the

snowpack.

4.2 Data and methods

4.2.1 Field methods

Comprehensive snow and soil data are used from four winter season intensive measurement pe-

riods (14 - 21 March 2018; 12 - 18 November 2018, 11 – 20 January 2019, and 18 – 27 March

2019). Additionally, meteorological data for the entirety of the study period (1 August 2017 – 31

August 2019; plus model spin-up), measured at the TVC eddy covariance tower (AWS; as detailed

in Section 3.1) were also used.

Spatially distributed Snow MicroPenetrometer (SMP; Schneebeli and Johnson, 1998) profiles (n

= 1050) were measured across the TVC sub-catchment. The SMP provides vertical profiles of

force at 40 µm resolution (Proksch et al., 2015). Bespoke coefficients for tundra snowpacks were
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calculated based on the methodology of King et al. (2020b) to derive high vertical resolution snow

density profiles from the SMP force profiles (see 3.2.2 for detailed methodology).

During the March 2018 and March 2019 campaigns, thermal conductivity was also measured using

a TP02 needle probe (Hukseflux, Delft, Netherlands) after Morin et al. (2010). Measurements

of thermal conductivity of each snowpack layer, a total of 105 measurements from 37 different

snowpits were made across these two campaigns. Almost 36,5000 GPS located snow depths

(Toose et al., 2020; King et al., 2020b) were measured across the 4 campaigns using a Magnaprobe

instrument (Sturm and Holmgren, 2018), allowing spatial distributions of snow depths across the

catchment to be examined. Vertical profiles of snow density and stratigraphy from each snowpit

(n = 115) were also used, as detailed in Section 3.2.1.

4.2.2 Snowpack simulations

Simulations of the Community Land Model v5.0 (CLM; Lawrence et al. (2019), introduced in

Section 3.4.2) were run in 1D “point mode” (a 0.1° x 0.1° grid cell) CLM (PTCLM; Kluzek,

2013), centred at the location of the TVC station. Minor adjustments were made to the model

in order to better emulate snow accumulation and melt at the point scale as described in Section

3.4.3. PTCLM simulations were run from August 2017 to August 2019, with model spin-up from

January 2013. Spin-up of PTCLM was necessary in order to allow soil temperatures to equilibrate.

Variation between model runs with the same parameterisation after more than 2 full years of spin-

up is limited to ∼ 1 °C throughout the top 5 m of the soil column. The impact of spin-up on soil

temperature is further discussed in Section 3.4.4. Simulations were forced with gap-filled AWS

data from TVC, with the gapfilling process as described in Section 3.4.6.

Developments between CLM4.5 and CLM5.0, as outlined in van Kampenhout et al. (2017) im-

proved the snow scheme in CLM. For brevity, explanation of relevant parts of CLM5.0 for both

this and the subsequent chapter is contained within Section 3.4.2. Despite the simplicity of the

snowpack scheme included in CLM, previous evaluation of snow heat transfer in CLM4.0 (Slater

et al., 2017) suggests this modelling framework should perform well.
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4.3 Results

4.3.1 Observed meteorological, soil moisture and thermal conditions

Mean annual air temperature for 2017 - 2019 was -7.4 °C, with minimum air temperatures of -33.9

°C (2018) and -36.9 °C (2019) reached in early January (Fig 25a). The cold period was twice as

long as the growing season, with consistent subfreezing air temperatures from 10 October 2017 to

30 May 2018 (232 days) and from 23 September 2018 to 11 May 2019 (230 days).

Figure 25c shows snowpack initiation in 2018 was 26 days earlier than in the previous year, with

snow-on dates of 25 September 2018 and 21 October 2017 respectively. A maximum snow depth

of 51 cm (2017 - 18) and 59 cm (2018 - 19) was measured at the AWS on 14 April 2018 and 11

May 2019 respectively. Snow depth from spatially distributed magnaprobe measurement showed

a greater difference between the two years than at the AWS, with mean March snow depths 11 cm

higher in 2018 - 19 than 2017 - 18. Magnaprobe measurements also show a higher mean March

snow depth than the AWS, with March 2018 snow depths more heavily skewed than snow depths

in 2019 (Fig. 26). Snow-off date, as measured at the AWS snow depth sounder, was one week

later in 2017 - 18 (30 May) than in the following year (23 May).

Soil freeze-up began with the onset of snowfall (Fig. 25b & d); 5 cm soil temperatures dropped

to 0 °C on 13 October in 2017 and a month earlier on 15 September in 2018. Soil temperatures

Figure 25: Daily averaged meteorological and soil conditions at Trail Valley Creek from 1 August
2017 to 31 August 2019: (a) 2m air temperature, (b) precipitation as snow (purple) and rain
(green), (c) snow depth, (d) soil temperatures at depths of 5 cm (blue) and 20 cm (orange), and (e)
volumetric soil water content at 5 cm (blue) and 20 cm (orange) depths.
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remained around 0 °C as the soil froze and released latent heat. Soil saturation increased with

depth causing a slower soil freeze-up at 20 cm than 5 cm depth in both years. A longer freeze-up

in 2018 was evident from the more gradual liquid soil moisture decrease, particularly at depth (20

cm). Deeper soil (20 cm) stayed at 0 °C for longer than soil nearer the surface (5 cm), and generally

remained warmer until the start of the thaw period. Minimum 2017 – 18 soil temperatures at both

5 cm (-10.9 °C) and 20 cm (-10.1 °C) depths in winter were colder than the following year (-9.5

°C and -8.2 °C), as the combined effect of earlier snowpack initiation and a deeper snow cover

prevented colder soil temperatures being reached. Variations in soil temperature in response to

diurnal and synoptic weather patterns of energy inputs from the atmosphere became increasingly

muted with depth in the soil column once the snowpack was established. Anomalously warm

mid-winter air temperatures that approached 0 °C (22 December 2017 and 9 February 2019) or

exceeded 0 °C (18 and 31 March 2019, with a rain-on-snow event occurring on the latter of these

dates) had only a muted influence on the soil temperature profile (Fig. 25d), with temperatures

fairly stable until sharply increasing with thaw in early May. Soil temperatures at 5 cm increased

above 0 °C for the first time on the final day of the snowmelt period in both years (Fig. 25d), with

a five (2017 - 18) to seven (2018 - 19) day lag in the 20 cm soil temperatures.

4.3.2 Measured snow properties

Median density profiles from the SMP fall within the interquartile range of measured densities

from volumetric sampling in snowpits (Table 5). Snowpacks in all three campaigns (Fig. 26b -

d) had a very thin surface snow layer (composed of recent snowfall), with low near-surface snow

densities (< 300 kg m−3) rapidly increasing in the top 5 % of the snowpack. A higher density (∼

320 kg m−3) wind slab layer was evident between 5 - 30% of normalised depth from the snow

surface. The next ∼ 10% of the profile was a transitional section where density decreased by

Snow Depth [cm]
March 2018 March 2019

AWS 35 36
Magnaprobe 33 ± 15.7 44 ± 14.4

(n = 14,966) (n = 8541)
CLM 18 34

Table 4: End of March snow depth summary. Mean and standard deviation of spatially distributed
measurements with a sample size greater than n = 1 are shown, otherwise the daily value for 31
March is shown.
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about 100 kg m−3. The lowest ∼ 60% of the profiles is dominated by a lower density (∼ 230 kg

m−3) depth hoar layer, the density of which increases slightly towards the base of the snowpack.

Differences between median layer densities exceed the ∼ 10% sampling error associated with

the use of density cutters ((Proksch et al., 2016; Conger and McClung, 2009), and in all but

one instance, there was no overlap in the interquartile ranges of different snow layers within a

campaign (Fig. 27). Densities between 40 – 80% of normalised depth (low density depth hoar)

are likely overestimated due to microstructural assumptions made by the algorithm of Proksch

et al. (2015), which prevent the calculation of SMP densities below 200 kg m−3 (see Section

3.2.2).

The transitional section, or indurated hoar layer, with transitioning properties between wind slab

Figure 26: a) Frequency distributions of Magnaprobe depths for each sampling campaign where
snow micropenetrometer (SMP) measurements are available. (b–d) Profiles of median SMP-
derived densities (colour-coded for the respective campaigns (Fig. 26a); interquartile range shaded
in grey). Symbols from Fierz et al. (2009) to denote approximate snow stratigraphy are superim-
posed.
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and depth hoar, evident at between ∼ 30 – 40% depth, is often difficult to capture through tra-

ditional snowpit density profiles due to the 3 cm vertical resolution of density cutters and the

layer being more defined by its crystal shape than density alone. The SMP enabled the detection

of such features due to the increased vertical resolution and vastly reduced sampling times com-

pared to traditional snow pits. Indurated hoar in SMP profiles was more pronounced in the 2019

campaigns; well-defined layers were not as clearly visible in the SMP measurements from March

2018 (Fig. 26b), despite different layer densities being statistically separate in the snowpit mea-

surements, regardless of which year or when in the winter season the measurements were taken

(Fig. 27). Ice lenses were present in March 2018, but not during the 2019 campaigns. Throughout

the course of the 2018 - 19 winter, slight increases in the density of wind slab and depth hoar lay-

ers occurred as the snowpack developed. Late season snow densities in both 2018 and 2019 were

similar, with the exception of surface snow. The density of this layer became more variable as

each winter progressed due to the competing processes of wind compaction (increasing density)

and temperature-gradient metamorphism (decreasing density). The timing of sampling relative

to fresh snowfall events, noted during both March campaigns, also influenced measured surface

snow densities.

SMP density profiles were used to parameterise profiles of thermal conductivity for the full depth

of the snowpack. Patterns in parametrized thermal conductivity profiles (Fig. 28) resemble those

in SMP densities from which they were derived (Fig. 26b-d). Surface snow thermal conductivities

were low (Keff−Sturm ≈ 0.1 Wm−1 K−1, Keffs−Calonne,Jordan,Fourteau ≈ 0.2 Wm−1 K−1), but

sharply increased with depth for the upper 5 % of the snowpack (Fig. 28b & c). Below this, at nor-

malised depths of ∼ 5 –30%, thermal conductivity reached maximum values (Keff−Sturm ≈ 0.15

Wm−1 K−1, Keff−Fourteau ≈ 0.25 Wm−1 K−1, Keff−Calonne ≈ 0.3 Wm−1 K−1, Keff−Jordan

≈ 0.35 Wm−1 K−1). Between ∼ 25 - 40% normalised depth, thermal conductivity declined be-

fore stabilising at minimum values (Keff−Sturm ≈ 0.1 Wm−1 K−1, Keff−Fourteau ≈ 0.15 Wm−1

K−1, Keffs−Calonne,Jordan ≈ 0.2 Wm−1 K−1) in the lower ∼ 60% of the snowpack. All 3 pa-

rameterisations showed similar variation in thermal conductivity with depth. Analysis of variance

showed the mean Keff from the Sturm et al. (1997) and Fourteau et al. (2021a) parameterisations

to statistically significantly differ from those using the parameterisation of either Calonne et al.

(2011) or Jordan (1991) and each other in all three months (FMarch2018 = 3168, FJan2019 = 656,
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No. of Layers Layer Median Interquartile range

Density [kg m−3]

Snowpit Obs. 3
Surface Snow 89 73 152
Wind Slab 334 300 365
Depth Hoar 249 228 270

CLM 4

1 270 209 328
2 328 285 346
3 340 282 346
4 309 291 326

Thermal Conductivity
[W m−1 K−1]

Snowpit Obs. 3
Surface Snow - - -
Wind Slab 0.20 0.15 0.28
Depth Hoar 0.05 0.04 0.06

CLM 4

1 0.25 0.17 0.35
2 0.35 0.28 0.38
3 0.37 0.27 0.38
4 0.32 0.29 0.35

Table 5: Summary of modelled (CLM) and measured snow densities and thermal conductivities
(from the manual density profiles and the needleprobe, respectively)

Figure 27: Distributions of measured layer densities (SS: surface snow, WS: wind slab, DH: depth
hoar) from four sampling campaigns: box (interquartile range), blue line (median) and whiskers
(dashed lines) extend from the end of each box to 1.5 times the interquartile range; blue crosses
represent outliers beyond this range.
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FMarch2019 = 636). No significant difference was found between the Calonne et al. (2011) or Jor-

dan (1991) parameterisations in either of the 2019 campaigns. All statistical tests in this Chapter

gave a p-value less than 0.001, denoting significance at the 99.9% level.

Profiles of snowpack thermal conductivity were temporally consistent, with similar shape and val-

ues in January and March 2019. In March 2018, the amplitude of the thermal conductivity profiles

was less pronounced than January and March 2019, particularly for the parameterisation of Sturm

et al. (1997). We recognise that the thermal conductivity of a snowpack is dependent on more

than just its density (Sturm et al., 2002), with other factors such as snow microstructure and tem-

perature also having an influence (Calonne et al., 2011, i.e.) but these profiles still provide novel

insights and a useful first-order approximation of snow heat transfer for model evaluation.

4.3.3 Modelled snowpack properties and comparison with observations

Simulated snow depths (Fig. 29a & d) were consistently lower than observations (from either

Magnaprobe measurements (mean value) or the acoustic sounder depth on the 31 March at the

AWS; Fig. 25b, Table 4). Timing of simulated snowpack accumulation leads to an effective

snow depth in 2018 - 19 (Sdepth,effCLM2018−19 = 66 cm) more than double that in 2017 - 18

(Sdepth,effCLM2017−18 = 24 cm) with earlier snow onset allowing a greater degree of soil insu-

lation. Simulated snow onset (11 October) and melt-out dates (25 May) were both approximately

a week earlier than observed at the AWS in 2017 - 18; for the following year the length of this

offset was reduced to just one day. Observations of effective snow depth (Sdepth,effObs2017−18 =

57 cm, Sdepth,effObs2018−19 = 101 cm) similarly reflect greater insulation of the soil surface in

2018 - 19 compared to 2017 - 18.

The physical properties of the simulated snow layers do not correspond to observations, with the

number and thickness of snow layers only a function of overall snowpack depth. Figs. 29 b &

e show three (or four) relatively homogenous layers, with a slight increase in density with depth.

The highest mean (329 kg m−3) and median (340 kg m−3; Table 5) density are found in third snow

layer (dark blue in Fig. 29).

This is in contrast to the three observed layers (surface snow, wind slab and depth hoar) con-

sistently identified in the snowpit observations. Similar to other snow models (Domine et al.,

2016b, 2019) the physical characteristics of the depth hoar layer at the base of the snowpack
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Figure 28: Median thermal conductivity profiles (lines) and interquartile range (shaded areas) ap-
proximated from SMP densities, using the parameterisations of Calonne et al. (2011) in black/grey,
Sturm et al. (1997) in blue, Jordan (1991) in red and Fourteau et al. (2021a) in yellow.

(large faceted grains; low density) are not clearly distinct from an overlying wind slab layer (small

rounded grains; high density). This is the result of the lack of representation of depth hoar layer

development in CLM5.0 (van Kampenhout et al., 2017). These discrepancies between modelled

and measured snow density and stratigraphy negatively impact the simulation of Keff , as layer

thermal conductivities were dependent on density of each layer (Eq. 2.4).

CLM5.0 overestimated the thermal conductivity of tundra snowpacks compared to in-situ mea-

surements using needle probes or estimated from SMP profiles (Fig. 30a). Median simulated snow

thermal conductivities (0.34 Wm−1 K−1) were at least three times greater than either needle probe

measurements (0.08 Wm−1 K−1) or SMP-derived estimates using the Sturm parameterisation(xKeff−Sturm

= 0.11 Wm−1 K−1), with the median thermal conductivity using the Calonne, Fourteau and Jor-

dan approximations still lower (xKeff−Calonne = 0.25 Wm−1 K−1, xKeff−Fourteau = 0.21 Wm−1

K−1, xKeff−Jordan = 0.27 Wm−1 K−1) than simulated thermal conductivities. SMP Keff param-

eterisation from Sturm et al. (1997; derived from snow measurements in the Alaskan Arctic), are

closer to values from needle probe measurements than SMP Keff derived using Calonne et al.

(2011) (Fig. 30a). The modelled thermal conductivity of simulated snow layers was relatively ho-

mogenous between layers in contrast to thermal conductivities derived from either the SMP (Fig.

28) or the needle probe measurements (Table 5). Analysis of variance only shows simulated snow

layer thermal conductivities significantly differ from that of the surface layer (F = 39.74). Needle

probe measurements of the depth hoar layer had low thermal conductivities (0.05 Wm−1 K−1),
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Figure 29: Simulated snow layers and their properties for winter 2017–2018: (a) simulated snow
layer thicknesses, (b) snow layer densities and (c) snow layer thermal conductivities. (d–f) As
before but for winter 2018–2019. Each colour represents a different computational snow layer.

with a slight increase in mean thermal conductivity for indurated hoar (0.09 Wm−1 K−1) and a

further increase for the mean wind slab thermal conductivity (0.20 Wm−1 K−1). Distributions of

simulated snow thermal conductivities were statistically significantly different from all measure-

ment methods at the 0.01 level using a Kruskal-Wallis test. Differences between the distribution

of needle probe measurements and SMP with the Sturm parameterisation were not statistically

significant.

4.3.4 Improving simulated soil temperatures, snow thermal conductivity and snow

heat transfer

Simulated soil temperatures were considerably colder than observations (RMSE = 5.0 °C, Bias = -

2.2 °C), especially during the maximum annual duration of continuous simulated snow cover (15

Sept – 31 May; RMSE = 5.8 °C). Two approaches were taken to reduce simulated snow thermal

conductivities, both of which resulted in warmer soil temperatures closer to observed values (Fig.

31a & b).

In order to see how results from the SMP (Fig 30a) manifested in simulations of soil tempera-

ture from CLM, we re-ran the model substituting the default parameterisation for snow thermal

conductivity (Eq. 2.4; Jordan, 1991) for those of Sturm et al. (1997), Calonne et al. (2011) and

Fourteau et al. (2021a) - Eqs 2.1, 2.2 and 2.3 respectively. The Sturm parameterisation resulted
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Figure 30: a) Histograms of measured and simulated thermal conductivity from March 2018 and
2019 sampling campaigns; dashed lines show the four different thermal conductivity parameter-
isations applied to the SMP densities. (b) Sensitivity testing of simulated thermal conductivities
for the same time period using both the default CLM snow thermal conductivity parameterisation,
application of the correction (solid lines) and alternative snow thermal conductivity parameterisa-
tions (Calonne et al. (2011); Fourteau et al. (2021a); Sturm et al. (1997) ; dashed lines). Note the
different scales on the y axes.
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Figure 31: a) Simulated 10 cm soil temperature time series using the four different parameterisa-
tions of snow thermal conductivity compared to field measurements. (b) Time series of 10 cm soil
temperatures when using different values of the correction factor compared to field measurements.
(c) Observed and simulated snow depths for the same time period.

in lower simulated thermal conductivities (Fig. 30b) and closer temperatures to observations (Fig.

31b; RMSE = 2.5°C). Soil temperatures in 2017-18 were still too cold regardless of parameterisa-

tion used, likely due to model underestimation of snow depth (Fig 31c). As for the SMP, thermal

conductivity values derived using the Calonne and Fourteau parameterisations are closer to the

default Jordan (1991) parameterisation than those derived using the Sturm et al. (1997) param-

eterisation (Fig 30b). The impact of either of these parameterisations on simulated wintertime

soil temperatures is limited (Fig 31a), particularly that of Calonne et al. (2011) which reduces the

RMSE by only 0.2 °C. However, all 3 alternative parameterisations tested do show an improve-

ment in simulated snow thermal conductivities (Fig 30b) and soil temperatures (Fig 31a), with an

increase in the value of the SHTM in each case. We also tested the application of a multiplier (α)

to the ice content term in Eq. 3.6:

ρ =
(α×mi)×mlw

Fsno × hsl
(4.1)

Although appearing to be a function of density, this multiplier is added separately from the calcu-

lation of layer snow densities, and only feeds into the calculation of snow thermal conductivity,

and thus snow mass is conserved. Values of α were chosen which would reduce simulated den-

sities to the range of observed values, with an α of 0.65 giving the Keff for snow with a density
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between the interquartile range of observed values for all snow types (73 – 365 kg m−3). A set

of sensitivity tests were then carried out where the value of α was iteratively changed from 0.75

to 0.25 in 0.05 increments. As the RMSE and the SHTM quantify changes over slightly different

time periods (RMSE = entire winter, SHTM = Oct – March), different metrics may imply differ-

ent adjustments give the best model performance. In 2018-19, a value of α between 0.65 and 0.6

resulted in the optimal model performance, with a SHTM value of 0.991 (or 0.979) and a RMSE

of 1.5 °C (or 1.2 °C). However, a smaller value of α was required for best model performance in

2017-18, with an α of 0.4 giving the lowest RMSE of 1.6°C and highest SHTM of 0.986. Reduc-

ing simulated snow density in Eq. 4.1 (0.3 ≥ α ≥ 0.55) below the lowest quartile of observed

values was required to increase soil temperatures to the observed range, particularly for 2017 –

18 where wintertime minimum soil temperatures are up to 12.8 °C warmer relative to the baseline

model run (Fig. 31b). Different α will better fit different years of the simulation, though using the

same best-fit value of α for the entire model run can still give good model performance, with a

maximum value for the SHTM of 0.987 for an α of 0.40.

Errors in the timing and depth of simulated snow cover (Fig. 31c) impact the magnitude of in-

sulation it provides, and thus the best-fit value of α (Fig. 32). A multiple linear regression was

undertaken to quantify the influence of snow depth and snow depth error on the value of the best

fit correction factor, for the period from snow onset to the start of simulated snow melt (when the

simulated snow cover fraction was equal to one). This showed errors in the simulated snow depth

can be compensated by a greater adjustment to snow thermal conductivity (Fig 32b):

α = 0.22 + 1.14S − 0.26E + 0.55SE (4.2)

where S equals the simulated snow depth, and E equals the simulated snow depth error. Best fit

correction values were strongly related to snow depth (R2 = 0.77, RMSE = 0.066), with different

values of α more appropriate for deep (> 25 cm, α ≈ 0.6) and shallow (< 15 cm, α ≈ 0.3) snow

(Fig. 32a).
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Figure 32: Influence of observed (x axis; a) and modelled (y axis; both) snow depth and snow
depth error (x axis; b) on the best-fit correction (colour) at each time step for both the 2017–2018
(circles) and 2018–2019 (squares) snow seasons.

4.4 Discussion

4.4.1 Variability of snow thermal properties

SMP profiles, processed as detailed in Section 3.2.2, produced snow layer densities closely matched

to density cutter measurements at TVC (Fig. 27) and consistent with measurements from other

Arctic and sub-Arctic environments, e.g. ρSS = ∼ 100 kg m−3, ρWS = 300 - 500 kg m−3, ρDH

= 150 - 250 kg m−3 in Barrere et al. (2017); Benson and Sturm (1993); Derksen et al. (2014);

Domine and Shepson (2002); Domine et al. (2012, 2016a). SMP profiling has considerably in-

creased the vertical resolution of density measurements and vastly reduced sampling times com-

pared to traditional snowpits, enabling a far greater number of measurement profiles to be made

across a wider distribution of snowpack conditions. Deriving profiles of thermal conductivity for

the full depth of the snowpack, as facilitated by the SMP, is a novel approach, with most previ-

ous studies of snow thermal conductivity based on values sampled at a resolution of ∼ 5 - 10 cm

(Domine et al., 2012, 2015, 2016b; Gouttevin et al., 2018; Morin et al., 2010).

Depth normalisation of SMP profiles (n > 200 per measurement campaign) allowed comparison

of snow properties with varying absolute depth. Snow depth distributions from all campaigns

matched the shape and median values of tundra snow depths acquired across a ∼ 1500 km traverse

as described in Derksen et al. (2009), which suggests transferability across wider Arctic tundra

regions. Relative depth profiles of density at TVC remain consistent for all sampling campaigns,

regardless of overall snowpack depth. Densities in the portion of the depth hoar layer located
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between 40 - 80% depth were likely overestimated (although SMP estimates remain within the

interquartile range of snowpit measurements) due to an assumption of heteroscedasticity made by

the algorithm of Proksch et al. (2015), which may not apply for a material as anisotropic as depth

hoar (Fig. 11). Additionally, pressure exerted on the ice matrix by the SMP may have caused

wider collapse of the weak depth hoar structure during measurement (although SMP operators

are easily able to profiles that are obviously affected by depth hoar collapse). As a result, the

force required to penetrate the snow may be reduced (potentially below the detection limit of the

SMP) in the gaps where the ice matrix has collapsed; required penetration force will conversely

increase towards the base of the snowpack where the collapsed depth hoar has accumulated. This,

plus an increased probability of SMP-vegetation interactions at the base of the snowpack, is likely

the cause of density (and density-derived Keff ) increases in the lower ∼ 20% of all profiles.

While exact impact of ice matrix collapse in depth hoar is not possible to quantify directly, this

limitation is not without comparison in other direct, contact measurements of snow properties such

as volumetric sampling of density (Conger and McClung, 2009; Proksch et al., 2016) and µ-CT

(Zermatten et al., 2011).

The higher vertical resolution of SMP density profiles (1.25 mm, or 0.25% of snowpack depth)

relative to traditional snowpit measurements (3 cm) allows snowpack features to be much more

finely resolved (Calonne et al., 2020; King et al., 2020a; Proksch et al., 2015). Moving away

from bulk sampling of layers with boundaries defined by abrupt binary transitions as identified by

traditional stratigraphic techniques, to more continuous profiles enables features such as indurated

hoar, typically a subtle transitional layer, to be captured and quantified (Pielmeier and Schneebeli,

2003; Proksch et al., 2016). Higher resolution measurements (µ-CT, SMP) of continuous profiles

are increasingly implemented Proksch et al. (2016); Calonne et al. (2020); Wagner et al. (2021)

but this conceptualisation of snow as a continuous profile rather than a series of discrete layers

is not yet implemented in snowpack modelling, excepting the test case outlined by Simson et al.

(2021).

4.4.2 Evaluation of snowpack and soil temperature simulations

Density profiles of Arctic snow from physical snow model simulations are inverted relative to

observations, exhibiting low density snow in the upper part of the snowpack and high density
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snow at the base, similar to what would be expected in alpine environments (Barrere et al., 2017;

Domine et al., 2019). CLM is no exception, with the model producing three to four layers of uni-

formly high density snow, rather than a low density snow layer adjacent to the ground overlain by

a higher density slab layer. Consequently, simulated density profiles are not representative of field

measurements and the overall bulk density of the snowpack is overestimated. This is common of

other snow models of similar physical complexity, e.g. ISBA-ES (Barrere et al., 2017), and higher

complexity, e.g. SNOWPACK (Bartelt and Lehning, 2001) and Crocus (Vionnet et al., 2012), be-

cause they do not account for unique Arctic processes (Domine et al., 2016b, 2019), such as the

snowpack vapour flux necessary to form depth hoar. As Keff is simulated as a function of density,

when models are unable to accurately describe the density profiles of Arctic snowpacks, this has

a negative impact on how well Keff can be simulated (Gouttevin et al., 2018). Keff values from

CLM are not only overestimated relative to field measurements, but also in comparison to simu-

lations from more complex snow models in similar environments (Barrere et al., 2017; Domine

et al., 2019). These problems with thermal conductivity simulations subsequently impact soil tem-

peratures, with similar issues found for simulations of Arctic snowpacks using other models, i.e.,

Crocus, SNOWPACK, ISBA-ES (Barrere et al., 2017; Domine et al., 2016b, 2019; Royer et al.,

2021b).

The impact of snow insulation on soil temperatures is dependent on both the depth and thermal

conductivity of the snowpack (Gouttevin et al., 2012), as well as the timing of snow accumulation

(Lafrenière et al., 2013). The start of the snow season is particularly important because erroneous

modelled heat exchanges between air, snow and soil influence soil and snowpack properties and

development, which are carried forward until the end of the snow season (Sandells et al., 2012).

Temperature differences between soil and air induce a strong snowpack temperature gradient,

leading to depth hoar formation and thus determining the structure of the snowpack and its capacity

to insulate the soil (Domine et al., 2018).

4.4.3 Impact of approaches to correct snow thermal conductivity

Prescribing simulated snow thermal conductivity to a more physically representative value leads

to an improvement in simulating soil temperatures in tundra environments, compared to both the

findings herein and the permafrost model used in Yi et al. (2020). Cook et al. (2007) also found that
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reducing simulated snow thermal conductivity to the lower end of observed values (0.1 Wm−3)

reduced soil temperature biases in an older version of CLM (CLM3.0). It has also been suggested

that the simulation of wintertime soil temperatures at TVC may also be influenced by simulated

soil properties and the impact of the snow cover on soil moisture content (Haagmans, 2021); bias

is unlikely to be completely eliminated solely as a result of changes to snow thermal conductiv-

ity.

The impact of alternative parameterisations of snow thermal conductivity on simulated soil tem-

peratures was tested, with a reduction in the RMSE and an improvement in the SHTM found for all

3 alternative parameterisations tested. Changing the parameterisation of snow thermal conductiv-

ity in CLM from that of Jordan (1991) to that of Sturm et al. (1997) gives the largest improvement

to the simulation of both snow thermal conductivity values and underlying soil temperatures. Use

of the Sturm et al. (1997) thermal conductivity parameterisation also improved soil temperature

simulation in Crocus (Royer et al., 2021b), with a RMSE of 2.5 °C for soil temperatures from

Crocus and CLM. The Sturm et al. (1997) parameterisation demonstrates transferability between

tundra sites, having been derived from thermal conductivity measurements in the Alaskan Arctic

and successfully applied to both CLM and SMP measurements at TVC. Although concern has

been raised that the parameterisation of Sturm et al. (1997) may not be physically representa-

tive, we feel this provides the most feasible solution to improving soil temperature simulations in

CLM given the sizeable improvement in RMSE and its use in more physically representative land

surface models (Royer et al., 2021b).

Application of the correction factor α improves the simulation of soil temperatures, increasing the

value of the SHTM by up to 0.3. The impact of differences between simulated and observed snow

depth can be compensated by a greater adjustment to snow thermal conductivity (Figs. 31b &

32). This bias compensation between underestimates of snow depth and underestimates of snow

thermal conductivity is also seen in other land surface models, e.g. JULES, LPJ-GUESS (Wang

et al., 2016). However, as discrepancies between observed and simulated snow depth can vary

considerably between years, this results in a best-fit correction factor value which also changes

between years. These findings indicate that thermal conductivity correction factors are not the

solution to soil temperature biases in models like CLM.

Differences between absolute and effective snow depths from both the model and the observational
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record highlight the importance of the early season snowpack in regulating soil temperatures for

the entire snow season. Simulations are sensitive to latent heat release during soil freeze-up, which

maintains soil temperatures close to 0 °C for an extended period of time at the beginning of the

winter (Yi et al., 2019). At this time, the soil thermal regime is also more sensitive to snow depth

as snow depths are lower and have not yet reached a point where their insulative capacity has be-

come saturated (Zhang, 2005; Lawrence and Slater, 2009; Slater et al., 2017), therefore a stronger

correction is needed when snow cover is below ∼ 25 cm. Shallow snowpacks are likely to consist

of a lower proportion of wind slab (Rutter et al., 2019) and thus their microstructural properties are

less accurately represented by CLM, which does not simulate depth hoar (van Kampenhout et al.,

2017), stipulating the need for a larger adjustment to α. We note that issues in simulating the

initial accumulation of the snowpack are likely linked to uncertainties in the forcing data caused

by measurement limitations surrounding the use of precipitation gauges in tundra environments

(Smith, 2008; Watson et al., 2008; Pan et al., 2016).

Regardless of approach, these changes to the model are most applicable where snowpack structure

is considerably influenced by depth hoar, as can be approximated by grid-cell plant functional type

or climatology (Royer et al., 2021a; Sturm and Liston, 2021).

Ekici et al. (2015) suggests that representation of snow thermal conductivity in land surface mod-

els is less important for accurate simulation of soil temperatures than other processes not currently

well represented in most land surface schemes, such as blowing snow and depth hoar formation.

Further improvements in SHTM in future iterations of CLM will require a physically represen-

tative approach to snow density and thermal conductivity through explicit inclusion of vapour

transport within the snowpack, currently under development in stand-alone snow microphysical

models (Fourteau et al., 2021b; Jafari et al., 2020; Schürholt et al., 2021). However, this presents

computational and mathematical challenges, as outlined in Jafari et al. (2020). The inclusion of

physically representative parameterisations of snow properties in land surface models, such as

that of Royer et al. (2021b) where the densities of lower snow layers are not allowed to exceed

a maximum observation-based threshold, are more likely in the near future than the explicit rep-

resentation of snowpack vapour transport. Meanwhile the substitution of the Sturm et al. (1997)

thermal conductivity parameterisation provide a computationally efficient compromise, reducing
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both the value of Keff and the cold bias of simulated wintertime soil temperatures considerably

(RMSE reduction of 3.3 °C).

Model underestimates of soil temperatures follow through into calculations of soil respiration,

further contributing to uncertainties surrounding estimates of wintertime carbon flux (Natali et al.,

2019) and suggesting that such modelled values are likely to be an underestimation of the true

magnitude of these fluxes. Being able to accurately model fluxes outside of the growing season

is important as these make a considerable contribution to the annual carbon budget (Natali et al.,

2019; Schuur et al., 2021). A low soil temperature bias due to poorly simulated snow insulation

also has consequences for predicting the evolution of permafrost (Barrere et al., 2017; Burke et al.,

2020) and resultant carbon emissions when it degrades (Peng et al., 2016).

4.5 Conclusions

A new recalibration to derive profiles of tundra snow density and thermal conductivity from SMP

profiles of penetration force is presented, with resulting densities and thermal conductivities then

used to evaluate the performance of CLM5.0. SMP-derived density profiles show good agree-

ment with measured snow layer densities at TVC. Comparison of measured snowpack properties

from in situ SMP and needle probe techniques with simulations show the model tends to overesti-

mate snow layer thermal conductivities by a up to factor of three, with implications for how well

wintertime soil temperatures are simulated. Alternative relationships between snow density and

snow thermal conductivity were considered, all of which improved the simulation of wintertime

soil temperatures (RMSE reduction of 0.2 – 3.3 °C). Reducing simulated thermal conductivities

through the use of a correction factor (α) also improves simulation of soil temperature (RMSE

reduction of 3.7 °C for an α of 0.45). The optimal magnitude of this reduction is strongly linked

to snow depth (with a greater reduction needed for shallower snowpacks). Different optimal cor-

rection factors for different snow seasons illustrate the limitations of this approach, but the results

are still instructive as a diagnostic for model sensitivity to the treatment of snow thermal conduc-

tivity.

Further improvements to simulated snow properties will require more explicit representation of

key processes not currently accounted for in CLM, chiefly the formation of depth hoar. A more
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physically representative snowpack should also improve simulation of wintertime soil thermal

conditions. Snowpack vapour kinetics are not currently included within global land surface mod-

els, which also have to consider a large variety of other processes and avenues for future devel-

opment (Blyth et al., 2021; Fisher and Koven, 2020), although developments are being made to

consider these in complex microscale snow physics models. Empirical scaling of snow thermal

conductivity provides a computationally efficient interim solution with a similar impact on soil

temperatures as the explicit representation of a large depth hoar fraction in point-scale simula-

tions by Zhang et al. (1996), but the value of the required scaling factor changes with snow depth.

Different parameterisations of snow thermal conductivity also improve simulation of soil tempera-

tures, with that of Sturm et al. (1997) more appropriate for Arctic snowpacks (RMSE reduction of

3.3 °C) than that of Jordan (1991) which is used by default in CLM. Improving the accuracy with

which Arctic wintertime soil temperatures can be simulated may help to reduce sizable uncertain-

ties (Natali et al., 2019) surrounding current projections of wintertime carbon fluxes.
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Chapter 5

Simulating net ecosystem exchange

under seasonal snow cover at an Arctic

tundra site

5.1 Introduction

Although considerably more attention has been paid to Arctic CO2 fluxes during the growing

season, winter (i.e. snow-covered non-growing season) CO2 emissions are now understood to

make a significant contribution to annual carbon budgets in Arctic environments (e.g. Campbell,

2019; Natali et al., 2019; Rafat et al., 2021). The cumulative effect of winter emissions may even

offset plant uptake of CO2 in the growing season, particularly as the climate warms (Belshe et al.,

2013; Christiansen et al., 2012; Jeong et al., 2018), with the magnitude of non-growing season

emissions likely to increase under climate change (Box et al., 2019; Commane et al., 2017; Watts

et al., 2021). However, understanding of non-growing season CO2 fluxes is limited (Lüers et al.,

2014). CO2 fluxes across the Arctic region quantified by either Terrestrial Biosphere Models

(TBMs) or empirical estimates vary by a factor of three and a half (377 - 1301 Tg Carbon; Natali

et al., 2019).

Uncertainties in process representation and parametrisation of TBM simulations of carbon fluxes

limit our ability to assess and predict future changes (Braghiere et al., 2023; Treharne et al., 2022),
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particularly in the non-growing season. The representation of biogeochemical cycles in TBMs

is subject to a high degree of parametric uncertainty (Fisher et al., 2019), with non-growing sea-

son processes and mechanisms poorly represented (Larson et al., 2021). Model intercomparison

studies show large differences between individual predictions, with uncertainty in many aspects

of the Arctic carbon cycle greater than the absolute magnitude of carbon fluxes (Fisher et al.,

2014). Variability in carbon flux estimates between models are particularly prevalent during the

winter (Fisher et al., 2014) and fluxes in the early winter shoulder season are likely underestimated

(Commane et al., 2017). Improving (or even just including) the representation and influence of

snow, soil and biogeochemical non-growing season processes in TBMs will potentially improve

our understanding of carbon dynamics and projections of Arctic climate change (Campbell and

Laudon, 2019).

Mechanisms of non-growing season soil respiration are not well-studied, particularly the impact

of environmental controls on heterotrophic respiration in subfreezing soils, leading to large un-

certainties in their representation in models (Tao et al., 2021). Poor simulation of early winter

respiration in many TBMs is possibly linked to underestimation of soil temperature (Tao et al.,

2021). Error in simulated soil temperatures at the start of the non-growing season, when soil tem-

peratures become disconnected from overlying air due to the insulation provided by nascent snow-

cover, continues to impact soils throughout the entire period when snow is on the ground. Such

cold biases in wintertime soil temperature can be mitigated with a change in the parameterisation

of snow thermal conductivity (Dutch et al., 2022; Royer et al., 2021b) because the stratigraphic

and hence insulative properties of Arctic snowpacks are not well simulated (Barrere et al., 2017;

Domine et al., 2019). Decreasing snow thermal conductivity, which increases near surface soil

temperatures, has been found to increase simulated non-growing season Net Ecosystem Exchange

(NEE), with winter emissions more than doubling in the Terrestrial Biosphere Model LPJ-GUESS

after addition of a multi-layer snow scheme with temporally evolving snow properties (Pongracz

et al., 2021). Additionally, the empirical formulae used by many TBMs to model relationships

between soil temperature, moisture, and soil respiration are often derived from datasets which

under-sample or do not include high-latitude regions (See citations in Bonan (2019) for exam-

ples). For example, the temperature sensitivity of soil respiration is typically described with the

use of a single, globally averaged Q10 value, representing the proportional change in respiration
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with a 10 °C rise in soil temperature (Lloyd and Taylor, 1994). However, Q10 is likely tempera-

ture dependant (Hamdi et al., 2013; Lloyd and Taylor, 1994; Kirschbaum, 1995) and may also be

influenced by other environmental conditions such as soil moisture, texture and plant community

composition (Chen et al., 2020; Curiel Yuste et al., 2004; Meyer et al., 2018). As a result, observed

Q10 from studies of Arctic ecosystems are typically larger than globally averaged values, with the

synthesis of Chen et al. (2020) finding a median Q10 for tundra ecosystems (5.4) approximately

double that of their global median (2.3). However, differences between Arctic and global Q10

values are not reflected in Arctic climate simulations, with approximately half of the 11 models

investigated by Huntzinger et al. (2020) using Q10 only half the size of observed values. Em-

pirical relationships between soil moisture and respiration (often parameterised using Ψ) in many

TBMs are derived from small scale studies which do not account for respiration from frozen soils

(Andrén and Paustian, 1987; Orchard and Cook, 1983). Relationships between soil moisture and

respiration are also likely to be influenced by other soil properties, such as bulk density, texture and

carbon content, with different relationships observed for mineral and organic soils (Moyano et al.,

2012). Interactions between temperature, moisture and respiration suggest that these properties

should be considered together when working to improve our understanding of CO2 fluxes.

As much of the Arctic tundra is snow-covered for up to 10 months of the year (Olsson et al., 2003),

it is important to accurately simulate non-growing season carbon emissions under snow-covered

conditions to better quantify annual carbon budgets. In our previous study (Dutch et al., 2022, the

previous chapter of this thesis) examining the parameterisation of snow thermal conductivity in the

Community Land Model version 5 (CLM5.0) at Trail Valley Creek (TVC), NWT, we found a cold

soil temperature bias of 6 °C, and suggested this bias may impact the simulation of NEE during

the snow-covered non-growing season. TVC makes an ideal type-site for much of the Arctic

tundra, having been intensively studied and used to characterise the hydrology of tundra regions

since the mid-1990s (Marsh et al., 2008; Pomeroy et al., 1993; Quinton and Marsh, 1999, e.g.). In

this study, we assess whether the default parameterisation of CLM5.0 accurately simulates carbon

fluxes (NEE) during the snow-covered non-growing season at Trail Valley Creek (TVC), NWT.

We evaluate the impact on the simulation of NEE of the parameterisation of:

1. snow thermal conductivity (Keff ),

2. the relationship between soil moisture and soil decomposition (Ψmin), and
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3. the rate of change of soil respiration as a function of soil temperature (Q10).

The overall aim is to compare simulations of soil respiration and NEE to eddy covariance (EC)

measurements for 3 snow-covered non-growing seasons and consider how to better parameterise

the model in Arctic tundra environments on both sub-seasonal timescales and cumulatively through-

out the snow-covered non-growing season.

5.2 Data and Methods

5.2.1 Field and Forcing Data

Model testing was undertaken at Trail Valley Creek (TVC; 68°45’N, 133°30’W); a boreal-tundra

transition research watershed in the Inuvialuit Settlement Region, northeast of Inuvik, NWT,

Canada. Mean annual air temperature at TVC was -7.9 °C for the period 1999 – 2018 (Grünberg

et al., 2020), with typical end-of-season snow depths of < 50 cm (King et al., 2018). A more

thorough description of this site and forcing data used to drive CLM is given in Section 3.1.1 and

Section 3.4.6.

5.2.2 Model Description

A description of soil processes in CLM relevant to this chapter is given in Section 3.4.2. Addition-

ally, the parameterisation of soil freezing in CLM is given in Yang et al. (2018). For this chapter,

cryoturbation, the mixing of soil material due to freeze thaw processes, was switched on with the

maximum depth for cryoturbation set to to 1 m, in line with observations of active layer thickness

at this site (Wilcox et al., 2019).

5.2.3 Experiment Setup

The sensitivity of simulated NEE was evaluated in comparison to measured NEE in response

to changes in the model parameterisation of 1) snow thermal conductivity, 2) the relationship

between soil moisture and soil decomposition (rW ; Equation 3.9), and 3) the relationship between

soil respiration and soil temperature (rT ; Equation 3.8). Simulation sensitivity was evaluated

over snow-cover dates simulated by CLM5.0 (9th Oct 2016 – 23rd May 2017; 12th Oct 2017 –

30th May 2018; 24th September 2018 – 23rd May 2019), which were always within a week of
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observed snow cover onset and meltout (Dutch et al., 2022). We compared two options for the

parameterisation of effective snow thermal conductivity (Keff ), that of Jordan (1991) used by

default in CLM5.0, and that of Sturm et al. (1997) derived from Arctic snowpack measurements

and shown to improve soil temperature simulation in both CLM5.0 (Dutch et al., 2022) and other

land surface models (Royer et al., 2021b). We also adjusted the soil decomposition rate modifiers

(rT and rW in Equation 1), similar to the approach of Tao et al. (2021), sampling a broad range of

values for the parameters Ψmin (for rW ; Equation 3.9) and Q10 (for rT ; Equation 3.8), as listed

in Table 6. Values for Q10 sampled a wide range of measured Q10 from Arctic soils (based on

Chen et al., 2020; Elberling, 2007; Elberling and Brandt, 2003; Grogan and Jonasson, 2005; Mikan

et al., 2002; Schmidt et al., 2008), and values of Ψmin were based on Tao et al. (2021) We note

that the most negative (< -200 MPa) of Ψmin used by Tao et al. (2021) and herein are unlikely to

be physically representative (Liang et al., 2022). In total, 32 model simulations were performed,

perturbing Keff , Q10 and Ψmin simultaneously. We avoid the one-at-a-time approach typical

of many parameter sensitivity analyses in order to examine the interaction between parameters

(Gao et al., 2020) and evaluate their relative importance in improving wintertime carbon flux

simulations.

5.3 Results

5.3.1 Measured NEE and soil temperatures

Measured NEE was broadly positive (with weekly NEE averages ranging from -0.1 to 1.1 g C

m−2 day−1) throughout the snow-covered non-growing season, suggesting that CO2 was emitted

from the ground at TVC throughout the winter (Figs. 33a & 34). Measured mean NEE was

positive until mid-April, at which point measured NEE followed an increasingly negative trend,

indicating potential photosynthetic uptake. Soil freeze-up began with the onset of snowfall in

October, with weekly mean 10 cm soil temperatures reaching a minimum value of -10.2 °C in

Parameter to Adjust Parameter Values
Snow Thermal Conductivity Jordan (1991) - Default Sturm et al. (1997)
Ψmin -2 MPa -20 MPa -200 MPa -2000 MPa
Q10 1.5 - Default 2.5 5.0 7.5

Table 6: Parameters included in sensitivity analysis and the values sampled over.
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early March. Soils began to warm as the snowpack melted, with observed weekly mean soil

temperatures becoming positive in the second week of June (Fig. 33c). As considerably more

NEE measurements were available for the snow-covered period of 2017 – 2018 than 2016 – 17

or 18 – 19 (Table 10), we primarily focused on 2017 – 2018 when presenting measurements or

comparing measured and simulated fluxes. However, cumulative simulated fluxes were presented

for all three winters.

Figure 33: a) Mean (crosses) and uncertainty (as per Lasslop et al., 2008, ; error bars) of measured
Net Ecosystem Exchange (NEE) at weekly intervals. b) Simulated soil respiration. The default
simulation (red) uses the Jordan (1991) parameterisation of snow thermal conductivity, and blue
tones represent simulations using the Sturm et al. (1997) parameterisation of snow thermal con-
ductivity. Darker blue colours represent less negative values of Ψmin and paler colours represent
more negative values of Ψmin. Shaded areas on b) represent the range of respiration fluxes for
simulations using the Sturm et al. (1997) snow thermal conductivity and the same values of Ψmin,
but with different values of Q10 (1.5, 2.5, 5.0, 7.5). c) 10cm soil temperatures, both observed
(purple) and simulated using both the default Jordan (1991; Red) and Sturm et al. (1997; blue)
snow thermal conductivity parameterisations.

5.3.2 Simulated NEE

The default parameter configuration of CLM5.0 simulated negligible, near-zero NEE (all values

below 0.01 g C m−2 d−1) between late November and mid-May in all 3 winters. CLM5.0 does

not simulate Gross Primary Productivity (GPP) during the entirety of the snow-covered season in

all 3 winters. Autotrophic respiration is similarly negligible (all values below 0.01 g C m−2 d−1)

in all simulations of the snow-covered non-growing season, regardless of parameter choices. As

heterotrophic respiration, other than soil biota, is also not simulated during periods of snow-cover,
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simulated NEE and soil respiration can be considered equivalent for simulations of snow-covered

non-growing seasons.

Sensitivity analysis of three parameters (Ψmin, Q10 and snow thermal conductivity) resulted in

considerable variability in the simulated soil respiration and NEE over all three snow-covered pe-

riods (Figs 33 & 34). Minimum total snow-covered non-growing season NEE was simulated for

the default Ψmin (-2 MPa) and the default Jordan (1991) snow thermal conductivity parameteri-

sation. For all years, simulated fluxes were greatest for a Q10 of 1.5, Ψmin of -2000 MPa, and

the Sturm et al. (1997) snow thermal conductivity parameterisation. The minimum and maximum

cumulative simulated NEE differed by 370 g C m−2 of magnitude between the different sets of

parameter values (Fig. 35). This difference in cumulative simulated NEE was greater in years with

earlier snow onset date, e.g. 2018-19, as this increased the duration of relatively warmer winter

soils with higher respiration rates during freeze-up, in comparison to the total duration of colder

soils throughout the non-growing season snow cover. In all 3 winters, simulations were most sen-

sitive to chosen parameter values during the freeze up period, with the range of soil respiration

fluxes approximately double that in midwinter (Fig. 33). Simulated NEE decreased gradually

from snow-cover onset until December-January, and then remained at that level until increasing

from late April onwards as soils warm and snow melts.
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Figure 34: Wintertime Net Ecosystem Exchange (NEE) from each year of the study for each of the model runs and the eddy covariance tower observations.
Red tones represent model runs using the Jordan (1991) parameterisation of snow thermal conductivity, and blue tones represent runs using that of Sturm
et al. (1997). Darker colours (towards the left) represent less negative values of Ψmin and paler colours (towards the right) represent more negative values
of Ψmin. Outliers are not shown.
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Figure 35: Cumulative Net Ecosystem Exchange (NEE) for the simulated snow cover duration in
the seasons of a) 2016 – 17 (227 days), b) 2017 – 18 (231 days), and c) 2018 – 19 (242 days) from
the ensemble of simulations. Blue tones represent simulations using the snow thermal conductivity
parameterisation of Sturm et al. (1997), with darker colours for less negative values of Ψmin. The
shaded areas represent the range of Q10 values (1.5 – 7.5) for each value of Ψmin. The dark red
line represents the default CLM snow thermal conductivity parameterisation of Jordan (1991).

Changes from Jordan (1991) to Sturm et al. (1997) representations of snow thermal conductivity

delayed, by approximately 2 months, the onset of moisture limitation for simulations with the de-

fault value of Ψmin, enabling more positive simulation of NEE during freeze-up. The choice of

snow thermal conductivity scheme significantly impacted simulations of mean winter soil respi-

ration when considered throughout the total snow-covered non-growing season in all three years

(student’s t-test: t16−17 = -6.76, t17−18 = -8.01, t18−19 = -8.02, p < 0.001). Compared to the default

Jordan (1991) parameterisation of snow thermal conductivity, the Sturm et al. (1997) parameter-

isation resulted in warmer near surface soil (Fig. 33c) and hence more positive NEE, provided

soil respiration had not become moisture limited. Model sensitivity to Ψmin was lower for the

Jordan (1991) snow thermal conductivity parameterisation (Fig. 36a) than for Sturm et al. (1997)

(Fig. 36b); differences between parameterisations were greatest with a more negative Ψmin (Fig.

36c).

Simulated winter soil moisture potentials (Ψj ; Eq. 3.7) had a typical value of approximately -15

MPa, lower than the default Ψmin (-2 MPa), preventing soil decomposition and respiration for

the majority of the winter. Analysis of variance showed significant differences between simulated

mean snow season soil respiration (F16−17 = 19.45, F17−18 = 22.41, F18−19 = 23.80, p < 0.001)
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and cumulative snow season NEE (F16−17 = 19.47, F17−18 = 22.45, F18−19 = 23.86, p < 0.001;

Fig. 35) for Ψmin of -2 and -2000 MPa, though differences between simulations with only one

order of magnitude between their Ψmin were not always deemed statistically significant (α =

0.001). Consequently, adjusting Ψmin had the largest impact on simulated fluxes, with larger

negative Ψmin resulting in larger NEE.

Changes to Q10 had a smaller impact on simulated NEE than the parameterisation of Keff or

Ψmin, with analysis of variance showing no significant difference between the mean snow season

soil respiration for different Q10 (Table 6) in all 3 winters. Differences in simulated cumulative

snow season fluxes were also not statistically significant. Additionally, simulation sensitivity to

frozen Q10 values (Schmidt et al., 2008) were tested. An extreme frozen Q10 of 300, Schmidt

et al. (2008), did not reduce the gap between simulated and measured NEE, with no appreciable

difference between model runs where all other parameter choices were held constant.

Simulations with more negative Ψmin (< -200 MPa) and higher Q10 (≥ 5) tended to have lower

RMSE in comparison with to measured weekly mean NEE (Fig. 37). As changes to Ψmin and

Q10 had opposing impacts on the magnitude of simulated fluxes, different pairs of parameter

values gave similar results. This counterbalancing effect strongly influences identification of an

appropriate parameter space, e.g. simulations using a wide range of Ψmin with lower Q10 more

greatly overestimated measured NEE during freeze-up and thaw than model runs with higher Q10

values (Fig. 37). Overestimation of simulated NEE particularly impacted cumulative NEE during

freeze-up in 2017 - 18 (Fig. 38), with a reduction in December to mid-March NEE compensat-

Figure 36: Contour plots showing the relative influence of the values of Ψmin and Q10 on the
simulation of mean soil respiration for all 3 snow-covered seasons for model runs using the snow
thermal conductivity parameterisations of a) Jordan (1991) and b) Sturm et al. (1997). The differ-
ence between the two schemes is shown in c).
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Figure 37: Evaluation of the impact of Ψmin and Q10 parameterisations on simulated Net Ecosys-
tem Exchange (NEE) during freeze-up (a,d,g), midwinter (b,e,h) and thaw (c,f,i) periods of each
snow-covered season. n values denote the number of weekly averages included in each panel.

ing for freeze-up overestimations; using mid-range values of Ψmin (-20 MPa) produced similar

simulated and measured total cumulative non-growing season NEE.

5.4 Discussion

5.4.1 NEE & soil respiration variability throughout snow covered non-growing sea-

sons

The default parameterisation of CLM5.0 prevented simulation of soil respiration for most of the

snow-covered non-growing season, leading to negligible simulated NEE, contrary to broadly pos-

itive patterns of measured NEE. Application of the Sturm et al. (1997) snow thermal conductiv-

ity parameterisation reduced simulated soil temperature biases (Dutch et al., 2022; Royer et al.,

2021b), which reduced the proportion of the snow-covered non-growing season for which sim-

ulated NEE was zero. Other TBMs have shown sensitivity of simulated NEE to snowpack rep-
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Figure 38: Cumulative Net Ecosystem Exchange (NEE) for winter 2017 – 18. The black crosses
show cumulative weekly measured NEE, with the error bars representing measurement uncertainty
as per Lasslop et al. (2008). The shaded grey box denotes the period where eddy covariance
data is unavailable; the cumulative observed total at this time calculated using the mean value of
the six weekly means post and prior to the period of data loss. The curves show the simulated
cumulative NEE, with blue tones representing simulations using the snow thermal conductivity
parameterisation of Sturm et al. (1997), and with darker colours for less negative values of Ψmin.
The shading of these curves represents the range of Q10 values (1.5 – 7.5) for each value of
Ψmin. The dark red line represents the default CLM snow thermal conductivity parameterisation
of Jordan (1991).

resentations, with improvements to the representation of the snowpack (including a multi-layer

snowpack with variable, as opposed to prescribed, snow thermal conductivity) in LPJ-GUESS

improving the simulation of wintertime NEE (Pongracz et al., 2021).

Cumulative snow-covered non-growing season NEE is not only dependent on parameterisation of

snow thermal conductivity, but also the timing of snow onset at the start of the winter. In 2018 –

19, when the snow-on date was 3 weeks earlier than the previous year, soils cooled more slowly

due to thermal insulation against cold atmospheric air, leading to greater cumulative NEE. This

was particularly evident for simulations using the Sturm thermal conductivity parameterisation,

which better represents the early winter formation of low thermal conductivity basal snowpack

depth hoar layers. Interannual variability in snow conditions are reflected in simulated fluxes,

further substantiating the importance of improving simulations of Arctic snowpacks. Biases and

uncertainties in simulated snow mass, (e.g. Kim et al., 2021; Mudryk et al., 2020), are likely to in-

fluence soil temperature (Dutch et al., 2022), heterotrophic respiration and CO2 fluxes, particularly

on regional scales (Tao et al., 2021). Improving the representation of snow and soil conditions, or
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at least how these relate to respiration, at the start of the snow-covered non-growing season is also

important as this is likely to be the most biologically active part of the season with comparatively

high rates of soil respiration (Commane et al., 2017; Olsson et al., 2003).

Simulated NEE increased considerably after the start of snowmelt, regardless of parameter choices,

but was less rapid for simulations with larger negative Ψmin. Simulated NEE was most likely too

positive at the end of the winter season due to delayed onset of simulated photosynthesis (Birch

et al., 2021) and not well matched to trends in measured NEE, which decreased from late April

through May. Simulated gross primary productivity was zero for the entirety of the snow-covered

period, but the pattern of decreasing measured NEE during thaw suggested that photosynthesis

could be occurring before snow had completely melted out, which has been observed at sim-

ilar Arctic locations (Finderup Nielsen et al., 2019; Larsen et al., 2007; Starr and Oberbauer,

2003).

5.4.2 Parameterisation of soil moisture, temperature and respiration relationships

Of the three parameters investigated, Ψmin had the largest impact on the simulated snow-covered

non-growing season NEE. Without changes to Ψmin, simulated soil moisture limited soil respira-

tion, meaning simulated NEE was zero for the majority of the snow-covered non-growing season.

Accurate simulation of a moisture threshold to soil respiration is important as moisture acts as a

key control on soil respiration (Orchard and Cook, 1983), particularly in the shoulder season be-

fore snow onset (Liu et al., 2020) and in frozen soils (Öquist et al., 2009). Consequently, changes

to soil moisture content have a strong influence on simulated soil respiration and wider carbon

cycling (Chadburn et al., 2017). CLM5.0 represents limitation of respiration in frozen soils by

an unavailability of liquid water (Lawrence et al., 2018), as shown by the strong dependence of

simulated fluxes on Ψmin. However, CLM5.0 has known deficiencies in simulating soil moisture

in high-altitude and high-latitude environments (Deng et al., 2020, 2021; Schädel et al., 2018),

overestimating soil moisture when soils are frozen (Deng et al., 2020) and with soil heating lead-

ing to increased soil dryness, as opposed to observed increases in soil wetness (Schädel et al.,

2018). Soil moisture biases may even have been exacerbated by model development, with Deng

et al. (2020) finding a greater difference between simulations and observations for CLM5.0 than

CLM4.5.
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Even in frozen soils, liquid water can be present within the soil matrix, enabling respiration at

temperatures as low as -18 °C (Elberling and Brandt, 2003), whereas when Ψmin exceeds Ψ simu-

lated soil respiration ceases at warmer temperatures than -18 °C. Recent findings from Liang et al.

(2022) suggest that mineral soils should be able to respire below a Ψ of -10 MPa, suggesting a

Ψmin below -10 MPa would be more physically representative than the current CLM5.0 default

of -2 MPa. Tao et al. (2021) also highlighted the unsuitability of such a high Ψmin: the default

Ψmin of -10 MPa in E3SM (a five times larger negative Ψmin than the CLM5.0 default) prevented

simulation of respiration when soil temperatures were sub-zero and failed to allow the accurate

simulation of wintertime respiration in permafrost tundra environments. A more mechanistic ap-

proach, e.g. Yan et al. (2018), where respiration increases linearly from zero as soon as soil

moisture is not zero (Chadburn et al., 2022) may produce more appropriate simulations of soil res-

piration in tundra environments than the commonly used thresholding approach of CLM5.0. The

use of a Ψmin threshold may still be appropriate if decomposition does not automatically drop to

zero when the threshold is reached, for example, the rW scalar in JULES drops to 0.2, not zero,

when Ψ is lower than Ψmin (Burke et al., 2017), allowing for wintertime decomposition.

The impact of changing Q10 in CLM5.0 was lower than in other TBMs; smaller changes to Q10

had a larger influence on E3SM simulated fluxes at similar Arctic tundra sites (Tao et al., 2021).

At most negative Ψmin values, higher Q10 values were required to more accurately simulate soil

respiration, similar to Tao et al. (2021) who found that a Q10 66% larger than the default of 1.5 led

to improved simulations of wintertime soil respiration for sites in the Alaskan tundra. As observed

Q10 changes with temperature, it may be more appropriate to generate Q10 at each timestep as

a function of soil temperature, an approach already undertaken in other TBMs such as CLASSIC

(Melton and Arora, 2016; Wu et al., 2016). By using both soil moisture and soil temperature to pa-

rameterise Q10, Kim et al. (2019) found an improvement to negative ecosystem respiration biases

compared to the use of a Q10 of 1.5 in global CLM4 simulations. However, Byun et al. (2021)

states that standard Q10 functions fail when describing the relationship between temperature and

CO2 production of frozen soils, and so the use of a Q10 function may not be the most appropriate

way to model the relationship between soil respiration and temperature at sites such as TVC. Alter-

native parameterisations of rT (such as RothC; Jenkinson, 1990) may provide a more appropriate

description of the relationship between temperature and soil respiration, as has been suggested
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for other TBMs such as JULES (Burke et al., 2017). This may not lead to improved model per-

formance; Tao et al. (2021) tested non-Q10 parameterisations of the soil temperature:respiration

relationship in the CLM-based E3SM and found that a Q10 parameterisation gave the best result

for 3 of their 4 Alaskan Arctic sites. Although limited observational data of soil respiration limits

the assessment of suitability of Q10 functions (Kim et al., 2019), testing additional parameterisa-

tions (as opposed to just Q10) may give insight that could improve the simulation of NEE at Arctic

tundra sites in CLM5.0.

5.4.3 Implications, Uncertainties & Modelling Approach

Across the Arctic, land surface models which attempt to describe the relationships between soil

properties (such as temperature and moisture) and respiration tend to produce carbon flux estimates

closer to observed flux values (Huntzinger et al., 2020). With the parameterisation of respiration

and decomposition as functions of soil properties, we would therefore expect to see fluxes from

CLM which are vaguely representative of real-world measurements, and yet simulated wintertime

fluxes in the snow-covered season are typically zero for the default model configuration. Different

factors control respiration in frozen and unfrozen soils (Sullivan et al., 2008), and thus the estima-

tion of soil respiration in Arctic environments from parameters derived from mid-latitude studies

does not adequately represent cold-region processes. Alternative values for a small selection of

parameters (Table 6) have been tested, with some parameter combinations shown to decrease the

mismatch with observations, although there are many other parameters that we have not tested,

and we do not know what effect these would have on simulated fluxes. Without appropriate val-

ues for parameters such as Ψmin, models will gradually drift back towards internal steady-state

conditions (Huntzinger et al., 2020). However, individual parameter values in soil biogeochemical

models are typically unable to be inferred from observed data (Marschmann et al., 2019), a prob-

lem exacerbated in polar regions by the challenging environmental conditions which in turn limit

data collection. The integration of more processes (as is seen in a high-complexity model such as

CLM5.0) further increases the likeliness of parametric uncertainties and the difficulty in deriving

model parameter values from observed values (Luo et al., 2009).

Extrapolation of site-level parameterisations can bias regional flux estimates and over time lead

to considerable variations in the magnitude of regional carbon stocks (Tang and Zhuang, 2008).
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Spatially distributed measurements of wintertime carbon fluxes on a wider variety of spatial scales

in order to verify flux tower estimates will assist in constraining modelled flux estimates and help

us to back-calculate more appropriate parameter values. This is particularly important on seasonal

timescales, as currently observational limitations prevent a whole season estimate of cumulative

flux from being obtained (Fig. 38). Additionally, seasonal carryover effects have been shown to in-

fluence wintertime respiration in other land surface models, such as by controlling the availability

of products for decomposition (Burke et al., 2017). Issues in simulating Net Primary Production

raised by Birch et al. (2021) may therefore also contribute uncertainty towards simulated winter-

time flux values.

Poor simulation of soil respiration in the snow-covered season under the default parameterisation

of CLM has implications beyond the snow covered period. A lack of simulated emissions for a

considerable proportion of the year leads to a misrepresentation of the annual carbon budget. The

scale of unsimulated emissions, particularly when considered across the total areal extent of the

Arctic tundra (∼ 7.6 x 106 km2; Bliss and Matveyeva, 1991), makes a considerable contribution

to the global carbon budget – and thus its omission may have an impact on the simulation of future

climate. Failure to appropriately quantify the wintertime release of CO2 is also likely to affect

future simulations of soil turnover and permafrost coverage.

5.5 Conclusions

The default parameterisation of CLM5.0 did not reproduce the broadly positive measured NEE

during snow-covered non-growing seasons at an Arctic tundra site. Soil respiration was not simu-

lated for the majority of the snow-covered non-growing season due to a moisture threshold limiting

soil respiration in frozen soils, despite widely documented midwinter CO2 emission at numerous

sites across the Arctic tundra (Natali et al., 2019; Virkkala et al., 2021). Furthermore, the default

parameterisation of CLM5.0 did not capture sub-seasonal patterns of measured NEE. Simulated

NEE was too high towards the start of the snow-covered non-growing season, regardless of param-

eter values tested. Initial conditions at freeze-up are important in determining the magnitude of

cumulative NEE for the entire snow-covered non-growing season, with changes to all parameters

tested having the greatest impact at this time as the insulative capacity of the snow has not yet

been reached.

99



CHAPTER 5. SIMULATING NET ECOSYSTEM EXCHANGE UNDER SEASONAL SNOW
COVER AT AN ARCTIC TUNDRA SITE 5.5. CONCLUSIONS

Reducing soil temperature biases in CLM5.0 through a change to the parameterisation of snow

thermal conductivity, from Jordan (1991) to Sturm et al. (1997), increased the magnitude of sim-

ulated NEE during the snow-covered period. However, without improvement to the soil moisture

threshold term Ψmin, other parameter changes had very little impact on simulated NEE. The de-

fault Ψmin of –2 MPa was not appropriate for Arctic environments, with a five times larger nega-

tive Ψmin producing snow-covered non-growing season NEE more similar to measured NEE. Not

only did the default parameterisation of Ψmin prevent wintertime respiration, poorly representing

seasonal and annual carbon budgets and dynamics, it may also have longer term implications for

the simulation of soil carbon turnover and the state of permafrost, limiting the reliability of longer

term climate simulations. Larger positive Q10 had an opposite impact on simulations than larger

negative Ψmin, with larger Q10 depressing the magnitude of simulated NEE. Adjustments to both

parameters in tandem provided the greatest improvement to simulated NEE, with larger nega-

tive Ψmin and larger positive Q10 simulating greater NEE during the snow-covered non-growing

season. Alternative approaches to the relationships between soil temperature, moisture and respi-

ration may also provide a more appropriate solution in future iterations of CLM than changing the

values of the parameters currently used - although this will require further investigation.
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Chapter 6

Measurements of CO2 Flux within

Snowpacks at an Arctic Tundra site

6.1 Introduction

Many different methods are used to measure CO2 fluxes in snow-covered environments, each

with their own limitations (Table 3.3.5). Methodological limitations surrounding measurements of

wintertime CO2 fluxes limit our ability to evaluate model simulations, and thus hinder our ability

to best parameterise models in order to predict future change (Section 5.4). Eddy covariance (EC)

timeseries are typically used for such model evaluations, but these measurements are expensive

and challenging to maintain. Such systems are not universally accessible or appropriate, even

before considering the additional complexities of the Arctic winter, and are subject to a high

degree of uncertainty, as detailed in Appendix A. Additionally, as EC towers take an aggregated

measurement over footprints of hundreds of meters, this limits their ability to capture localised

heterogenities in emission processes (Pirk et al., 2017).

The use of additional measurements alongside (theoretically) continuously operational EC tow-

ers can be used to help ”ground-truth” these measurements, but still limitations persist. Snapshot

profiles of gas concentrations using syringe samples do not account for potentially rapid temporal

fluctuations in emissions. This makes it difficult to use these to capture process-driven changes,

such as wind-pumping (Section 2.3.1). Static snapshot measurements also limit our ability to
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estimate how consistent measured fluxes may be over time, and how the snowpack responds to

change, such as diurnal temperature variations or during the movement of synoptic scale weather

systems. Measurements accounting for both temporal and spatial variability tend to be costly

and/or highly labour intensive (Bastviken et al., 2015), and to date we are unaware of any such

measurement campaigns made at high temporal resolution (more than approximately weekly sam-

pling) in Arctic shrub tundra - at least not outside of the growing season. Novel measurements and

measurement approaches are required to distinguish local source and sink dynamics and reveal

processes regulating CO2 fluxes (Bastviken et al., 2022).

Capturing spatial variability in CO2 flux at a high temporal resolution may tell us much more

about what is being aggregated at the tower footprint scale. Such measurements will also provide

insight into mechanisms unable to be inferred across large spatially heterogenous scales or from

a single measurement, such as the influence of snowpacks on soil temperature (in turn affecting

rates of microbial emission), the movement of CO2 through the snowpack and what influence the

atmosphere plays on gas concentrations inside the snowpack.

Low-cost gas sensors provide new opportunities for environmental observations (Eugster et al.,

2020). Advances in sensor technologies now allow us to attempt to make timeseries point mea-

surements of CO2 concentrations, providing a cost and labour efficient alternative to more inten-

sive measurements (Bastviken et al., 2015). Sensors originally developed for indoor air quality

monitoring have been applied to environmental problems, providing the opportunity for low-cost

measurement fo CO2 fluxes from both soil and water to the atmosphere (Bastviken et al., 2015,

2020).

In this chapter, we describe a pilot study using the first iteration of a new design of low-cost

sensors in order to measure CO2 concentrations within the snowpack at TVC. Low-cost sensor

measurements of CO2 concentration and temperature are combined with measurements of snow-

pack properties to derive spatially distributed timeseries of CO2 fluxes. This timeseries approach

will help to elucidate mechanisms and drivers of CO2 flux, in turn building process understand-

ing that can later be applied to modelling studies. We aim to test if these sensors can be used to

examine patterns and mechanisms of CO2 flux across the TVC catchment and compare results

from low-cost sensors to distributed point measurements of CO2 concentration (and subsequently

derived fluxes) and stable isotope ratios of CO2.
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6.2 Data and Methods

6.2.1 Fabrication of low-cost CO2 sensors

Sensors were designed after Bastviken et al. (2015). Small changes were made due to the availabil-

ity of components and in order to reduce power consumption. The design of the sensors is given in

Section 3.3.4 and shown in Fig. 14. Briefly, commercially available Sensirion sensors measuring

CO2 concentration, temperature and relative humidity and a SD card reader were attached to an

Arduino. This was connected to 6 D-Cell batteries and housed in an off-white plastic box. Holes

were drilled in the lid of the box, backed with a waterproof gas-permeable membrane.

Sensors were calibrated as outlined in Appendix C, following Bastviken et al. (2015). Sensors

were tested at the Havikpak Creek site (a black spruce site close to Inuvik - approximately 50km

from TVC), in order to determine the impact of disturbing the snowpack to place the sensors

and how best to orientate them (Appendix C.2). Based on these tests, lower sensors were placed

with the membrane facing upwards, and upper sensors were placed with the membrance facing

downwards. We aimed to place the upper sensor towards the bottom of the wind slab layer and the

lower sensor at the base of the snowpack (Section 3.3.4), the feasibility of this varied depending

on the presence of vegetation and the overall snowpack depth; lower sensors at RP02 were not at

the very bottom of the snowpack due to the presence of a large shrub.

6.2.2 Deployment of low-cost CO2 sensors

Two different deployments of the low-cost sensors were carried out. We term these the week

long deployment (lasting from 21st - 27th March) and the long-term deployment (lasting from

28th March until battery failure). The number and location of sensors for each deployment are

summarised in Table 7.

The first deployment was designed to sample a stratified range of snow depths and land cover

types, with sites chosen in part based on those previously sampled by Mavrovic et al. (in prep); site

locations and naming convention are as per Fig. 8. Sensor locations were distributed across a range

of snow depths, as these were associated with different vegetation types such as shrub or lichen

dominated areas. Sensors were programmed to take one measurement every ten seconds, with

fluxes calculated at the measurement resolution and then averaged to half hourly values.
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Dates Number of Sensors Site Names

Top Bottom Total Fluxes Concentrations

Only

21st - 27th March

2022

7 8 15 TS04, LC01*,

POLY02, TR02,

DS04, RP02

Mainmet †

28th March - 14th

April 2022

5 10 15 TVC06, Trans1,

Trans5

Mainmet, Trans4

* Lower sensor had to be placed with the membrane facing down (unlike sensors at the other

sites) due to low snow depth, data discarded as difference in placement thought to affect gas

concentrations † Instrument failure for top box, all concentrations read below 300ppm

Table 7: Summary of Sensor Deployments

Sites for the second deployment (28th March onwards) were all within 100 m of the TVC EC

tower for ease of collection after snowmelt and to capture the differences in snow cover condi-

tions observed by the tower (Inset; Fig 39). Within this area, sites were chosen from previously

visited locations, allowing timeseries measurements to be compared to gas profiles and isotopic

measurement results. Higher snow depth sites were chosen in order to preserve the battery life

of the boxes (insulation provided by deeper snow cover kept the batteries warmer, so less energy

was wasted). The measurement resolution for each sensor was decreased from every 10 seconds

to one measurement every minute in order to conserve battery life and aim to produce a longer

timeseries, with the hope to potentially capture changes in soil conditions during snowmelt. For

this second deployment, boxes remained untouched until being collected after snowmelt, with the

length of the record obtained a function of the battery life.

Fluxes of CO2 were calculated from the sensors as described in Section 3.3.2, except that mean

snow density and temperature were calculated only for measurements between the heights of

the boxes rather than for the entire snowpit profile. Instantaneous flux values were calculated

at the same temporal resolution as the CO2 concentration measurements, and then averaged to
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Figure 39: Low-Cost sensor locations. Site codes are matched to the land cover map in Figure 8
where applicable.

half hourly fluxes. This half hourly resolution was chosen to match EC tower measurements and

to allow the measurements from both deployments to be compared at the same frequency.

A quality control protocol was then applied to the half hourly values. CO2 concentrations below

300 ppm were removed, as this is considerably below atmospheric concentrations and thus thought

to be erroneous. Fluxes for these same timestamps were then removed. Temperatures measured at

each sensor were used as a check on the orientation of the sensors, as lower sensors would have

a more stable temperature record than those nearer the top of the snowpack and more exposed to

diurnal air temperature fluctuations. Data were also removed after step changes (> ∼ 200ppm)

in the concentration values, as these were thought to be related to the battery power and not the

ambient concentrations of CO2.

6.2.3 Tower NEE/meteorological and soil measurements

Meteorological and eddy covariance measurements (Section 3.1.1) were used for comparison to

point-scale flux measurements from both gas profiles and low-cost sensors. Meteorological data

was also used to evaluate the effectiveness of snow insulation through comparison of 2 m air tem-

peratures to box temperatures, and to examine patterns from the low-cost sensor timeseries.
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6.2.4 Snow measurements

In order to calculate the snow properties required for the diffusive flux calculation and to char-

acterise the snowpack, profiles of snow density and temperature were taken at each site. In most

cases, this was done using the snowpit method outlined in Section 3.2.1. When snowpit profiles

were not available, density profiles were then calculated from the nearest SMP measurement, as

outlined in Section 3.2.2.

6.2.5 Gas Profiles & Isotopic Ratios

Gas samples were collected from each site at least once during the field campaign at TVC (Table

8). Concentration profiles using the LiCOR LI-850 were measured in the field (See Section 3.3.2),

with duplicate samples taken at the majority of sites for isotopic analysis. CO2 concentrations and

stable carbon isotope ratios were measured using IRMS (Gasbench Infra Red Mass Spectrome-

try; Section 3.3.3). Processing and correction of raw δ13C values from the IRMS is detailed in

Appendix B. Additional atmospheric samples were also taken at 3 different heights (0.5, 1.0 and

1.5 m) at the MainMet site in order to constrain the atmospheric ratio of C12:C13 and derive a

mixing model, which was then used to approximate the relative abundances of atmospheric and

soil-derived CO2 in the profile samples.

The mixing model was created using the R package MixSIAR 1, which creates a Bayesian tracer

mixing model to estimate the proportions of source contributions to a mixture. Bayesian frame-

works allow prior error information to be specified, accounting for uncertainties in the end member

measurements. This model framework allows more robust measurement of trends by allowing the

user to label input data into different groups and random factors. Soil column δ13C values from

Hicks Pries et al. (2015) were used as the soil end member in the mixing model. We assumed that

when δ13C ratios are very negative, this was an indicator of soil respiration, and thus increasingly

negative δ13C ratios could be used as a proxy for increasing soil microbial activity (or an increased

proportion of soil-derived CO2 within the sample).

1Available at https://github.com/brianstock/MixSIAR
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Dates Number of Sensors Gas Profiles
Top Bottom Total Li-Cor Samples Isotope Ratios

MainMet 1* 1 2 22nd, 23rd, 24th,
26th, 27th

22nd (x2), 23rd (x2), 24th
(x2 – and up to 1.5m

0 2 2 atmospheric), 25th (x2),
26th (x2), 27th (x2)

TS04 1 1 2 23rd, 26th 26th (x2)
POLY02 1 1 2 23rd, 26th 26th (x2)
TR02 1 1 2 24th, 26th -
DS04 1 1 2 25th, 26th -
RP02 1 2 3 25th, 26th 26th (x2)
TVC06 2 2 4 22nd, 23rd, 24th,

25th, 26th, 27th
25th (x2)

Trans1 1 2 3 24th 24th (x2)
Trans4 0 2 2 24th 24th (x2)
Trans5 2 2 4 24th 24th (x2)

∗ Instrument Failure

Table 8: Summary of CO2 flux measurements during the March 2022 TVC Field Campaign. Numbers
in the gas profiles columns denote the date gas samples were collected.
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6.3 Results

6.3.1 Meteorological conditions & snow properties

Meteorological conditions for the duration of both deployments (indicated with dashed vertical

lines) are shown in Fig 40. Patterns of temperature change from both the upper sensors and the

EC tower (Fig 40a & b) are broadly matched, although rising temperatures seen in the second

deployment are more gradual in the sensor record than the peak seen in at the tower between

the 6th and 8th April. Temperatures from the lower sensors do not correspond as well to air

temperatures but are notably more variable than 10 cm soil temperatures (Fig. 40b & e). Bottom

sensor temperatures show similarities to vertical probes integrating measurements from the top 12

cm of the soil; sensors at sites with deeper snow such as RP02 gave a more stable temperature

record than these vertical temperature probes (not shown).

Figure 40: Meteorological and soil conditions at Trail Valley Creek from 15th March to 30th April
2022: (a) 2 m air temperature, (b) upper (cyan) and lower (maroon) sensor temperatures, (c) 10 m
wind speed, (d) precipitation, (e) soil temperatures at depths of 10 cm (blue) and 20 cm (orange).
The first two dashed vertical lines indicate the duration of the first deployment, and the second set
of vertical dashed lines indicate the second deployment.
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Parameters for Flux Calculation Site Characterisation
Distance between Mean Snow Porosity Tortuosity Mean Temp [°C] Total Snow PFT

Site boxes [cm] Density [kg m−3] Depth [cm]
TS04 130 316 0.66 0.51 -20 110 Tall Shrub
POLY02 14 206 0.77 0.63 -18 34 Polygon
TR02 85 306 0.67 0.52 -15 120 Trees (Shrub/Moss)
DS04 13 205 0.78 0.63 -22 40 Dwarf Shrub
RP02 101 366 0.60 0.46 -17 136 Riperian Shrub
TVC06 17 303 0.67 0.52 -13 81 -
Trans1 16 325 0.65 0.50 -12 * 59 -
Trans5 19 212 0.77 0.62 -12 * 77 -

∗ Not measured - Placeholder Value

Table 9: Measured snow properties at each of the low-cost sensor locations and how these link to calculated porosity & tortuosity for
flux calculations
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Variability in snow properties will influence calculated fluxes, as the density, depth and tempera-

ture of the snowpack are all included in the calculation of the fluxes (as seen in Eq. 3.2; values

for each site are given in Table 9). Distances between boxes ranged from 13 cm to 1.3 m; mean

densities ranged from 206 - 366 kg m−3. Subsequent porosity and tortousity had a range of 0.2

(Table 9), with both quantities measured on a dimensionless scale between 0 and 1).

Typical stratigraphic profiles for Arctic snowpacks, with higher density wind-slab underlain by

lower density depth hoar (Section 2.1.2), were seen at most sites. The layering of the snowpack

and the relative position of the sensors is likely to have a greater impact on the calculated fluxes

than in the case where snow properties were relatively homogeneous, such as at Trans5 where the

SMP profile showed a near constant density of just over 200 kg m−3 (Fig. 41).

6.3.2 CO2 Concentrations

Patterns in CO2 concentrations are variable, both between sensor locations and over the durations

of both deployments (Figs. 46 47). For some locations, differences in CO2 concentration between

upper and lower sensors are steady - in these instances fluxes are controlled by the properties of

the overlying snow. Alternatively, for other locations relative differences between upper and lower

sensors vary throughout the duration of the experiment. For example, at TS04, CO2 concentrations

Figure 41: Profiles of snow density at each of the low cost sensor locations from the recalibrated
SMP measurements. For sites with more than one SMP profile (TS04, TR02, DS04 & RP02), the
mean profile is shown. Blue crosses on the y-axis show the heights of each sensor, normalised
with respect to the length of the SMP profile.
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gradually increase at both sensors, with a 10 - 20 ppm difference in the concentrations measured by

each sensor at the start and end of the experiment - which may be indicative of increased emission

of CO2 from beneath the snowpack. Changes in ground emissions of CO2 can also be observed at

TR02, with an ∼ 100ppm difference between the highest and lowest CO2 concentration measured

by the lower sensor over the 6 days of the observational record.

The relative influence of the atmosphere changes over the duration of the experiment at some sites.

From the 24th March, CO2 concentrations in the upper sensor at RP02 become more variable -

potentially indicative of increased atmospheric influence, especially when considering the rela-

tive stability of subnivean concentrations measured in both lower sensors. At TVC06, there are

multiple instances of synchronous decreases in the absolute magnitude of the CO2 concentration

measured by all 4 independent sensors (31st March, 4th, 6th & 8th April). Atmospheric dilution,

followed by gradual recharge from soil CO2 emissions is a possible cause of this pattern, with

minima in CO2 concentrations occurring shortly after peaks in wind speed (Fig. 40b).

6.3.3 Sources of CO2

Our hypothesis was that CO2 concentrations would be highest, and isotope ratios most negative,

at the base of the snowpack - indicating that the measured CO2 was from a soil respiration source.

This was the most common case for the gas profile measurements, with 70% of LiCOR profiles

having their maximum CO2 concentration at the bottom of the profile.

Approximately 15% of LiCOR profiles had their highest CO2 concentration in the 2nd or 3rd sam-

ple in the profile (within the upper ∼ 50% of the snowpack). Mavrovic et al. (in prep) found wind

slab peaks in ∼ 10% of profiles from 2022, and from around 20% of sites in 2021. They suggest

that this may be an indicator of snow microbial activity, with snow samples from TVC shipped

to Université du Québec à Trois-Rivières for genetic analysis to test this hypothesis. Pockets of

high CO2 concentration might also be caused by circulation of air within the snowpack. Whatever

process was driving the creation of wind slab peaks in CO2 concentration was not noticeable in

the isotopic ratios; the site with both isotope ratio measurements and a clear wind slab concentra-

tion peak (∼ 900 ppm) did not show a different δ13C ratio in the wind slab layer than the other

samples

Isotopic ratios of CO2 were analysed to determine relative inputs of atmospheric and soil derived
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Figure 42: δ13C ratios and CO2 concentrations from all snow profiles. Colours indicate where in
the snow profile a sample was taken; atmospheric label includes samples measured at any height
above the snowpack, surface samples are taken ≤ 5 cm below the air:snow interface. Uncertainity
values for δ13C ratios are < 0.5 ‰.

CO2. 40% of profiles had their most negative δ13C values at the base of the snowpack, indicative

of a greater amount of soil derived CO2 closer to the soil surface. However, considerable variation

in δ13C values for all layers was evident (Fig. 42). Samples with a higher CO2 concentration

typically had a more negative δ13C value, but this was not a statistically strong relationship (R2 =

0.18).

Using the mean values at each of the sampling heights (i.e. atmosphere, surface, wind slab, depth

hoar and the base of the snowpack), our mixing model shows a decrease in the provenance of

atmospheric derived CO2 with depth in the snowpack. All samples have a degree of atmospheric

influence, but the magnitude of this is site-dependant. Sites with a lower snow depth typically

had a greater proportion of atmospheric-derived CO2, although this was not a strong statistical

relationship (R2 = 0.15). Snowpack structure may also influence the proportions of atmospheric

and soil-derived CO2 measured at any given site, acting as a direct control on the isotopic signature

of CO2. For example, averaged across all sampling heights, 15 % of CO2 at TVC06 was soil
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derived. This was the second highest proportion of soil derived CO2 and this was also the site with

a very dense ice crust in the upper portion of the snowpack, likely reducing the likelihood of wind

pumping.

More testing is needed to check that the δ13C values from Alaska used in the mixing model (as

given by Hicks Pries et al., 2015) are transferable to studies at TVC. We also used a Keeling

curve approach to calculate soil end member δ13C values from the TVC IRMS measurements.

This regression suggested emissions of CO2 from the soil should have a CO2 concentration of

approximately 800 ppm and a δ13C value of -25.2‰. Use of either end member (from either

Hicks Pries et al. (2015) or the Keeling curve) shows a small proportion of soil derived CO2 and a

larger proportion of atmospheric CO2 in all samples. Values for surface soil δ13C ratios reported

in Oelbermann et al. (2008) for the Western Canadian Arctic (-26.2 - -26.8‰) were also within

the range of those used for the soil end member of our mixing model.

For sites where profiles of carbon isotope ratios were measured, we compared the relationship

between temperature and δ13C values (Fig. 43), using the mean temperature from the low-cost

sensor at the base of the snowpack. Sites with warmer mean temperatures have a more negative

δ13C signature, supporting the hypothesis that conditions are more favourable for respiration, as

this more isotopically negative CO2 likely has a greater contribution from a respiratory source.

However, it is important to note that isotopic fractionation in Arctic soils has itself been related to

temperature (Oelbermann et al., 2008), and thus that measured differences in isotopic ratio could,

at least in part, be caused by a difference in temperature.

6.3.4 CO2 Fluxes

At most sites, higher CO2 concentrations were usually found at the base of the snowpack, indica-

tive of CO2 release and a positive CO2 flux to the atmosphere (Fig. 44); 72% of half hourly values

from the weeklong deployment and 97% of half hourly values from the longer deployment gave

positive fluxes. Negative fluxes, indicating higher CO2 concentrations at the snow surface than at

depth, were also found, but this was less common - accounting for less than 30% of fluxes from ei-

ther deployment. Negative flux values were generally found at sites with a lower snow depth (less

than approximately 20 cm; however not all sites with a < 20 cm distance gave negative flux val-

ues). Small distances between sensors magnify small relative distances in concentration; negative
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Figure 43: Mean temperatures from each low-cost sensor timeseries and δ13C ratios for the basal
sample at each sensor location.

flux values could indicate that differences between sensors are within measurement error or that

no measurable net flux has occurred rather than indicating the presence of a carbon sink.

Fluxes from both snow profile and low-cost sensor techniques are of a similar magnitude (Fig.

45). When aggregating data across all sites, both techniques give a median flux greater than

zero, indicative of wintertime CO2 release. However, analysis of variance suggests that fluxes

derived using concentrations from the LiCOR are statistically significantly different at the 0.01

level; fluxes derived from the low-cost sensor method are more variable than those from the LiCOR

profiles (although the difference in n value is considerable).
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Figure 44: Fluxes from each pair of Low-Cost Sensors. The first 6 sensor pairs (green) are from the week long deployment, and the second six sensor pairs
(blue) from the longer deployment. Sites with more than one sensor at the base of the snowpack are indicated by the suffix A or B.
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In some instances, discrepancies present themselves between fluxes from the low-cost sensors

and static LiCOR profiles. For example, the timeseries for DS04 shown in Fig. 46 shows higher

concentrations of CO2 measured by the upper sensor, but LiCOR measurements on multiple days

show the bottom of snowpack having a higher CO2 concentration.

6.3.5 Temporal Variability of CO2 Fluxes

A key advantage of the low-cost sensors over the other, temporally discontinuous, methods dis-

cussed in this chapter is the high temporal resolution of the measurements, allowing us to capture

changes in CO2 concentration which are unable to be accounted for in point measurements. Fluxes

are not static over time. Aggregated summaries such as Fig. 44 may hide changes in flux magni-

tude or direction in response to changes in meteorological conditions, which may be noteable over

the variable length of the different sensor deployments.

Low, constant positive fluxes are seen at multiple sites through the Weeklong deployment (POLY02

& RP02; Fig. 46), and for the Trans1 site during the longer deployment (Fig. 47). At these sites,

upper sensor CO2 concentrations were consistently slightly lower than bottom sensor concentra-

tions. Small changes in concentration in one sensor are reflected in the other; this is particularly

clear for POLY02. Additionally, changes in one lower sensor are seen in the other (RP02 &

Figure 45: Comparison of fluxes measured using the LiCOR profiling technique and the low-cost
sensors. Box plots show consolidated fluxes from both pairs of boxes at sites RP02, TVC06,
Trans1 & Trans5. Sites shown in green are from the week long deployment, and sites shown in
blue are from the longer deployment. Grey dots show fluxes from LiCOR profiles.

116



CHAPTER 6. MEASUREMENTS OF CO2 FLUX WITHIN SNOWPACKS AT AN ARCTIC
TUNDRA SITE 6.3. RESULTS

Trans1), despite being completely independent measurements, further substantiating patterns seen

in both sensors.

Similarly temporally consistent CO2 flux magnitudes are seen at TS04, although a sharp increase

in the CO2 concentration in both top and bottom sensors is seen on the evening of the 23rd.

We hypothesise that some local disturbance or activity (potentially cracking of the soil) may be

releasing CO2. Concentrations at both heights decrease in tandem after this event, suggesting that

the source of CO2 is not sustained.

At TR02, we see a build-up of CO2 in the bottom box over the first day which is then flushed

out, presumably by a wind event (with an increase in 10m wind speed seen in Fig 40b). Concen-

trations begin to rise again on the 24th, indicating release of CO2 from the underlying soil. CO2

concentrations in the top box remain stable and close to 400ppm (the approximate atmospheric

concentration) throughout the entire experiment, suggesting that this sensor is well-ventilated and

CO2 is prevented from building up in the upper part of the snowpack, in contrast to other sites

such as TVC06.

Snow at TVC06 was the densest of all the sites (Table 9), with a thick ice lens present in the upper

snow layer, likely preventing the release of subnivean CO2 to the atmosphere. Air likely contin-

ued to circulate within the snow, leading to a high degree of variability in the calculated fluxes.

Changes in all boxes are in phase with each other, with peaks and troughs in CO2 concentrations

for all 4 sensors measured simultaneously (Section 6.3.2), further substantiating such changes.

These may be due to micrometerological factors (Fig. 40), with minima in concentration, and

consequently lower CO2 fluxes occuring shortly after peaks in wind speed. Concentrations mea-

sured on the evening of the 6th decrease by at least 50 ppm for all of the sensors; this may be linked

to a precipitation event earlier in the day (the only sizeable such event over the entire experiment),

however similar drops in CO2 concentration without accompanying precipitation were seen on

three other occasions (31st March, 4th & 8th April) so this may not be related. Measurements

on half-hourly timescales from alpine sites have shown similar high temporal variability in CO2

fluxes and subnivean CO2 concentrations (Bowling et al., 2008; Seok et al., 2009).

Divergence in CO2 fluxes is seen between the two pairs of sensors at Trans5, with one pair pro-

ducing a positive and the second pair a negative flux. Although concentrations in the top box at
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Trans5A were consistently higher than those in the lower box, this was never by more than about

20 ppm. Such a negative gradient is within instrumental error, with the size of the flux amplified

by the short distance (19 cm) between the sensors. The negative flux record from Trans5A has the

shortest duration of those from this deployment, accounting for less than 3% of measured fluxes.

Similarly, negative fluxes were calculated for DS04, another site with a very short distance (13

cm) between the two sensors.
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Figure 46: Timeseries of temperature and CO2 concentration for each sensor and CO2 flux for each sensor pair at all locations for the Weeklong deployment.
The dashed black line indicts zero flux. Site names and snow depths are given in the top left corner of each plot. Two shades are used for RP02 as this site
had two bottom boxes.
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Figure 47: Timeseries of temperature and CO2 concentration for each sensor and CO2 flux for each sensor pair at all locations for the Long term deploy-
ment.The dashed black line indicts zero flux. Site names and snow depths are given in the top right corner of each plot. Note differences in the scales on
both y-axes compared to the previous figure.
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6.3.6 Relationships between CO2 Fluxes & the Subnivean Environment

Concentrations of the CO2 at the base of the snowpack showed a clear relationship with temper-

ature, with higher CO2 concentrations measured as temperatures increased (Fig. 48a). Concen-

trations measured by the lower sensors rapidly increase above a temperature of ∼ -10 °C. Higher

CO2 concentrations at the base of the snow pack may be indicative of higher CO2 fluxes, caused

by an increase in CO2 production or soil respiration.

Although CO2 fluxes generally increase as temperatures increase, this trend is not as clear as that

for CO2 concentrations. Similar patterns to those seen in Fig 48b were also found in the synthesis

of winter flux observations by Natali et al. (2019). This relationship has the same exponential

curve which is characteristic of Q10 relationships, possibly indicative of a physical mechanism

enabling more respiration or greater CO2 production as temperatures increase above this value.

Uncertainties on these data look similar to those presented by Natali et al. (2019), and a consid-

erable proportion of our data fits within the confidence interval of their analysis. As Natali et al.

(2019) use the temperature of the soil and we use that measured at the lower sensor, this is not

a true like-for-like comparison, with soil temperatures at our sites likely to be warmer than those

provided by the sensors, which would give a better fit.

Many other factors affect the calculated fluxes rather than just basal CO2 concentrations discussed

in the previous paragraph and these other factors will depress the strength of this relationship. For

example, a larger distance between two sensors with the same ppm difference in CO2 concentra-

tion facilitated by a deeper snowpack will lead to to lower concentration gradient and subsequently

a lower CO2 flux.

As snowpacks act to insulate soils, and warmer soils allow for greater rates of soil respiration,

it would be reasonable to suggest that sites with deeper snow would have higher (more positive)

CO2 fluxes. However, the relationship between snow depth and CO2 flux across all low-cost sensor

locations is unclear. High variability between fluxes measured at similar snow depths suggest the

picture is more complex. Snow depths were measured during either profile sampling or at the time

low-cost sensors were buried, and do not necessarily give any indication of preceding conditions;

Chapter 4 discusses the importance of the timing of snowfall in setting subnivean conditions.

Antecedent temperatures and snow cover conditions may be more important in governing CO2
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Figure 48: Mean temperature, a) CO2 concentration and b) CO2 flux for the entire duration of a
deployment for each of sensors at the base of the snowpack. Negative mean values (n = 2) have
been removed from this figure. Error bars show the range of half-hourly values. The fit of Natali
et al. (2019) is shown on b, with the 95% confidence interval denoted using the dashed lines.

fluxes than instantaneous values. Timing of snow-cover onset is a key factor in determining the

insulation, temperature (and potentially moisture content) of the soil for the entire snow-covered

season, and thus acts a control on respiratory fluxes (Chapter 5).

6.3.7 Limitations & Uncertainties

Snow Measurement Uncertainities

Uncertainties in CO2 concentrations, detailed separately for each method below, will impact cal-

culated fluxes. Advective transport of CO2 may occur on timescales shorter than the half-hourly

averaging window used to present this data (Graham and Risk, 2018). Lateral transport of CO2

through the snowpack is also likely, though this is unaccounted for using the diffusive gradient

method (Graham and Risk, 2018) used to calculated fluxes from both low-cost sensors and LiCOR

measurements.

Furthermore, uncertainties surrounding the measurement of snow properties will also impact

fluxes. However, as the same methods are used to derive snow properties for all types of con-

centration measurement, sources of error in the snow properties can be presumed to have the same

impact on all fluxes. Conger and McClung (2009); Proksch et al. (2016) give an 9% error esti-

mate on the calculation on snow densities using the snowpit method, with Mavrovic et al (in prep)

giving a 25% error estimate on the entirety of flux calculation method, although different instru-
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mentation was used to calculate their CO2 concentration values, so this figure may not give the

exact uncertainty for the fluxes herein.

Snow heterogeneity will also impact flux calculations. The distance between CO2 concentration

measurements and the nearest SMP or snowpit may result in considerable variation in snow stratig-

raphy, known to impact the interpretation of SMP data (Section 3.2.2). Errors in density measure-

ment on CO2 fluxes are non-linear, but are less than 10% for the range of densities measured at

our sites (Table 9 & Seok et al., 2009). The destructive nature of CO2 sampling (particularly in

the case of the low-cost sensor method) may also lead to differences in the snowpack properties

post and prior to CO2 measurement, resulting in uncertainity about the reflectiveness of the mea-

surements. However, other established methods are similarly destructive (see Björkman et al.,

2010a) and CO2 concentrations quickly stabilised after boxes were buried. The use of a constant

temperature value when temperatures were known to change over the course of the deployment

may also have affect calculated fluxes. For the case of sites with no temperature measurement, the

chosen value of -12 °C could be reconsidered or an average of temperatures from measured sites

used.

CO2 Measurement Uncertainities

Limitations surrounding the precision of IRMS measurements of CO2 concentration, as discussed

in Appendix B, prevented us from using IRMS concentrations to derive flux values. Additionally,

sample contamination (leading to erroneous δ13C and CO2 concentration) values may have oc-

curred when transferring samples from syringes to exetainer vials. Notes of any suspected issues

were made during this process, and if a sample did not match its replicate (as each syringe filled

two exetainer vials) it was presumed to be an outlier and disregarded.

LiCOR measurements are rated to an accuracy of 1.5 % (Li-COR Biosciences), corresponding

to approximately 5 - 10 ppm for the CO2 concentrations seen at TVC. Similar contamination

concerns as outlined above also apply for these samples - however without replicate measurements

such outliers are more difficult to identify and thus no measurements were removed.

Differences in CO2 concentration between low-cost sensors were commonly within the manu-

facturer specified accuracy of ± 30 ppm. Comparison of timeseries to co-located measurements

usually helped to constrain appropriate CO2 concentrations, although there were some exceptions
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(DS04). Limitations surrounding the calibration of the low-cost sensors also impacts the reliability

of the final results (Appendix C). The membrane of the sensor was also easily damaged, changes in

gas exchange as a result of changes in the amount of exposed membrane may also have influenced

our results.

6.4 Interim Conclusions & Future Method Development

Measurement of gas fluxes throughout the Arctic winter is difficult. This chapter presented a

novel approach to this problem, which successfully measured spatially-distributed timeseries of

subnivean CO2 fluxes, albeit over a relatively short time period (less than one month). Develop-

ment of the low-cost sensors continues in order to improve their robustness, accuracy and power

demand. Alternative power solutions, such as integrating the use of a solar panel, will be more

sustainable and improve the length of the battery life (and thus the duration of the measurements).

Reducing the headspace of the sensors (and thus the amount of membrane required) may improve

the precision of the results by reducing the likelihood of damage to the membrane and subsequent

differences in gas transfer between boxes. Our understanding of wintertime processes has grown,

but moreso has the need to further refine this approach in order to truly be able to grasp the mech-

anisms and variabilities of wintertime carbon fluxes - in turn enabling improvements in how these

are modelled and what changes may occur alongside changes in climate.
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Chapter 7

Summary & Outlook

7.1 Synopsis

In 2005, Callaghan et al., (p.109) wrote that ”there is great uncertainty about the current CO2

balance of the Arctic due to geographically inadequate measurements and inadequate represen-

tation of ecosystem dynamics in current models”. The research questions set out in Section 1.2

aimed to untangle the influence of seasonal snow cover on Arctic carbon fluxes, and to reduce

uncertainty in Earth System Model simulations. Model evaluation and developments outlined in

Chapters 4 & 5 show routes to improve simulation of Arctic carbon flux, through examination

first of snow thermal conductivity and then of the parameterisation of relationships between soil

temperature, moisture and respiration. Chapter 6 then presented preliminary results from the use

of new low-cost sensors to measure wintertime CO2 fluxes, alongside co-located profiles of CO2

concentrations and isotopic ratios.

The representation of seasonal snowpacks in Earth System Models is key for accurately represent-

ing the temperature and thermal regime of Arctic soils. Soil temperature is a key factor governing

soil respiration, and yet as models fail to adequately represent a realistic stratigraphy of Arctic

snowpacks, considerable biases in the simulation of wintertime soil temperatures can be expected.

Changes to the snow thermal properties can change the simulated soil temperature, with Chapter

4 finding the default parameterisation of snow thermal conductivity in CLM5.0 gave soil temper-

atures that were up to 12 °C colder than observed. Three other parameterisations of snow thermal

conductivity (Section 2.1.2) were tested alongside the application of a multiplier to the original pa-
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rameterisation. All 4 parameterisations were applied to recalibrated SMP measurements to derive

reasonable estimates for snow thermal conductivity. The parameterisation of Sturm et al. (1997)

was found to provide the greatest improvement, reducing simulated 10 cm soil temperature biases

to a third of their original value.

A sensitivity test examining the impact of parameter choices (including snow thermal conductiv-

ity) on simulated wintertime CO2 emissions was then undertaken in Chapter 5. With the param-

eterisation of respiration and decomposition as functions of soil physical properties, we would

expect to see fluxes from CLM5.0 which are representative of measurements, yet simulated fluxes

in the snow-covered season are typically zero for the default model configuration. Different fac-

tors control respiration in frozen and unfrozen soils (Sullivan et al., 2008), and thus the estimation

of soil respiration in Arctic environments from parameters derived from mid-latitude studies do

not adequately represent cold-region processes. Changes to the parameterisation of snow thermal

conductivity (Chapter 4) improve the simulation of soil temperatures and allow simulated soil re-

spriation to continue for an additional two months relative to the default simulation - although

there is still no respiration simulated for a large portion of the winter. Measurements of NEE

from the TVC EC tower, however, confirm the possiblity of wintertime CO2 release - although

the examination of sub-seasonal trends is limited by poor data availability and high uncertainity.

Adjustments to the relationship between soil moisture and decomposition are required in order to

allow simulated soil respiration throughout the entirety of the winter, with adjustments to the value

of Q10 also necessary to prevent overestimation of wintertime emissions. A more appropriate pa-

rameter space is outlined, however the choice of parameter values is hindered by observational

limitations and varies on a sub-seasonal basis.

Poor simulation of soil respiration in the snow-covered season using the default parameterisation

of CLM has implications beyond the snow covered period, with a lack of simulated emissions for

around 6 months of the year leading to a misrepresentation of the annual carbon budget. Were

this underestimation of snow-season emissions to occur more widely across the total areal extent

of the Arctic tundra (∼ 7.6 x 106 km 2; Bliss and Matveyeva, 1991), this would account for a

considerable missed contribution to the global carbon budget – and thus its omission may have

an impact on the simulation of future climate. Failure to quantify the wintertime release of CO2

appropriately may also affect future simulations of soil turnover and permafrost extent.
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Uncertainties and limitations surrounding the interpretation of measured NEE from EC data dur-

ing the Arctic winter led to the development of a new low-cost CO2 sensors described and tested in

Chapter 6. High temporal resolution measurement of subnivean CO2 across spatially heterogenous

landscapes allowed small scale processes and process variations unable to be captured by previ-

ously existing techniques to be explored. CO2 release during the winter of 2022 (March and April)

was captured, providing further evidence of the importance of CO2 emissions from snow covered

tundra. Further development of these sensors will allow greater interpretation of the processes

driving wintertime carbon emissions, and could be used to to improve model parameterisation of

subnivean CO2 flux.

7.2 Future Directions

7.2.1 Reducing Spatial Biases

Results presented from TVC may be more broadly applicable across Arctic shrub tundra, but

without comparison to additional sites this is unknown. Much of terrestrial Arctic research is spa-

tially clustered, with a few key locations accounting for a disproportionate amount of publications

(Metcalfe et al., 2018) and local evidence (Post et al., 2019). Including a greater number of sites,

particularly in areas that are understudied, as outlined by Pallandt et al. (2021); Virkkala et al.

(2017), is advisable and will improve the validity and applicability of these findings.

Future application of model parameterisations (Chapter 5) and evaluation at additional sites may

narrow the appropriate parameter space, providing greater insight into spatial variability in CO2

flux. A narrower range of parameter values could then be applied at the Pan-Arctic scale, to

give upper and lower estimates of regional flux and get one step closer to closing the annual

Arctic carbon budget. However, the choice of such sites is limited by the availability of model

evaluation data. Arctic coverage of EC towers, particularly those that are operational during the

winter months, is sparse (Pallandt et al., 2021), with the spatiotemporal resolution of available flux

data often insufficient for robust model validation (Bastviken et al., 2022). Upscaling not only of

model evaluations but also of measurement efforts is required to improve our understanding of

Arctic wintertime CO2 fluxes.
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7.2.2 Continued Development of Low Cost Sensor Method

As mentioned in Section 6.4, many avenues present themselves for future development of low

cost sensors and the methods used to evaluate these. Questions remain unanswered and the fi-

delity and reproduciblity of the data is low. Extending the spatial coverage of this study with

higher precision sensors, more sites, and more gas samples would allow uncertainties to be better

constrained.

Unfortunately, the EC tower at TVC was offline for a considerable proportion of the time the sen-

sors were deployed. Although this further evidences the need for alternative methods, a repeat

deployment where sensors and EC fluxes can be compared would add value to the study. Not only

would this improve the confidence in absolute flux magnitudes, but using low cost sensor results

to untangle spatial heterogenities in a manner similar to footprint models applied to EC data could

provide valuable insight into fluxes across the entire footprint and beyond. Greater comparison

with other approaches to wintertime flux measurement at this site would give an increased sample

size and improve the detection of erroneous or negative measured fluxes - although temporal flucu-

tations and differences between timeseries and snapshot measurements will need to be accounted

for.

Extending the use of the isotopic mixing model in this study would provide more insight into

the provenance of measured gas samples. Testing the sensitivity of calculated probable sources

of CO2 to end member values would allow the uncertainty in the calculated provenances to be

constrained and greater discussed. This would also allow us to partition the sources of calculated

CO2 fluxes by back-calculation of the likely isotopic ratios (and thus sources) of measured CO2

concentrations from the low-cost sensors.

Improving power efficiencies and calibration protocols of the CO2 sensors would provide longer

and more accurate CO2 timerseries. This would improve process understanding, and ideally fa-

cilitate the identification of spring thaw processes and the impact of snowmelt. Additionally,

integration of a methane sensor into the low-cost sensor design, as outlined by Bastviken et al.

(2020), would broaden our understanding wintertime carbon flux processes.
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7.2.3 Non-CO2 Greenhouse Gases

CO2 is the most abundant, but far from the most powerful greenhouse gas. Microbial decomposi-

tion of soil organic matter can lead to the production of not just carbon dioxide but also methane

and nitrous oxide (Jungkunst, 2010). Increased emissions of all three of these major greenhouse

gases have been noted with increasing temperatures in Arctic shrub tundra (Voigt et al., 2017).

Studies of non-CO2 greenhouse gas emissions from Arctic environments lag behind those of CO2

and are typically limited to the growing season; recently, Voigt et al. (2020) noted only half as

many published studies on methane fluxes as for CO2 and less than half again for nitrous ox-

ide.

Northern ecosystems make a significant contributions to the global methane (CH4) budget (IPCC,

2022) and emissions from permafrost are likely to play a key part in the Arctic carbon budget, with

CH4 having a global warming potential approximately 30 times that of CO2 (IPCC, 2013). Net

CH4 release has been observed in all seasons in the Arctic tundra (Howard et al., 2020), but cold

season emissions are thought to dominate the annual CH4 budget (Zona et al., 2016). Howard et al.

(2020) found that cold season emissions made up 82% of the annual budget of CH4 in the first

year of thier study. Process models considerably underestimate wintertime CH4 release relative

to observed values (Treat et al., 2018) and subsequently, confidence in projections of CH4 release

from permafrost thaw is low (IPCC, 2013). Considering non-growing season processes is crucial

to accurately represent annual CH4 budgets (Treat et al., 2018), and to understand how these will

evolve as the climate changes.

Nitrous oxide (N2O) is a greenhouse gas with a global warming potential approximately 300 times

that of CO2 (IPCC, 2013). N2O emissions from permafrost ecosystems have traditionally been

thought to be negligible and thus received little attention (Gil et al., 2022). Mechanisms behind

N2O production in these Arctic environments are poorly understood. A better understanding of

N2O production and release from Arctic soils is needed (Gil et al., 2022); as with CO2 there is

likely considerable spatial heterogenity in N2O fluxes from Arctic and sub-Arctic environments

(Voigt et al., 2020). N2O release outside of the growing season may be of a similar magnitude

to growing season emissions, with uncertainty in annual budgets again compounded by a lack of

wintertime measurements (Voigt et al., 2020). Soil freeze-thaw cycles may promote N2O emis-

sions (Jungkunst, 2010), and snow cover may indirectly control N2O fluxes. The inclusion of
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wintertime estimates doubles the contribution to global N2O emissions from permafrost regions

(Voigt et al., 2020), but with only one published study of Arctic N2O emissions outside of the

growing season (Marushchak et al., 2011), more research is clearly needed in this area.

7.3 Concluding Remarks

The studies presented in this thesis represent a step towards improving our understanding of carbon

fluxes in Arctic shrub tundra during the snow-covered season. We highlight the importance of

the snow thermal properties in simulations of wintertime soil temperature, an important factor

in controlling CO2 emissions. Model sensitivity to the parameterisation of soil temperature and

moisture relationships is also evaulated, with the use of default, mid-latitude parameterisations

found to be inappropriate for Arctic shrub tundra environments. Field measurements, including

those from novel low-cost CO2 sensors, indicate subnivean emissions of CO2 under a variety of

land cover types not represented by default model configurations. Subnivean CO2 concentrations

and resultant fluxes are found to vary with temperature, further highlighting the importance of the

insulative properties of the snowpack.

Improvements in our ability to evaluate models and prescribe more appropriate parameterisations

for future simulations of wintertime NEE depend on improvement in the quality and quantity of

wintertime CO2 flux measurements. Comments made almost 20 years ago about the magnitude

and causes of uncertainty in the Arctic carbon budget (Callaghan et al., 2005) still apply, and there

is much more work to be done to close this gap and improve our understanding of winter time

carbon fluxes in Arctic shrub tundra environments.
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Appendix A

Processing of TVC Eddy Covariance

Data

A.1 Data Processing Protocol

Fluxes used to evaluate simulations were derived from eddy covariance (EC) data collected at

TVC. Fluctuations in CO2 concentrations and water vapour densities, and vertical wind veloci-

ties and sonic temperatures were measured using an EC150 open-path infra-red gas analyser and

CSAT3A sonic anemometer respectively (both Campbell Scientific, Logan, Utah) at a height of

4.08m. Sensor separation between the EC150 and CSAT was -3.2 cm northward separation and

-2.4 cm eastward separation, with the CSAT orientated at 308° relative to true North. High fre-

quency data was measured at a frequency of 10 Hz and recorded using a CR3000 datalogger

(Campbell Scientific). Instruments were recalibrated twice annually; shortly before snow melt

commenced and towards the end of the growing season (approximately late March and late Au-

gust/September respectively).

Processing of eddy covariance data followed the procedure outlined in Helbig et al. (2017). Half

hourly fluxes were calculated using EddyPro software (Version 6.0 +; Li-COR Biosciences, Lin-

coln, Nebraska). A double rotation was used for sonic anemometer tilt correction, then spikes

in the high frequency timeseries were removed as per Vickers and Mahrt (1997), and sonic tem-

peratures were corrected for humidity effects as per van Dijk et al. (2004). Block averaging was
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used to create the half-hourly timeseries, and a covariance maximization procedure detected time

lags. Corrections were then applied, as described in Section 2.1.1. A minimum friction velocity

value 0.1 m s−1 was used for filtering data. This is reasonably conservative value, and due to the

low-lying nature of the vegetation at TVC a smaller value could be used in the future, increasing

data availability. After filtering, data was then gap-filled as outlined in Section A.3 below. For

timeseries plots, mean daily values were calculated from the gap-filled half hourly fluxes and con-

verted to g C m−2 day−1. Fluxes were then converted to mean weekly values. Data in section 2

are shown in native measurement units (µmol CO2 m−2 s−1) as the unit conversation occurred at

the end of the data processing protocol.

Uncertainties for the corrected half-hourly fluxes were derived as per Lasslop et al. (2008). This

method accounts for random errors using the same autocorrelation principles used to gap-fill the

dataset, with the standard deviation of residuals from the gap-filling algorithm used to determine

the error.

A.2 Flux Corrections

The Webb-Pearman-Luening (WPL) correction is required to correct measurements of fluxes of

trace gases in open-path gas analysers for changes in the density and temperature of air in the path

of the analyser. WPL corrections are often of a similar magnitude to calculated fluxes, adding

uncertainty to the derived fluxes. The impact of WPL corrections is magnified in Arctic environ-

ments, with WPL corrections orders of magnitude larger than calculated fluxes. In order to assess

the contribution of this correction to the calculated flux values, we calculate the QWPL flag, as

described by Jentzsch et al. (2021a). This flag is strongly influenced by very small flux values;

QWPL values tend towards infinity as the measured flux approaches zero and small flux changes

can lead to large changes in the QWPL flag. Jentzsch et al. (2021a) advise caution for QWPL val-

ues over 1. This occurs when the magnitude of the WPL correction is greater than the magnitude

of the final, corrected flux. The proportion of this potentially lower quality data is presented in

Table 10 & Fig. 49; however, we do not treat data with different quality flags differently when

evaluating simulations.

Large values of WPL corrections, and subsequently QWPL flags, are likely to occur under stable
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Figure 49: Quality and availability of reference Eddy Covariance Data for all 3 winters. Dashed
vertical lines represent freeze-up, midwinter and thaw periods, as used for model evaluation (Fig.
37). Note that the units used in this figure differ from those in Chapter 5.

atmospheric conditions, accompanied by large fluxes of sensible heat. Additionally, multiple terms

in the WPL correction equation are temperature dependant, with values up to 15% larger derived

for temperatures of approximately -30°C than at 0°C (Jentzsch et al., 2021b). Spectral corrections,

after Moncrieff et al. (1997, 2004), were also applied to the calculated CO2 flux values prior to

gap-filling.

A.3 Gap-filling

Data were gap-filled as per Reichstein et al. (2005). The covariation of flux magnitudes with

meteorological conditions were used to assign values to missing datapoints, as outlined in Figure

A1 of Reichstein et al. (2005). Gap-filled data were assigned one of three quality flags, depending

on availability of meteorological observations and measured fluxes under similar meteorological

conditions (defined as observed air temperature within ± 2.5 °C, vapour pressure deficit within ±

5.0 hPa and radiation within ± 50Wm2 of observed values when flux data was available). Data

were unable to be gap-filled when no NEE values were available within a window of 140 days

either side of the data point, or when no radiation, air temperature or vapour pressure deficit data

were available. Such conditions were common when power outages occurred.

Table 10 shows that the proportion of available data is low, particularly in 2018-19, with a high
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(> 30%) amount of gap-filling needed for model evaluation. However, of data that are available,

at least a third and usually closer to half of available data has a QWPL flag indicative of highest

quality (QWPL < 1).

A.4 Limitations

Measurements of CO2 concentrations between December and February were highly intermittent.

Data loss due to power issues was common; many challenges are presented in maintaining a

constant power supply at a remote Arctic field site during periods of 24-hour darkness and extreme

cold. Icing of the instrument (where the optical path of sensors becomes obstructed by rime

or precipitation), temperatures below the specification of the instrument, and stable atmospheric

conditions impact data coverage and further contribute to data uncertainty. Atmospheric stability

also leads to changes in the footprint of the EC tower (Burba and Anderson, 2005), increasing

uncertainty about the area being measured and thus the magnitude per m2 of the derived fluxes.

Additionally, Pirk et al. (2017) suggest that fluxes derived from the eddy covariance method during

snowmelt may be subject to sizable biases due to increased surface heterogeneity, e.g. patchy snow

cover, and subsequent variable surface roughness lengths in the tower footprint.

To compare the impact of post-processing and data quality flagging procedures on calculated

fluxes, data were grouped by the magnitude of the WPL correction (green or red in Figs 49 &

50) and if it was derived by the gap-filling process (grey in Figs 49 & 50). Fluxes within these

different groups were of similar magnitudes, with no group having a significantly different mean

value in all 3 years (analysis of variance gives F16−17 = 2.32, F17−18 = 0.69 and F18−19 = 1.71,

% QWPL | < 1| % QWPL | > 1| % Gapfilled % Available

2016 - 17
6.3 5.6 24.0 35.9

(52.9) (47.1)

2017 - 18
17.8 23.4 24.6 65.7

(43.2) (56.8)

2018 - 19
5.5 9.7 41.8 56.7

(36.1) (63.9)

Table 10: Summary of the quality and availability of eddy covariance data for all 3 winters. The
proportion of measured values (i.e. available and non-gapfilled data) for either quality flag is given
in brackets.
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none of which are significant at the 0.01 level), suggesting that the inclusion of data with a QWPL

flag > 1 does not unduly influence the analysis.

Figure 50: Magnitude of the reference measured NEE with eddy covariance data for all 3 winters
for each of the different quality flags; high (red) and low (green) values of the QWPL flag and
fluxes produced by the gap-filling algorithm (grey). Note that the units used in this figure differ
from those in Chapter 5.
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Processing of IRMS Data

B.1 Preparation of Gas Standards

Approximately 2 grams of two different in-house laboratory carbonate standards (‘Plessen’ and

‘Pol2’) were reacted with 105% phosphoric acid to liberate CO2 using a manual vacuum line at the

Godwin Laboratory at Cambridge University. Each sample was evacuated for at least an hour, to a

pressure less than 3x103 mbar, and then reacted with excess acid until the reaction was completed

(with no more visible bubbles having formed from the acid for at least ten minutes). The acid

was maintained at 70 °C during the reaction via a circulating water bath surrounding the reaction

vessel. A liquid nitrogen trap acted to immediately freeze the gas released during this reaction.

The CO2 was then dried by it passing across a slush trap (held at - 90 °C) and back into a liquid

nitrogen trap three times. The CO2 was collected into bespoke 1.2 L vacuum flasks (manufactured

with an additional septum port). This septum port was added to allow mixing of other gases via

syringe to create in-house standard gas mixtures with a similar matrix to atmospheric samples -

for which we used commercially available ‘zero air’ (19.9 – 21.9% O2, balance N2, 3 ppm CO2;

BOC Ltd., Woking, UK), which could then be subsequently transferred to exetainer vials. 3 L

Tedlar bags (Adtech Polymer Engineering Ltd, Stroud, UK; typically used for atmospheric gas

sampling) were rinsed three times from the cylinder of ’zero air’,and then filled to approximately

three quarters full. A 60 mL Luer lock syringe with a 23 gauge needle was triple ‘rinsed’ from the

first Tedlar bag. The syringe was then filled at a rate of 0.5 mL s−1, in order to avoid fractionation

and maintain the same matrix from aliquot to aliquot. This syringe was then injected into to one
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of the glass vacuum flasks. This process was repeated until the syringe was no longer drawn by

vacuum force on insertion through the vacuum flask septum (i.e., until the inside of the flask was

at atmospheric pressure).

In order to dilute the CO2 to an appropriate concentration, a smaller syringe was used to remove

6 mL of gas from the flask, e.g. Plessen or Pol2 in N2/O2 matrix, and inject it into a second

pre-filled Tedlar bag containing the same ‘zero air’ mixture. After gas from the flask was added

to the bag, the same volume of gas was removed and added to a flushed 12 mL exetainer vial with

butyl rubber septum (Labco Ltd.; see below for flushing procedure), and run on the IRMS to check

signal intensity. This process was repeated until the intensity of the gas in the exetainer vials as

measured on the IRMS was in an appropriate range compared to the expected sample intensity.

This second Tedlar bag was then used to fill multiple pre-flushed exetainer vials to be run as matrix

matched standards alongside samples. Transfer to pre-flushed exetainers was as per Yu and Lee

(2020) (Method A; Figure 1 therein). A 25 gauge needle was used to vent the samples, and the

equilbration time prior to removing both needles was reduced to 3 seconds.

Exetainer vials were flushed with helium prior to standard gas injection using a bespoke ‘flush-

box’ autosampler (Sercon Ltd., Crewe, UK). Flushing was performed at ∼ 150 mL/min for 480

seconds. This process is similar to the automated Gasbench II flushing procedure, with a two-hole

needle allowing gas to escape passively during flushing, resulting in vials which were slightly

overpressurised. When analysed on the IRMS, vials have no perceptible background intensity at

CO2 peak positions and less than 10 mV in the ‘air’ peak position after flushing. Flushed vials

were prepared in large batches and tested at 1, 5, 14 and 28 days to ensure the septum maintained

a seal; no change in background was detected at any of these times.

Gas mixtures containing 310, 640, and 1022 ppm of CO2 (all ± 10 ppm; termed the 300, 600 and

1000 ppm standards respectively) in the same ‘zero air’ mixture as above were purchased for use

as concentration standards (BOC Ltd.). Cylinders of these gases were connected to the flushbox

and injected into 12 mL exetainer vials as described above. Flush timing was tested by selecting

several vials at random from a large batch, and running these on the IRMS to check that signal

intensity and raw isotope ratios were consistent.

The δ13C composition of these concentration standards and the gas mixtures with Plessen and
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Gas Standard Number of δ13C [‰VPDB]
Replicates Mean σ

Plessen 15 2.4 0.2
Pol2 10 -6.9 0.1
300 ppm 8 -38.5 0.3
600 ppm 8 -38.7 0.2
1000 ppm 8 -37.5 0.1

Table 11: Carbon isotope compositions of CO2 in the in-house standard gases used in this work
as normalization standards for atmospheric CO2 samples. σ denotes one standard deviation of the
mean value.

Pol2 were determined by calibration against in-house and international standards, and is given in

Table 11. The calibration measurement sequence included ten replicate measurements of an in-

house carbonate standard (Plessen), used to correct for linearity and drift, and normalized to VPDB

(Vienna Pee Dee Belemnite standard) using the average of four NBS 18 and NBS 19 measurements

from the same run, following Kim et al. (2015). Pol2 was used as a secondary standard to check

for internal consistency and assess normalization. Over the course of all runs, the average δ13C

value of Pol2 was -6.9 ‰VPDB (n = 45, σ = 0.4 ‰). The 1000 ppm gas standard was selected

for use in the normalization as this standard had the highest precision, but due to the extremely

negative value of the concentration standards, choosing a different standard for the normalisation

process would not change the final sample values.

B.2 Measurement Protocol

IRMS measurements were performed by ‘blanking’ gases other than CO2 using timed helium

dilution, with dilution set to 100% in the Conflo IV after Levitt (2014). The dilution was timed to

stop two and a half seconds before the CO2 peaks in order to minimize fractionation. The IRMS

method was otherwise identical to standard continuous flow-IRMS methods used for measurement

of solid carbonate samples (e.g. Spötl and Vennemann, 2003). Samples were run as-is, without

processing to separate CO2 from major and other trace atmospheric gases.
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B.3 Correction of Raw Mass Spectrometer Data and Derivation of

Isotopic Ratios

The IRMS was operated using Isodat Gas Ratio MS software (version 3.0.94.12). For each sample,

3 reference peaks were measured prior to the sample peaks. Eight sample peaks of gradually

decreasing magnitude were then measured, corresponding to sample injections into the source

of the mass spec. For each injection, isodat calculates raw ratios of 13C:12C, and the area and

amplitude of the mass 44 peak. Sample averages were calculated as the mean of the values for

sample peaks 2 - 7, in order to avoid the inclusion of measurements impacted by memory effects

from the previous sample. When fewer than 7 sample peaks were measured, all but the first peak

were included.

B.3.1 Stretching Correction

Standard gases were measured as above and interspersed around and amoungst samples to facil-

itate data corrections. Peak averages for Plessen, Pol2, and known concentration standards were

used to derive a stretching correction which was then applied to all of the samples (Table 12). This

correction took the form of a linear regression y = mx+c, where m is the slope of the relationship

between the measured peak averaged raw δ13C values and known δ13C values for the 1000ppm

and Ples2 standards, and c is the intercept of this line. Uncertainties for the δ13C ratios were

calculated as the standard deviation of the corrected δ13C values for all the Ples2 standards in a

run, as shown in Table 13.

Stretching Correction
m c

Run 152 1.03 -1.26
Run 155 1.02 -1.20
Run 157 1.03 -1.43
Run 158 1.02 -1.18
Run 172 1.04 -1.41
Run 173 1.04 -1.43
Run 174 1.04 -1.30
Run 175 1.03 -2.12

Table 12: Stretching Corrections for the δ13C ratios of CO2 for the IRMS samples. m is a
multiplier and c is a constant in ‰
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δ13C Uncertainty
Run 152 0.32
Run 155 0.18
Run 157 0.49
Run 158 0.04
Run 172 0.13
Run 173 0.28
Run 174 0.33
Run 175 0.45

Table 13: Uncertainty values for the δ13C ratios of CO2 for the IRMS samples. All values are
given in ‰.

Figure 51: δ13C ratios and uncertainities colour-coded by run for all IRMS samples
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B.3.2 Additional Corrections

Typically, samples analysed using IRMS also undergo linearity and drift corrections. However, in

this instance, neither linearity nor drift corrections improved the precision of the results.

For the linearity correction, this is likely due to the large range of signal intensity between samples,

and the subsequent changes in the relationship (parameterised as a linear regression) between raw

isotope ratio and signal intensity over that large range. As this was the first time the IRMS in the

NICEST lab was used to measure CO2 in air samples, some teething problems can be expected. To

improve this method in the future, samples could be divided into groups with smaller concentration

ranges with additional standards more closely spanning the concentration ranges of each group

(Pers. Comm., Modestou, 2023). However, as concentrations of each gas sample are unknown

unless co-located with LiCOR profiles (Section 3.3.2), this may not always be feasible. To perform

this extra step, additional sacrifical samples would be required in order to pre-determine IRMS

signal intensity and subsequently optimise the running order as needed.

Further corrections are also usually implemented to correct for instrumental drift over the mea-

surement period. This correction essentially acts to normalise any changes in raw isotope ratios

with time, as a full 88 sample run takes approximately 24 hours, and thus the system may be sub-

ject to changes in humidity or temperature due to diurnal temperature changes in the room where

it is situated. A lack of improvement from the drift correction suggests that the IRMS was stable

enough during each of the runs that any instrument drift had a neglible impact on the measure-

ments. For standard carbonate analysis with this equipment, this correction is typically an order of

magnitude lower than measurement precision, and thus can be ignored (Pers. Comm., Modestou,

2023).

B.4 Concentrations from Mass Spectrometry

CO2 concentrations of the samples were derived using the averages of the amplitudes of the mass

44 peaks (as for the isotopic ratios) for 3 known concentration standards. The linear relationship

between amplitude and known concentration was then used to derive a concentration calibration

of the form y = mx+ c for each run (Table 14).

Concentration uncertainties were intially derived using the 2nd order polynomial relationship be-

141



APPENDIX B B.4

CO2 Concentration
m c

Run 152 2.26 -5.90
Run 155 2.34 -13.4
Run 157 2.36 -15.8
Run 158 2.32 -5.14
Run 172 2.16 -0.09
Run 173 2.15 8.78
Run 174 2.18 16.3
Run 175 2.21 13.1

Table 14: Derivation of CO2 concentrations from the IRMS. m is the concentration multiplier and
c is a constant in parts per million.

tween the known concentrations and the standard deviation of the amplitude averages. However,

for two of the runs, this gave negative uncertainty values. This can occur if the regression does not

fully represent the relationship between signal intensity and concentration. As errors in the peak

amplitudes and errors in the concentrations of the known concentrations standards are uncorre-

lated, we performed error propagation by quadrature to recalculate the uncertainties. To do this,

we take the differential of the linear regression equation used to calculate the concentrations with

respect to the concentration term:

δx =

√
(
1

m
δy +

−1

m
δc+ (

y − c

m2
δm)2 (B.1)

and evaluated using the concentration of each sample to calculate its uncertainty value. Although

errors we no longer negative, there were still many cases where this quantification of error gave

an unfeasibly small error, given the known limitations of the method.

Precision in the measurement of the CO2 concentrations is mostly likely variable between runs

because internal conditions in the measurement system may have changed. Helium dilution via

the Conflo V masks the dominant gases (nitrogen and oxygen) which elute from the Gasbench II

GC column first; dilution prevents the majority of these gases from entering the mass spectrometer

source. If the pressure inside the system changes, the timing of these dilutions may change. Even

nearly imperceptible changes in the amounts of these gases entering the source can impact mea-

surement. Additionally, whether singularly or through recombination in the source of the mass

spectrometer, some gases may produce additional molecules with the same atomic mass as CO2
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which will then cause isobaric interference with the CO2 peaks. This phenomenon is known as a

matrix effect. Changes in the procedure between runs may amplify or cause variation in the mag-

nitude of matrix effects. As the CO2 concentration standards only contain nitrogen, oxygen and

CO2, the relationship between peak intensity and ppm concentration of CO2 may not be exactly

the same for standards and samples, in particular, the relationship for samples may not be as linear

as that derived from the standards.
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Testing and Calibration of Low-Cost

Sensors

C.1 Calibration of Low-Cost Sensors

For the two field calibrations, the low-cost sensors were placed in a Perspex box, sealed using

Tuck Tape. Sensors were set up to record CO2 concentrations approximately every 10 seconds.

The lid of the box had two inlets with three-way valves, one of these was connected to a cylinder

of standard gas (either 399 ppm or zero-air; LindeCanada, Edmonton, Alberta) and the other inlet

connected to a Los Gatos Ultraportable Greenhouse Gas Analyser (LGA; Los Gatos Research,

San Jose, California) analyser. The box was flooded with standard gas until the measured CO2

concentration from the LGA stabilised. Sensors were then left in the box for about an hour. The

process was then repeated for the other standard gas.

For the first calibration, the mean measured concentrations for both standard gases were used. A

two point calibration, of the form y = mx + c was derived for each sensor, where y is equal

to the recalibrated concentration for each sensor, x is equal to the measured concentration from

the LGA, m is a multiplier and c is the concentration from each sensor when the measured LGA

concentration is zero. Figure 52 shows the application of these recalibrations (termed Cal 1) to

each of the 15 sensors over the time period for which they were derived. However, issues with

air circulation within the box and measuring very low concentrations on the LGA when flooding
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the box with the zero-air standard reduced the quality of this calibration. The use of this two-

point linear calibration (Cal 1) lead to very high variability in CO2 concentrations during the box

deployments, and occasionally gave physically impossible negative concentrations.

Figure 52: Calibration 1. Each of the 15 coloured lines represents an individual sensor, with the
black dashed line showing the mean measured concentration from the Los Gatos Analyser.

A second calibration was therefore derived using only the 399 ppm standard, and calculating

the offset between the mean measured LGA and sensor concentrations for each sensor. This

calibration showed improved performance, with all but one of the sensors giving reasonable values

(Fig 53). This one sensor was later excluded from the analysis.

Although multiple calibration efforts were undertaken in order to attempt to reduce the impact

of calibration error, uncertainties still persisted. Pockets of higher and lower concentrations of

CO2 may have been present within the container where the calibration took place as there was no

fan or pump to aid air circulation. Additionally, we cannot verify that the container used for the

calibration was definitely gas-tight. High ambient concentrations of CO2 in the tent where this

calibration was undertaken may have fed into the box, leading to a drift in concentration (although

this was not marked enough to be visible on the Los Gatos instrument).
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Figure 53: Calibration 2. Each of the 15 coloured lines represents an individual sensor, with the
black dashed line showing the mean measured concentration from the Los Gatos Analyser.

Figure 54: Example recalibration of low-cost sensor timeseries - showing the lower sensor from
TR02. Calibration 2 (shown in blue) gives the final CO2 concentrations used to calculate fluxes.
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C.2 Predeployment Testing of Low-Cost Sensors

For the first test, we buried one sensor overnight to test how long it took the sensors to adjust to

ambient temperature, humidity and CO2 conditions. Temperatures took longer to equilibriate than

humidity or CO2 concentration, but all 3 factors had stabilised after 12 hours.

Two pairs of sensors were buried at the base of a ∼ 70 cm snowpack, one with the membranes fac-

ing upwards and the other with the membrane facing downwards. Concentrations from both sensor

pairs appeared to be anti-correlated. For the lower sensor with the downward facing membrane,

we suspect CO2 became trapped in the box due to restricted airflow between the membrane and

the ground surface. Based on this test, we decided to deploy the lower sensor with the membrane

facing up. We also decided that the upper sensor should be deployed with the membrane facing

down (i.e. towards the lower sensor) to better capture transport between the boxes and reduce the

likeliness of erroneously measuring atmospheric influences.
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